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1 Introduction

Holistic marking is often the norm for assessing essays in academic

contexts. An on-going question is what makes a rater give higher or

lower marks to different essays. This Element aims to gain an under-

standing of the linguistic and non-linguistic variables that may play

a role in shaping the writing quality scores awarded to student essays

by raters. Our work answers one central question: what linguistic and

non-linguistic variables may play a role in shaping the writing quality

scores awarded to student essays in a first-year composition (FYC)

writing context?

The underlying premise is that collocation may play a role in under-

standing what shapes writing quality scores. We also assume that non-

linguistic factors such as variation in individual writers, the writing task,

and the language status of the writers may play a role in shaping scores.

To understand these variables, our work engages with the following

methodologically driven sub-questions:

(i) How can we choose appropriate measures of collocation?

(ii) How can we measure and understand the potential role of different linguis-

tic and non-linguistic variables involved in shaping writing quality scores

in an appropriate way?

By answering these questions, we hope to illuminate the complexity of

the linguistic and non-linguistic variables themselves, as well as how

these variables operate with a degree of nuance in the rating process

overall. We hope to illuminate, and to some extent demystify, different

aspects of the rating process in a relatively underexplored FYC writing

context in the United States (see Section 2 for details of the writing

context).

Three empirical studies are carried out to answer these questions. The

first question is answered by engaging with past literature and through the

study of collocation measures in a cluster analysis. The second question

is answered via the use of a cumulative-link mixed effects regression

model. This model can accommodate different variable types to appreci-

ate how they may play a role in shaping writing scores. A follow-up

qualitative study provides a deeper understanding of how writers use

collocations in their writing and also helps answer the second question.

The introductory section of this Element presents the rationale for the

focus on these particular questions and our methods for answering them.

1Shaping Writing Grades
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1.1 Understanding Writing Quality via Quantitative Linguistic
Features

There has been a long-standing interest in understanding rater judgements of

writing quality in first and second language research. This interest has adopted

several theoretical and methodological lenses (e.g., see the overview in Durrant

et al., 2021). One popular lens used to tap into these judgements and the

inferences we can (and cannot) make from them has been the quantitative

study of the relationship between linguistic features and writing quality grades.

Under this lens, linguistic features are identified (normally by adhering to

a specific theoretical framework that governs how to identify the features) and

counted (manually or automatically with corpus software), and then relation-

ships between these frequencies and writing quality grades are established

numerically using statistical techniques such as correlation and regression

analyses. Writing quality grades represent subjective ratings made by text

evaluators who largely make their judgements from a predetermined set of

criteria which to an extent presupposes what ‘good’ writing involves. These

criteria therefore guide evaluators in their judgements (e.g., see the IELTS and

TOEFL grade bandings mentioned in Durrant et al., 2021). This quantitative

approach has enjoyed sustained popularity in the literature and is currently

experiencing something of a ‘boom’, thanks to the increasing creation of corpus

software tools which make the counting and analyses of such features increas-

ingly user-friendly. This boom is well documented across overviews provided

in Durrant et al. (2021) and Crossley (2020).

In their studies, researchers make two key assumptions. First, there is an

assumption of, or perhaps appreciation for, the role that linguistic features

themselves may play in our understandings of writing quality judgements as

a measurable construct. This means there is an underlying belief that by

counting linguistic features and looking at their relationships with writing

quality via statistical methods, we can learn something about how these features

may be being judged/perceived by raters. Second, and linking back to the first

assumption, is the belief that the linguistic features chosen are (a) worth

counting (because they have an established linguistic history/history in models

of writing proficiency/quality), and (b) that they can indeed be reliably counted.

Findings of past feature-writing quality work have gone on to inform two often

connected areas of research: the development of writing proficiency scales/

rubrics by referring to differences in linguistic feature use across bandscales

(e.g., Hawkins & Filipovic, 2012), and/or the training of large-scale feedback

and grading systems (e.g., Chen et al., 2017). Researchers have most persistently

studied features of grammar (e.g., clauses (see Bulté & Housen, 2014))

2 Corpus Linguistics
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and vocabulary (e.g., percentage of words appearing in the Academic Word List

(Daller et al., 2013)), with features of cohesion occupying an inconsistent position

of interest for researchers (e.g., see the review in Durrant et al. (2021)). Features

of phraseology, for example lexical bundles (e.g., see Appel & Wood, 2016),

occupy an increasingly prominent position, especially in second language litera-

ture (e.g., see reference made to this emerging importance in Durrant et al. (2021)

and Paquot (2018, 2019)).

It is this latter linguistic area that this Element focusses on. The following

sub-sections make an explicit case for the study of one specific area of phrase-

ology: that of collocation. The sub-sections present the rationale for such

a focus and explain how this Element contributes to understanding the role

collocation may play alongside several non-linguistic writing assessment vari-

ables in shaping writing quality judgements.

1.2 The Rationale for Studying Collocations and Writing Quality

The use of appropriate language is viewed as a key component of success for

meeting programme outcomes in the FYC programme our Element focusses on

(CWPA, 2014; CWPA et al., 2011). In this sense, using appropriate academic

language is therefore a requirement of fitting into students’ respective academic

disciplines/communities. Wray (2006, p. 593) notes on this matter that ‘when

we speak, we select particular turns of phrase that we perceive to be associated

with certain values, styles and groups’, with the learning of these phrases or

word combinations acting as a badge of identity and this badge is linked to

particular academic communities.

Later, Wray (2019, p. 267) emphasises that the status of a word combination

as a formula lies in the decision-making or perceptions of the agent. She states

that a formulaic sequence is ‘any multiword string that is perceived by the agent

(i.e., learner, researcher, etc.) to have an identity or usefulness as a single lexical

unit’. Siyanova-Chanturia and Pellicer-Sánchez (2019, p. 6) highlight that there

are several frameworks or reasons that guide the perceiver’s decision-making. It

may entail high frequency of occurrence (since frequently produced strings,

other than being useful by virtue of being frequent in language, may also benefit

from being treated as a single unit), a teacher’s perceived value of a string

(no matter how frequent), some sort of basic holistic storage and processing,

a specific pragmatic function, or, indeed, something altogether different.

Although these definitions allow researchers flexibility in their theoretical

and methodological approaches to capturing formulas, two particular

approaches have dominated the literature: phraseological and frequency-based

approaches (see Nesselhauf (2005) for an in-depth overview of the differences

3Shaping Writing Grades
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between these lenses). This Element grounds its theoretical and methodological

conceptualisation of collocation in the frequency-based lens. Under

a frequency-based lens, the tenets of collocation rest on understandings from

Firth (1968, p. 181), who believed that part of a word’s meaning is the ‘habitual

collocations’ in which it appears. Meaning here is said to include both the

concept with which the word is associated and the ways in which it is used. Firth

(1968) gives the example of ‘dark night’, resting his understanding on the belief

that collocating words are part of each other’s meaning. Thus, because dark

appears frequently alongside night, collocability with night is one of the mean-

ings of dark (Firth, 1957, p. 196). Later, Firth (1968) articulates these thoughts

further to indicate that collocation is a type of mutual expectancy between

words. Collocating words are said to predict each other, in the sense that the

presence of one word makes the presence of the other more likely.

Corpus linguists have unpacked this mutual expectancy further by stating

that collocation is ‘the relationship a lexical item has with items that appear

with greater than random probability in its (textual) context’ (Hoey, 1991,

p. 7), with Jones and Sinclair (1974) simply stating that words are collocates if

they appear together more frequently than their individual word frequencies

would predict. Under these views, there is also a psycholinguistic nature to

collocation to consider, with Sinclair’s (1987, p. 391) idiom principle setting

out this mental association where ‘a language user has available to him or her

a large number of semi-preconstructed phrases that constitute single choices,

even though they might appear to be analysable into segments’. Further still,

Hoey’s (2005, pp. 3–5) theory of lexical priming also draws attention to the

psycholinguistic nature of collocation in that it is seen as the ‘psychological

association between words . . . evidenced by their occurrence together in

corpora more often than is explicable in terms of random distribution’.

Under these guiding thoughts then, collocation is bound up in the idea that

word combinations are more frequent than their individual word frequencies

would explain and that there is a degree of non-random use to these pairings.

These thoughts have led researchers to develop multiple taxonomies and

dictionaries of collocations (e.g., Benson et al., 2009) with studies presenting

word combinations such as (i) ‘heavy rain’, (ii) ‘rancid butter’, and (iii)

‘apologise profusely’, as collocations (e.g., Paquot, 2018). Under the fre-

quency-based school of thought, researchers have commonly captured colloca-

tions like these by focussing on the belief that collocations are pairs of words

which regularly co-occur within a given span or window of text, for example

two to four words either side of the node/search word. This approach has been

criticised as capturing syntactically unrelated or uninteresting collocations (e.g.,

Evert, 2009). More recently a smaller group of studies have identified

4 Corpus Linguistics
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collocations using syntactic parsers which capture collocations according to

a particular syntactic dependency relationship. Dependency pairings are

decided by parsing a text using an automated parser. Dependency grammar

operates on the notion that in every sentence each word is dependent on another,

apart from the root of the sentence which is independent (Debusmann, 2000).

Aword depends on another if it is a complement or a modifier of the latter. For

example, dependency pairings which might be collocations include an adjective

modifying a noun.

1.2.1 The Study of Collocation in Student Writing

After using a span or syntactic approach, many researchers have focussed on

studying the often-arbitrary partnering and the degree of exclusivity in combin-

ations extracted. ‘Arbitrariness’ here refers to the way that collocational prefer-

ences can sometimes appear to defy logical explanation. For example, the fact

that an idea can be ‘utterly ridiculous’ but not ‘utterly sensible’. ‘Exclusivity’

refers to the way that some words are found almost exclusively in combination

with another particular word, or group of words. For example, the fact that few

things other than ‘rain’ can be described as ‘torrential’ and that few things can

be ‘shrugged’ other than our ‘shoulders’. It is these often arbitrary, complex,

and exclusive relationships that researchers have attempted to study in learner

writing.

Many of the foundations for studying collocation in learner writing stem from

the belief that second language learner writers struggle to use collocations

appropriately. This is because the combinations are assumed to be stored

mentally as single units and must be used appropriately with an understanding

of their arbitrary combinatory nature and intended, expected meaning.

However, there is growing evidence that first language learners also struggle

with collocation. They struggle to navigate the expected writing of university

genres and disciplines for the first time. Both groups therefore encounter

barriers in using the language expected and ultimately gaining acceptance,

through that language use, into their academic communities (Durrant, 2019;

Wray, 2002).

Under a frequency-based approach, scholars have used frequency infor-

mation to statistically show two pieces of information about learner colloca-

tion: (i) how confident we can be that the word combination does or does not

occur because of random chance and (ii) the degree of exclusivity the words

in the combination have with each other; in other words – the degree to which

they may in fact have other possible combinatory partners. The formulae

used to capture these are known as association measures (Evert, 2004).

5Shaping Writing Grades
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Evert (2004, p. 75) defines an association measure as ‘a formula that computes an

association score from the frequency information in a pair’s contingency table’.

A contingency table is a 2 × 2 table that lays out a word combination’s frequency

information. The table contains frequency information relating to the frequency

of the combination, the frequency of word 1 and word 2 in the pair, the frequency

of other possible word combinations using either word 1 or 2, and the size of the

reference corpus being used. An illustration of a contingency table is provided

in Brezina et al. (2015, pp. 144–5). Evert (2004) groups measures able to

capture confidence as (i) significance measures, and those able to capture

exclusivity as measures of (ii) association strength. These types of informa-

tion have been interpreted as the higher the score, the more confident we can

be that the combination is a collocation (i.e., not occurring because of random

chance) in (i), and in (ii), the higher the score, the more exclusive the pairing

and the less likely it is to have multiple other word partners that it pairs with

naturally.

Those researching learner writing have mostly relied on two representative

measures from the significance and the degree of strength groups. In the

former, this has been the t-score, and in the latter, the mutual information

(MI) score. The t-score, as a measure of confidence, has been found to flag up

word combinations that comprise high-frequency words (e.g., ‘little bit’,

‘other hand’) (Granger & Bestgen, 2014). In contrast, the MI has been

found to flag up word combinations that comprise low-frequency words

(which make them more exclusive to each other). For example, ‘tectonic

plate’ and ‘juvenile delinquency’ (Durrant & Schmitt, 2009; Granger &

Bestgen, 2014).

Several studies have used these measures to inform understandings

of second language learner writing (e.g., Bestgen, 2017; Bestgen &

Granger, 2014; Chen, 2019; Durrant & Schmitt, 2009; Garner et al., 2019,

2020; Granger & Bestgen, 2014; Kim et al., 2018), with few studies of first

language learner writing (e.g., Durrant & Brenchley, 2021; Kyle et al., 2018).

In their English for Academic Purposes (EAP) study, Durrant and Schmitt

(2009) found that second language writers used more high-scoring t-score

combinations, while first language writers used more high-scoring MI com-

binations (more exclusive pairings found in discipline- and genre-specific

writing). To some extent, this finding has been corroborated in other second

language contexts (e.g., Bestgen, 2017; Bestgen & Granger, 2014; Garner

et al., 2019, 2020; Granger & Bestgen, 2014); however, across these individ-

ual contexts, increases in MI combination use have not always been linear

across year groups of learners or proficiency levels (e.g., Durrant &

Brenchley, 2021; Paquot, 2018, 2019).

6 Corpus Linguistics
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1.3 Emerging Questions from Current Studies

1.3.1 How Can We Choose Appropriate Measures of Collocation?

The first question that this Element engages with is ‘How can we choose

appropriate measures of collocation’? Engaging with this important question is

warranted because, as previous sections of the Element have noted, past studies

have raised several issues relating to the use of association measures. Scholars

have relied on a narrow set of measures that have been restricted to association

measures used in the language learning/assessment literature with the t-score and

MI featuring prominently. There has been sparse mention of alternatives or an

awareness of how the hundreds of other association measures touted in the

literature align with the MI or t-score or may be able to illuminate different

collocation properties to those highlighted by the MI and t-score (e.g., see

criticisms in Öksuz et al. (2021) and acknowledgement of the hundreds of

measures in Pecina (2005, 2010), Wiechmann (2008), Gries and Ellis (2015),

and more recently Kyle et al. (2018) and Kyle and Eguchi (2021)). This

Element’s starting position is that the use of these measures needs to be under-

stood against the wider bank of association measures that researchers have access

to. The measures need to be understood in terms of their ability to illuminate

different types of collocation properties. There is also a need to bring together the

fragmented association measure literature. This fragmented picture means meas-

urement choice is often underexplored and/or undertheorised because measures

are spread out across different disciplines and scholars (Öksuz et al., 2021).

1.3.2 How CanWeMeasure and Understand the Potential Role of Different
Linguistic and Non-linguistic Variables Involved in Shaping Writing

Quality Scores in an Appropriate Way?

The second question that this Element engages with is ‘How can we measure

and understand the potential role of different linguistic and non-linguistic

variables involved in shaping writing quality scores in an appropriate way’?

Studies in this research area have started to use a wider range of statistical

methods, such as recently mixed/multi-effects models (e.g., Garner et al., 2019,

2020; Paquot, 2018, 2019), to measure relationships between collocations and

writing quality. Thus, a key goal of the Element is to explore how these types of

models offer an appropriate method of studying writing quality scoring.

1.4 The Organisation of the Element

This Element proceeds by providing an overview of the FYC context in

Section 2. Section 3 then guides readers through the current collocation-grade

7Shaping Writing Grades
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landscape and emphasises how the empirical work in the Element adds to this

landscape. Section 4 sets out the methodological steps taken in the three

individual studies. Then, Section 5 describes the results of the cluster analysis

carried out to answer the first question, while Section 6 describes the results of

the mixed effects modelling, carried out to partially answer the second question.

Section 7 also helps answer the second question by qualitatively unpacking the

possible reasons for the statistical relationships between the measures of collo-

cation and writing quality by looking at text samples from the FYC corpus itself.

Section 8 concludes the Element by summing up the key findings and limita-

tions, and importantly how we reflect on our methodological approach and its

promise in future work.

2 FYC Programmes and the Writing Context

2.1 Overview of the Section

This section will explain the rationale for focussing on a FYC programme in the

United States. The section will explain how these programmes may benefit from

closer engagement with language instruction. We chose to base our study on the

programme at the University of South Florida (USF) because of its focus on

different writing tasks.

2.2 The Nature of the FYC Programme at USF

The University of South Florida is a large public university with a diverse

student population. Of its 50,000 students, as many as 41 per cent identify as

African American, Black, Asian American, Hispanic, Native American, or

multiracial (USF, 2018). The university provides degrees in business, engineer-

ing, arts and social sciences, and interdisciplinary sciences ( USF, 2018).

As a state requirement, students who enter a Florida College or University

State system have been required since 2015–16 to complete thirty-six hours of

general education coursework from a list of courses in communication, math-

ematics, social sciences, humanities, and natural science, among others. This

requirement means students develop the academic and numeracy skills needed

for the demands of university study.

In the FYC programme, students complete writing as a ‘process’. They

develop strategies in pre-writing, co-authoring, revising, and editing, as well

as learning to follow academic/disciplinary conventions for different genres.

They must achieve a minimum C-grade to continue their studies.

The programme’s learning objectives are set out across two modules: ENC

(English Composition) 1101 and ENC 1102. Some of these objectives include

the following:
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• Learning and applying strategies to facilitate a range of skills, including

critical reading, the stages of process writing, and giving peer feedback.

• Composing academic genres and adhering to academic conventions (struc-

ture, citation, and linguistic features).

• Synthesising disparate or conflicting thoughts when evaluating questions/

problems to form cohesive and collaborative solutions.

2.2.1 Individual Project Information

Students complete six projects: three on each module. They produce drafts,

carry out peer review activities, and develop a revision plan from this feedback.

Across the two modules, students choose a controversial topic that they explore

from different stakeholder perspectives. In ENC 1101, the three projects are:

producing an annotated bibliography, analysing a stakeholder’s platform, and

synthesising multiple perspectives in the form of a literature review. In ENC

1102, the three projects are: developing a Rogerian argument on common

ground between stakeholders and how they can compromise, analysing

a visual rhetoric, and finally composing a multimodal argument in the final

project.

Course ENC 1101 focusses on solidifying writing practices by introducing

and practising paraphrasing, citing sources, drafting and editing work, peer

review, and collaboration. Course ENC 1102 focusses more on developing

students’ argumentation and reasoning skills as well as their agency. Project 1

from ENC 1102 requires students to develop arguments that look at differences

in stakeholder views for their chosen topics and explore how these stakeholders

may reach a compromise. This project builds on Project 3 from ENC 1101,

which sets out the key arguments for each stakeholder.

2.3 Teaching, Evaluation, and Feedback at USF

Modules are taught by permanent staff, adjunct instructors, and Graduate

Teaching Assistants (GTAs). The ethos on the programme is that writing is

constructed at a community level. This means peer review and teacher-led

writing conferences feature heavily. Writing is commented on and evaluated

using ‘My Reviewers’, a bespoke learning management system (LMS)

which allows instructors and students to view programme material, draft

and final projects, and to give peer and instructor feedback via PDF annota-

tion tools.

Each of the six projects is worth between 20 and 30 per cent of students’

overall grade. Students are awarded the remaining percentage of their grade for
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homework tasks and class participation, equalling 100 per cent. Projects are

evaluated using custom-made rubrics which instructors are trained to use. These

rubrics evaluate projects according to analysis, use of evidence, organisation,

focus, and style. An overall holistic grade out of fifteen points is awarded,

expressed by the letters A–F. These bandings are shown in Table 1.

2.4 Language Instruction in FYC Programmes

2.4.1 The Focus on Language Instruction in FYC Programmes

Although the CWPA Outcomes Statement (2014) helps standardise FYC pro-

grammes across universities, Eckstein and Ferris (2018) highlight how the

statement and the Conference on College Composition and Communication’s

fluid guidance on students’ linguistic needs means there is the potential for

explicit language input to be overlooked in favour of a focus on traditional

composition processes. Indeed, several scholars have started to draw attention

to the lack of language focus on FYC programmes (e.g., Matsuda et al., 2013).

They acknowledge that this lack of language instruction is common despite

many raters downgrading coursework because of language problems.

The CWPA Outcomes Statement (2014) makes most specific reference to

language instruction on FYC programmes under its ‘Rhetorical Knowledge’

and ‘Knowledge of Conventions’ sections. When developing rhetorical know-

ledge, students are expected to develop the ability to respond to a variety of

different contexts, that is, they must be able to shift tone, level of formality,

medium, and/or structure. Instructors are expected to guide students towards

learning about the main features of genres.

Despite these connections to language use, Aull (2015) emphasises that most

FYC programmes focus on process pedagogies and neglect focussing on how

Table 1 Holistic grades awarded for ENC 1101 and ENC 1102

Grade Types Grade Breakdown for ENC 1101 and ENC 1102

A A+ (97–100)
GPA: 4.00

A (94–96.9)
GPA: 4.00

A– (90–93.9)
GPA: 3.67

B B+ (87–89.9)
GPA: 3.33

B (84–86.9)
GPA: 3.00

B– (80–83.9)
GPA: 2.67

C C+ (77–79.9)
GPA: 2.33

C (74–76.9)
GPA: 2.00

C– (70–73.9)
GPA: 1.67

D D+ (67–69.9) D (64–66.9) D– (60–63.9)
GPA: 1.33 GPA: 1.00 GPA: 0.67

F F (59.99 or below) 0.00
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language use facilitates meeting many of the FYC programme goals (e.g., genre

and readership awareness).

2.4.2 The Focus on Language Instruction at USF

There is a strong ethos of focussing on the processes of writing and social text

creation, but some attention is paid to language development. My Reviewers

facilitates a focus on language through its multimedia library containing ‘com-

munity’ comments, a bank of more than 200 instructor-created comments that

offer advice on grammar and mechanics, and resources that address different

types of writing concerns (e.g., word choice/diction, weak argumentation, and

logical organisation) (Moxley & Eubanks, 2015).

The grading rubrics also promote a focus on language. Texts which fail in the

evidence component are noted to ‘rarely distinguish between the writer’s ideas

and source ideas and quotes, paraphrases and summaries are not clearly and

consistently introduced, integrated and analysed to support arguments’. In the

style component, weak texts are those where ‘language significantly interferes

with communication of ideas with frequent grammar and/or punctuation errors,

inconsistent points of view, significant problems with syntax, diction and word

choice’.

This lack of language focus is not only prevalent at USF but is a wider FYC

issue. Jeffery and Wilcox (2013) highlight that for US high school students,

their National Assessment of Educational Progress exam requires them to write

opinion-based essays about large-scale topics where their evidence is personal.

Similarly, international university entrants who are second language writers are

often asked to discuss the extent to which they agree/disagree with a particular

statement (Moore & Morton, 2005).

Considering these shortcomings, FYC researchers have started to adopt

more corpus-based approaches to researching language use by FYC writers

(e.g., Aull, 2017, 2019; Eckstein & Ferris, 2018). For example, Aull (2017)

examines the variation in language use across FYC genres with a corpus of

USF texts by looking at differences in the keywords that each genre’s texts

contain.

While these studies present a picture of student language use on FYC

programmes, there are several unexplored paths. There are still unanswered

questions as to how writers use language and, importantly, how raters view this

language use when judging project tasks. Therefore, the work in this Element

aims to further highlight the role language plays in first-year writing by exam-

ining the relationship collocation has with the construct of writing quality. In

doing so, several contextual and learner variables that relate to the writing task
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and the language status of the writer are also considered to appreciate how these

factors may also influence writing quality score variation.

3 Review of Collocation-Writing Quality Studies

3.1 Overview of Section

This section reviews relevant literature to set out the research landscape of colloca-

tion-grade studies. In doing so,we create a space for ourwork to contribute tofilling

identified gaps and addressing issues we raise in this area.

3.2 Definitions of Collocation and Methods of Identification

The frequency-based approach to defining and identifying collocations is

influenced by two guiding principles: recurrence and co-occurrence.

Recurrence is the repetition of the same word combination by a language

user or a group of users (Ellis, 2008). It can be captured by looking at

frequencies of word pairings in corpus data (Evert, 2004). Co-occurrence is

an attraction between two words, captured by their appearance together more

often than their individual frequencies would predict (Evert, 2004). As Evert

(2009) notes, the mere repetition of a word pair is not a sufficient indicator of

a strong attraction between the words; a pair may be frequent without there

being a strong attraction between the individual words. This is seen, for

example, when a combination is frequent, but its component words are able

to take many other partners. Schmitt and Schmitt (2020) illustrate that the

word ‘the’ co-occurs with almost every non-proper noun and thus does not

have strong attraction to other words. Schmitt and Schmitt (2020, p. 5) also

explain that some words co-occur with only a small number of other words.

The word ‘blonde’, for example, occurs almost exclusively with ‘hair’ and

a few other nouns such as ‘woman’ or ‘lady’. We produce ‘blonde hair’,

‘blonde woman’, or ‘blonde lady’ but never ‘blonde wallpaper’ or ‘blonde

paint’ (italics in authors’ original), although these latter combinations are

syntactically and semantically possible.

Firth (1968) discusses attraction as relating to the ‘mutual expectancy’ of

words, while Sinclair (1991) draws on the ‘mutual choice’ that words seem to be

subject to. These ideas of predictability and chance were also earlier captured in

the work of Osgood (1952):

If in the past experience of the source, events A and B . . . have occurred
together, the subsequent occurrence of one of them should be a condition
facilitating the occurrence of the other: the writing or speaking of one should
tend to call forth thinking about and hence producing the other.

(Osgood, 1952, pp. 54–5)
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Seretan (2011) ties these notions of frequency and predictability to key

principles of statistics, namely: tendency and typicality. She highlights how

scholars have defined a collocation as a typical, specific, and characteristic

combination of words which are arbitrary, recurrent word combinations.

Bringing these views together, collocations therefore comprise two or more

words that appear near each other in a recurrent manner, and that co-occur more

often than could be explained by random chance.

Traditional methods of capturing collocation have been termed positional as

they operate under a span approach. This span is set by the researcher or by the

software they are using and has been classically stated as four words to the left

or right of the search word. However, this span of four words has been

challenged (e.g., Smadja (1993), who uses five words). In many second lan-

guage studies, it has been set at one or two words to only capture adjacent pairs

(e.g., Bestgen, 2017; Bestgen & Granger, 2014; Granger & Bestgen, 2014).

Seretan (2011) recognises the dangers of a span approach because it may

capture syntactic noise – that is, word pairs which have no syntactic relation-

ship. This is shown in example [1], whereby a span approach might capture

‘human rights’, and ‘human rights organisations’ as pairings but also the

unrelated ‘human organisations’.

[1] Human rights organisations

Seretan (2011) also notes that the span approach would fail to capture pairs if

they fell outside the span boundary, as with ‘problem solved’ in example [2]:

[2] The problem is therefore clearly a deeply rooted one and cannot be solved
without concerted action by all parties.

Recognising these limitations, others have recommended capturing syn-

tactically related combinations by using automated tools such as the

Stanford parser (Manning et al., 2014). These parsers can capture multiple

dependencies such as adjectives pre-modifying a common noun, adverbs

modifying an adjective. These methods have the advantage of retrieving

combinations efficiently. However, their accuracy with learner writing has

only recently started to be documented, so researchers need to exercise

caution in their use (e.g., see Durrant & Brenchley, 2021; Huang et al.,

2018; and the special issue on working with learner data edited by Kyle

(2021)).

The sub-sections that follow outline the vast array of association measures

that have been used to capture the property of co-occurrence, but importantly

have not been acknowledged much in first or second language writing studies.

A full discussion of each measure’s respective formula is beyond the scope of
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this Element; however, full details of the formulas are provided in the supple-

mentary material at: https://leemccallum.net/resources

3.2.1 Measures of Significance and Measures of Association Strength

Association measures can be divided into two main groups, each with its

own sub-group: significance-testing measures, and strength of association

measures. This distinction overlaps strongly with that between recurrence

and co-occurrence discussed in the previous section, with significance-

testing measures emphasising combinations that frequently recur, while

strength of association measures emphasise combinations that co-occur

with high levels of exclusivity.

Significance-testing measures have been divided into different sub-groups

which use frequency information sometimes similarly and sometimes markedly

differently. Literature (e.g., Evert, 2004; Pecina, 2005, 2010) has presented

groupings labelled likelihood, exact hypothesis, and asymptotic measures.

These measures have some similarities, but they treat the given frequency

information slightly differently from a theoretical perspective and so can allo-

cate high values to certain word combinations over others. For example, Evert’s

(2004) discussion of five likelihood measures (multinomial likelihood, hyper-

geometric likelihood, binomial likelihood, Poisson likelihood, and Poisson-

Stirling) draws attention to the fact that these are in fact manipulations of

each other. They build on previous measures to phase out mathematical bias

by paying attention to skewed frequencies, and in doing so they draw attention

to different types of word combinations.

As noted in Section 1, the t-score has emerged as a popular representative of

significance measures. In language learning studies, high-scoring t-score com-

binations tend to include word pairings which are frequently used across

different genres, disciplines, and domains. For example, in their study of

intermediate and advanced CEFR (Common European Framework of

Reference) second language writing, Granger and Bestgen (2014) found that

pairings such as ‘prime minister’ (t-score: 97.2), ‘other hand’ (t-score: 73.9),

‘long time’ (t-score: 64.2), ‘other people’ (t-score: 61.5), ‘young people’

(t-score: 59.5), ‘other words’ (t-score:56.9), ‘wide range’ (52.3), and ‘little

bit’ (49.9) were all amongst the highest scoring t-score combinations. There is

a tradition of taking a t-score of 2 or greater to indicate that a word pairing is

likely to be a collocation, probably based on a dubious analogy with t-scores of

1.96, marking the threshold for p < 0.05 in inferential statistics. However, there

is no real basis for such a threshold in collocation research, where sample sizes

are enormous and the assumptions on which parametric statistics are based are
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not usually met. Like other association measures, t-scores are best seen as

a method for ranking collocations, rather than for marking sharp cut-offs

between collocations and non-collocations.

Similarly, measures in the strength of association group have also been

divided into different sub-groups. These include point estimate, coefficients,

information theory, and heuristic measures. Of these measures, the MI has been

favoured. It taps into the strength of the association or attraction between words

in the pairing and so quantifies the notion of mutual expectancy. The formula

captures how much we expect to see word 2 if we see word 1. It therefore

quantifies the degree of exclusivity that words in a pairing have with each other.

In language studies, the MI has been found to highlight low-frequency pairings

which comprise more exclusive pairings, with these pairings also used in

a narrower range of genres, disciplines, and domains. For example, Granger

and Bestgen (2014) found that their highest scoring MI combinations included

nitrous oxide (MI: 17.4), hippocractic oath (MI:16.4), conscientious objectors

(MI:15.9), juvenile delinquency (MI: 15.1), ultraviolet radiation (MI: 13.8), and

conscientious objection (MI: 12.6). Like the t-score, MI has often operated on

a threshold basis, with a value of ≥ 3 taken to be evidence of collocation. As with
the t-score threshold, there is little basis for such a cut-off, andMI is best seen as

a gradient score, ranking more versus less exclusive combinations.

It is important to note here that themeasures introduced thus far are based on an

understanding that words mutually attract each other in a symmetrical manner.

However, later work has shown that attraction is in fact asymmetrical where

either word 1 or word 2 has greater power of attraction in the combination.

3.2.2 Asymmetrical Measures

Gries (2013a) has explained that a combination is often far more important for

one of its elements than for the other. In the pair upside down, for example, upside

is strongly associated with down, but the reverse is not true. This becomes

especially important in research that depends on the idea that words ‘predict’

each other. While the occurrence of upside strongly predicts the occurrence of

down, the occurrence of down does not strongly predict the occurrence of upside.

The asymmetrical nature of attraction between words has been captured by

the Delta P measure. Delta P assigns separate scores for the extent to which

word 1 predicts word 2 (Delta P w2 | w1: e.g., how strongly upside predicts

down) and the extent that word 2 predicts word 1 (Delta P w1| w2: e.g., how

strongly down predicts up). Its values range from –1 to +1 (Schneider, 2020).

The narratives in the previous sub-sections highlight both the array of

measures mentioned across the literature and the difficulty of coherently
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synthesising their use. The narrative brings to light the number of measures

being mentioned but also illuminates the patchy nature of their groupings and

attention. The narrative further points to some scholars focussing narrowly on

a small group of measures, for example, Dunning’s (1993) focus on likelihood

measures while others focus on multiple measures with limited explanations

between their connections and differences (e.g., Pecina, 2005, 2010). There are

now many voices in the language learning community calling for a better

understanding of association measures (e.g., Gablasova et al., 2017a, 2017b;

Gries & Durrant, 2021; Schneider, 2020; Wiechmann, 2008). Among these

voices, the fragmented nature of measure attention has been raised (e.g., Gries

& Durrant, 2021), as have calls to understand the relations between measures

better (e.g., Wiechmann, 2008) and for measure selection to be less arbitrary

(Gablasova et al., 2017b).

We now turn to show how the use of association measures has played a key

role in operationalising the construct of phraseological complexity and its

relationship to student writing quality. Later, we highlight how the language

learning/assessment literature has used a relatively narrow range of association

measures and the implications of this.

3.3 Phraseological Complexity and Its Measurement

3.3.1 The Importance of Phraseological Complexity in Learner Writing

Phraseological complexity is a relatively new term, first coined by Paquot

(2019). However, the theoretical sub-constructs it is based on have a longer

history. Paquot (2019, p. 124) defines phraseological complexity ‘as the range

of phraseological units that surface in language production and the degree of

sophistication of such units’. The sub-constructs of lexical range (also known as

diversity) and sophistication have a long history in vocabulary knowledge and

language complexity research. For example, this might involve knowledge of

the semantic meanings a word may have and/or its syntactic patterns (Durrant

et al., 2021). Researchers have often studied the diversity of vocabulary items

learners have used (e.g., Kyle & Crossley, 2016). Sophistication has been

operationalised in multiple ways but essentially focusses on counting the

different words or structures learners use which are beyond ‘everyday’ struc-

tures/words. This picture of ‘everyday’ is often built up by looking at the

frequencies of the structures/words with less-frequent structures/words

assumed to be more sophisticated and genre- and/or discipline-specific. Under

these two constructs, there is an assumption that a learner’s knowledge, shown

through their produced text, is focussed on being able to vary the types of

language items they use and their sophistication, with the latter bound up in
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ideas of using genre- and/or discipline-specific or appropriate items. However,

it is worth remembering that the inferences we make between learners’ use of

language/show of knowledge is directly related to simply analysing what is

produced in their texts. The picture we obtain is limited to what language

learners choose to use, rather than demonstrating all knowledge.We can assume

that what is present is not necessarily their whole repertoire of knowledge or

language, it is simply the language used in the text.

The production of varied and sophisticated collocation use has important

implications for understanding how the use of collocations is judged or per-

ceived by evaluators. The development of collocation use is seen as an import-

ant marker of native language use, being accepted into academic communities

and signals fluent language production (Wray, 2002). Traditionally, second

language writers have been known to struggle to develop this use because of

the often-arbitrary constraints of combining words as well as struggling to grasp

their non-literal fixed meanings (Granger & Paquot, 2009).

These struggles often present themselves as writers produce marked combin-

ations such as ‘powerful coffee’ instead of ‘strong coffee’ (Nesselhauf, 2005).

Making and demonstrating appropriate combination choices has been shown to

be well received by raters in assessment studies (e.g., Bestgen, 2017; Granger &

Bestgen, 2014), with marked choices less favourably so (Granger & Bestgen,

2014). Henriksen (2013) notes that the mastery of formulaic language (such as

collocation) allows writers to appear fluent and gives the impression that they can

fulfil a range of communicative purposes that texts demand. At university, the use

of these patterns has also been seen as a kind of expected threshold at under-

graduate level of study (Ward, 2007). However, knowledge/use of collocations

should not be taken for granted with first language novice writers either. Indeed,

comments from Römer (2009) remind us that first language novice writers are

also navigating academic terrain for the first time, while Bychkovska and Lee

(2017) remind us that academic writing is not a native language for anyone.

To uncover a clear picture of learners’ knowledge/use of collocation and its

subsequent relationship to writing quality, several studies have made implicit

and explicit reference to measuring phraseological complexity. However, the

clarity of this whole picture varies given the approaches to identifying colloca-

tions, methods of analyses, and different learner and reference corpora used.

3.3.2 The Knowledge Base of Phraseological Complexity in Learner Writing

The study of phraseological complexity has a shorter yet rapidly expanding

history when compared to studies of syntax or vocabulary. This history is almost

entirely led by studies in second language learner writing (Durrant et al., 2021).
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Scholars have largely extracted collocations using a span approach (e.g.,

Bestgen & Granger, 2014; Granger & Bestgen, 2014), but more recent work

has started to extract syntactically related pairings via automatic parsers (e.g.,

Paquot, 2018, 2019). Most studies have focussed on either looking at the

strength of association/significance of association between words and looked

at how use of these combinations differs across proficiency levels (e.g.,

Bestgen, 2017; Bestgen & Granger, 2014; Garner et al., 2019, 2020; Granger

& Bestgen, 2014), or also looked at the diversity of collocation use using

established measures of diversity (e.g., Paquot, 2018). These studies have

based their analyses on a reference corpus or another resource which is often

based on native writers’ use of language. The work is therefore bound up in an

understanding of academic writing which advocates comparing learner writing

to some form of native writing.

Under this premise, scholars have looked at learners’ use of word combin-

ations in three ways: (i) counting the proportion of attested/non-attested word

combinations that are found in a learner text and the reference corpus; (ii) the

proportion of attested combinations which appear five or more times in the

reference corpus; (iii) mean frequency of combinations where each learner text

is assigned a mean frequency score based on the average frequency of all their

combinations.

Using the first method, studies have found significant positive correlations

between the proportion of attested word combinations and writing quality

scores (e.g., Bestgen, 2017; Bestgen & Granger, 2014; Garner et al., 2020;

Kim et al., 2018; Kyle & Crossley, 2016). However, an interesting contrast to

these findings has been found in the earlier work of Crossley et al. (2012), in

their study of 313 Freshman argumentative essays at Mississippi State

University. Using the BNC as their reference corpus, they found fewer attested

forms associated with the essay quality scores. This interesting contrast high-

lights the nuanced picture of feature–grade relationships in that what is valued

in other contexts (e.g., the later works above are L2 contexts) might not be

valued in other contexts, such as the mixed composition context that Crossley

et al. (2012) studied.

Using the second method, results have been more nuanced. Looking at

syntactic pairings such as adjective + noun, verb + noun, adverb + adjective,

and noun + noun, Granger and Bestgen (2014) found that low-frequency

combinations were more common at the advanced proficiency level than at

the intermediate level; however, Paquot’s (2018) study of L2 postgraduate

writing did not find significant differences between texts rated B2-C2 on the

CEFR. Using the third method, studies found positive correlations between

mean frequencies and writing quality (e.g., Garner et al., 2019; Kim et al., 2018;
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Kyle & Crossley, 2016), although results have differed across writing tasks,

with Kyle and Crossley (2016) finding positive correlation for independent

TOEFL essays but negative correlation for integrated essays, with the latter

essay type being essays which are written using two reading texts as evidence.

One possible explanation for this is that in the integrated essays, students

borrow words from source texts (e.g., see Kyle, 2020).

Paquot (2019) captured collocation diversity by looking at the Root Type

Token Ratio (RTTR) of adjective modifying noun (amod) combinations, adver-

bial modifiers (advmod) combinations, and direct verb object combinations

(dobj). Across second language postgraduate writing, she found no significant

increase in diversity across CEFR proficiency levels. Paquot (2019) is also the

only study to have looked at the range of collocations via the use of a collocation

list obtained from native writing. She looked at the number of collocations

in second language postgraduate writing that were found in the Academic

Collocation List from Ackermann and Chen (2013) but found no significant

increase across proficiency levels.

Scholars have also looked at the relationship between association meas-

ures and writing quality using threshold bands and mean association scores.

Both Granger and Bestgen (2014) and Paquot (2018) use threshold bands in

their studies of L2 CEFR-graded texts. They split the MI into four bands:

non-collocation (MI < 3), low collocation (MI ≥ 3 and < 5), mid collocation

(≥ 5 and < 7), and high collocation (MI > 7). Granger and Bestgen (2014)

found that advanced writers used a significantly higher proportion of high

MI collocations than intermediate writers, with the latter group using more

non-collocations. No significant differences were found between low- and

mid-MI threshold groups. When split for part of speech, intermediate profi-

ciency level writers used a significantly higher proportion of low-scoring

pre-modifier + noun combinations. Paquot’s (2018) results are harder to

bring together. She found significant increases across CEFR proficiency

levels for mid-MI premodifier + noun and verb + direct object combinations

and for low-MI pre-modifier + noun combinations and a significant decrease

for premodifier + noun non-collocations.

A more solid picture of the relationship between association measures and

writing quality has emerged when scholars have used the mean MI. L2 studies

have shown a consistently positive significant relationship between mean MI

scores and writing quality across different L2 contexts (Bestgen, 2017; Bestgen

& Granger, 2014; Garner et al., 2020; Kim et al., 2018; Paquot, 2018, 2019). In

a rare investigation of FYC projects at USF, Durrant et al. (2019) found

consistently weak positive non-significant correlations between the MI and

the final project grades and also the independent style grade.
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Two studies used the MI2 measure, which is said to phase out the MI’s

favouring of low-frequency pairings. Both Garner et al. (2019) and (2020)

found a significant increase in means across CEFR proficiency levels, further

strengthening the evidence base that the MI and its variations are valid correl-

ates of writing quality.

The t-score has also been studied via threshold bands and mean scores.

Granger and Bestgen (2014) divided their thresholds into non-collocations

(t-score < 2), low collocations (t-score ≥ 2 and 6), mid collocations (≥ 6 and

< 10), and high scoring (t-score > 10). They found that intermediate level writer

used significantly more high-scoring collocations than advanced level writers.

Advanced writers used more low- and mid-scoring collocations. However,

intermediate writers used more non-collocations. When split for part of speech,

the same trends were found but fewer were statistically significant.

Other studies have used the mean t-score and found different results to

Granger and Bestgen (2014). Both Bestgen and Granger (2014) and Garner

et al. (2020) found that as t-score means increased, writing quality scores

increased. Durrant et al. (2019) found the opposite in that there was weak

negative or no correlation between two- or three-word combinations and FYC

project final and style grades. These results suggest a complex picture of how

the t-score may be related to writing quality.

From what has been discussed, studies have found different and sometimes

opposite relationships between writing quality/development and collocations.

This may be due to the different nature of the writing contexts and the

methodological approaches adopted. At this point, we wish to offer critique

on the methodological approaches taken in some of these studies. The use of

association measure thresholds and banding raises questions about the loss of

information in doing so. The often-cited premise that an MI value of ≥3 and

a t-score value of ≥2 is an appropriate departure point for looking at word

combinations has been the subject of increasing criticism from a variety of

researchers in different disciplines. In the case of operating under the ‘MI ≥ 3’

captures ‘interesting’ combinations as opposed to <3 being ‘uninteresting’

(Church & Hanks, 1990), we envisage a potentially huge loss of interesting

data under this cut-off point. This is particularly true when examining the

production of learner combinations which may violate important language

conventions and therefore be allocated low MI and/or t-scores. As already

noted, we take the view that work should be based not on thresholds and cut-

off points but on ranked lists of combinations, so that researchers can evaluate

word combinations across the whole spectrum of scores. The t-score has also

been criticised as its significance testing basis makes the measure in essence

more likely to always reach significance as its values are influenced by corpus
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size. If the corpus used is large enough and the combination found frequently

enough, it will reach more than a value of 2.0 by virtue of its reliance on corpus

size and its formula make-up (Gablasova et al., 2017a). These two criticisms

are acknowledged in this Element here by adopting a ranking approach over

thresholds, and we also encourage use of this ranking in future studies.

It is clear here that many studies have focussed on the MI and t-score in

their work with few of these studies acknowledging other alternative meas-

ures or indeed providing a concrete rationale for their focus on the MI and/or

t-score. However, this is slowly changing through the use of statistical

techniques which are able to tap into how association measures may be

distinct from one another. Some of these statistical techniques have been

shown in the learner corpus work of Kim et al. (2018), Kyle et al. (2018),

Durrant et al. (2019) and Eguchi and Kyle (2020). Kim et al. (2018) found in

their multidimensional factor analysis that Delta P was distinct from other

association measures, while Kyle et al. (2018) found that the MI, MI2, and

Delta P were all distinct measures worth retaining for analyses in their study

of TAALES 2.0 measures. In another study of TAALES, Durrant et al. (2019)

also found that these association measures were distinct enough from each

other to warrant retention and further analyses with their FYC data.

Similarly, Eguchi and Kyle (2020) found with association measures that

the Delta P, MI, and MI2 were all distinct from each other and able to flag

up different types of collocations.

Kim et al.’s (2018) multidimensional factor analysis study of the Yonsei

English Learner Corpus found that directional association, measured by the

Delta P, could explain 16.1 per cent of variation in writing proficiency grades

and 31 per cent of variation in lexical proficiency grades, when placed in

a regression model with other linguistic predictors (content word properties,

bigram mutual information, bigram and trigram proportions, and word specifi-

city). Kyle et al. (2018) found in a mixed corpus of L1 and L2 free-writing that

Delta P values, taken from various sub-corpora in COCA, were able to explain

58 per cent of variation in lexical proficiency grades when modelled with other

types of ngram measures and word property measures. More recently, Durrant

et al. (2019) also extended the association measure range by studying Delta

P alongside the MI and t-score. They found Delta P to have the strongest

positive correlations with both final and style grades in FYC projects, although

the reason for these results needs further unpacking. Garner et al. (2020) also

extended the use of association measures beyond the MI and the t-score. They

introduced the collexeme strength measure and found a significant positive

correlation to writing quality across A2- B2 CEFR levels in a corpus of L2

writing produced by L1 Korean students.
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It should also be highlighted here that the foundations of the MI and t-score

being linked to writing quality is often limited to a sole focus on second

language writing. The picture emerging via the limited use of the MI in first

language school children’s writing from Durrant and Brenchley (2021) is that

MI scores do not increase linearly across school year groups. A degree of

caution is therefore needed when considering how these results apply to other

grading contexts. Findings suggest an idiosyncratic picture of how association

measures are related to writing development/quality.

Importantly, the aforementioned narrative highlights a need that is addressed

in this Element: the need to understand the trajectories of how the MI and the

t-score fit into the association measure literature, how they are distinct from

other measures, and how they can act as stand-alone informants of word

association information.

A final point that we wish to make relates to the direction of this feature-

writing quality work more broadly. The literature base has measured this

relationship in a straightforward manner which takes the starting position that

linguistic features, and in this Element’s case, those of collocation, are

a particularly prominent predictor of writing quality. However, this starting

position overlooks the fact that what shapes writing quality judgements is

complex when we consider the human judgements being made behind the

quantitative score information.

We therefore take up the position in this Element that while we believe

collocations have a place in understanding writing quality, we must acknow-

ledge that multiple other variables are likely to play some role in shaping the end

quantitative grade scores we have and use. The penultimate sub-sections of this

section outline what kinds of variables should be considered and introduce the

rationale for the use of mixed effects modelling as an appropriate way to

consider these variables.

3.4 How Non-linguistic Variables May Shape Writing Quality

3.4.1 Contextual and Learner Variables

Scholars such as Barkaoui (2008) have noted the complexity involved in the

grading process. Variables influencing this process include (i) the writing task,

(ii) rater characteristics, and (iii) learner backgrounds. These variables intro-

duce variation into the judgement process. This variation is either seen as

a source of measurement error or as a factor worth exploring as the process of

making judgements is partly standardised through using assessment rubrics

which are intended to constrain individual practices (Barkaoui, 2008). In this

Element, we therefore incorporate many of these variables into our work.
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One contextual variable that stands out as receiving continuous attention is task

(e.g., Carlson&Bridgeman, 1986; Quellmalz et al., 1982; Ruth&Murphy, 1988;

Tedick, 1990). For example, in their study of a first language US school context,

Quellzmalz et al. (1982) found that across 200 eleventh and twelfth grade writers’

texts, raters awarded lower scores to narrative texts over expository texts. They

speculate that raters therefore tend to score narratives more harshly. Their study

shows that raters vary judgements according to tasks, casting doubt on the

assumption that a good writer is a good writer irrespective of assignment. In L2

contexts, Carlson and Bridgeman (1986) note the fluid nature of how we under-

stand writing quality and that it is not stagnant in light of task changes.

In different TOEFL-focussed studies, Guo et al. (2013) and Kyle and

Crossley (2016) studied how lexical features across two tasks yielded different

correlations with writing quality. Guo et al. (2013) studied independent and

integrated source-based essays and found that many lexical diversity and

sophistication measures yielded different positive or negative correlations

with writing quality grade scores across the two tasks. Kyle and Crossley

(2016) found similarly in their study of independent and integrated source-

based essays. Taken together, these studies raise the possibility that certain tasks

may introduce sources of variation into the scoring process.

A further variable of interest is the language background of the writer (e.g.,

see Brown, 1991; Huang & Foote, 2010). These studies present an inconclusive

picture on how language background influences the allocation of writing grades

by raters. In the United States, Brown (1991) looked at the degree of difference

existing in the writing scores of native and international students taking com-

position courses at a US university. Results found no statistically significant

differences between the two writers’ groups scores; however, faculty did pay

attention to different features of the writing, showing that although no major

score differences existed, raters may have arrived at their scores from different

perspectives. In contrast, the graduate level study from Huang and Foote (2010)

found that L2 writers received consistently lower essay scores than their native

counterparts. These studies show a mixed picture of how raters may have (un)

conscious patterns of grading, depending on whether the essays are written by

first or second language writers. It is worth bearing in mind that these findings

have been largely obtained using small sample sizes and in a qualitative manner

and therefore generalisation to other grading contexts is not possible.

3.4.2 Random Variation

The previous sections recognised the complexity of the grading process.

A further consideration in building up this picture of being able to tap into
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score variation is the structure of the corpus itself, and how the sampling

from the assessment context influences the scores.

In this respect, many corpus studies (e.g., Bestgen & Granger, 2014; Guo

et al., 2013; Kyle & Crossley, 2016) have assumed the data points are

independent from each other in the equation. In other words, scholars

interested in measuring writing quality have assumed that the corpus and

related contextual and learner variables are independent data points or

independent observations (Barkaoui, 2008). A clear example of violating

this independence assumption is where the same writer contributes more

than one text to the corpus. The data points taken from those texts will be

more similar than data points taken from texts written by different writers.

Several methodologists have noted that there is a greater chance of Type 1

errors when these dependency assumptions are violated, meaning that the

null hypothesis is incorrectly rejected (e.g., Hox, 2002).

This violation of independence has implications for how we understand

relationships between feature-grades in FYC programmes like the one at

USF. The unique assessment structure means that if modelled with mono-

factorial methods, we risk remaining unaware of the role that individual

writers play in modelling collocation–grade relationships.

Overall, the literature review has highlighted the complexity of studying

linguistic features such as collocations as well as acknowledging their role in

the complex nature of the essay grading process. It allows us to pose the

central question: which linguistic and non-linguistic variables may play

a role in shaping the writing quality scores awarded to student essays in an

FYC writing context?

Within this question, there is a need to understand which measures of

collocation are appropriate for tapping into different properties of collo-

cation that might be relevant to understanding learner writing. There is

also a need to understand the complexity involved in the grading process

when we consider non-linguistic variables and the potential role they

might play in shaping grade scores. We therefore also pose two sub-

questions which are relevant to providing a comprehensive answer to our

central question:

1. How can we choose appropriate measures of collocation?

2. How can we measure and understand the potential role of different linguistic

and non-linguistic variables involved in shaping writing quality scores in an

appropriate way?

The sections of this Element that follow describe how we carried out our

empirical work to answer these questions.
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4 Methodology

4.1 Overview of the Section

The literature review in the previous section highlighted two key issues. The

first concerns capturing different properties of collocation and leads us to ask:

how can we choose appropriate measures of collocation? The second concerns

how we can understand the complexity of what shapes writing quality scores,

and leads us to ask: how can we measure the potential role of different linguistic

and non-linguistic factors in an appropriate way?

This section describes the methodologies underlying the three studies we

carried out to answer these two questions. The first study addressed question

one. It focussed on carrying out a cluster analysis of a set of association

measures to determine the extent to which they measured different properties

of collocation. The second study addressed the next question. It focussed on

carrying out a type of complex logistic regression for ordinal response vari-

ables. In our case, the ordinal response variable was the set of FYC writing

quality grade scores. This modelling included several fixed and random effects/

predictors. Linguistic predictors included the collocation measures from the

cluster analysis described below and a measure of collocation diversity. Non-

linguistic predictors comprised the writing task types, the language status of the

student writers, and random individual raters and writers. The latter set of

predictors were used to capture the complexity of the grading context as set

out in Sections 2 and 3. The third study adds an additional level of understand-

ing around what shapes writing quality scores by carrying out a qualitative

analysis of the linguistic predictors to shed light on particular patterns that may

explain the statistical results uncovered in the second study.

The sub-sections that follow provide details of our study and reference

corpora, the rationale for our selection of predictors, and the technical meth-

odological steps we took in each of the two studies.

4.2 The FYC Corpus and Using MICUSP as a Reference Corpus

The study corpus comes from a sample of FYC argumentative essays produced

by L1 and L2 writers from USF’s first-year writing programme. The study

corpus comprises texts from Project 3 of ENC 1101 and Project 1 of ENC 1102

(see Section 2) because both focus on extensive essay writing, with Project 1

directly building on Project 3. Project 3focusses on setting out and describing

key arguments of different stakeholders, while Project 1 considers these key

arguments and outlines how stakeholders can reach a compromise (see

Section 2 for comprehensive project details).
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A breakdown of the corpus is shown in Table 2.

A breakdown of the corpus in terms of grades is also provided in Tables 3 and

4. Both tables show that across the modules, there are a high number of students

achieving top A grade bands (scored as 13–15 points out of a total of 15) with

fewer students receiving B grades (scored as 12–10 points out of a total of 15),

and fewer still only just achieving passing C grade bands (scored 9–7 points out

of a total of 15).

To calculate the association measures, MICUSP ( Michigan Corpus of

Upper-Level Student Papers, 2009) was chosen as the reference corpus.

A reference corpus is a larger corpus of language which is used as

a comparison to the study corpus. In this case, a reference corpus is used to

calculate the association measure values. Each dependency from the FYC

‘study’ corpus is looked up in MICUSP and from the frequency information

in MICUSP, the association measure value is calculated. MICUSP was chosen

because it contains similar tasks and topics to the tasks FYC writers would be

expected to complete in their academic studies after completing the FYC

programme. These tasks included argumentative writing like the FYC module

tasks but also included literature reviews, lab reports, critical summaries of

texts, and empirical research reports. Tasks were completed by L1 and L2

writers across multiple years of study and disciplines, including biology, edu-

cation, economics, history, and engineering. Topics vary but include ‘fruit fly

experiments’ and ‘standardised testing in education’. The use of the corpus

complied with the MICUSP Fair Use Statement ( Michigan Corpus of Upper-

Level Student Papers, 2009), and the formatted texts that were used to compute

association measures were solely based on anonymised metadata.

Genre types were decided by two raters (Römer & O’Donnell, 2011). Forty-

four per cent of texts were reports, 22 per cent of texts were argumentative

writing, 17 per cent were research papers, 7 per cent were critiques, 6 per cent

were proposals, 3 per cent were response papers, and 1 per cent was creative

writing. A second reason for choosing MICUSP related to its size, with the

corpus itself representing one of the largest corpora of student writing across

multiple levels of study (undergraduate and graduate), disciplinary subject, and

language backgrounds (in alignment with the study corpus), MICUSP also

includes non-native student writers (e.g., Arabic, Chinese, and Spanish L1

speakers). The access to 2.8 million words of student writing contained within

MICUSP was also a draw in choosing a reference corpus as it is a valid

representative of authentic student writing which could act as a target for the

first-year writers in this Element.

However, no corpus construction follows a smooth path, and a caveat worth

mentioning here relates to control of ensuring papers were upper-level grades.
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Table 2 Corpus make-up

Module Project

Number of Texts Words per L1 Texts Words per L2 Texts

L1 L2 Mean Min Max Mean Min Max

1101 3 262 104 1,082 615 2,279 1,100 655 1,849
1102 1 404 109 1,237 529 2,457 1,251 784 1,951

https://doi.org/10.1017/9781009070461 Published online by Cambridge University Press

https://doi.org/10.1017/9781009070461


Summarising the creation of MICUSP, Römer and O’Donnell (2011) note that

they largely depended on the student’s assertion that their voluntary submission

to the corpus had received an A– or A grade from their instructor. Although,

Römer and O’Donnell request the name of the instructor, it is not documented

howmany texts were verified by asking the instructor for confirmation of grade,

and it is also not elaborated in their summary or on theMICUSP repository, how

writing grades were decided, according to writing rubric measures. This is

a caveat worth bearing in mind when using MICUSP.

Table 3 ENC 1101 grade breakdown

ENC 1101

Grades
Numerical
Score

# L1
Texts

# L2
Texts

Total Texts
per Grade

(%) of
Total Texts

A+ 15 24 21 45 12.30
A 14 34 12 46 12.57
A– 13 62 26 88 24.04
B+ 12 46 14 60 16.39
B 11 36 9 45 12.30
B– 10 27 11 38 10.38
C+ 9 17 5 22 6.01
C 8 10 0 10 3.28
C– 7 8 4 12 2.73

Note: (# = number), % = percentage

Table 4 ENC 1102 grade breakdown

ENC 1102

Grades
Numerical
Score

# L1
Texts

# L2
Texts

Total Texts
per Grade

(%) of
Total Texts

A+ 15 53 19 72 14.04
A 14 63 19 82 15.98
A– 13 84 14 98 19.10
B+ 12 59 13 72 14.04
B 11 56 20 76 14.81
B– 10 32 12 44 8.58
C+ 9 21 6 27 5.26
C 8 15 5 20 3.90
C– 7 20 2 22 4.29

Note: (# = number), % = percentage

28 Corpus Linguistics

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
07

04
61

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009070461


Abreakdown of theMICUSP corpus in terms of academic subjects and topics

is provided across Tables 5 and 6.

4.3 Identifying and Checking Dependencies

FYC and MICUSP texts were cleaned up by removing titles, reference lists,

and references to figures and mathematical formulas to preserve student-

produced language and avoid third-party tables, charts, graphs, and formu-

las. Both corpora were lemmatised and POS (part of speech) tagged and

parsed using the Stanford Core NLP annotators (Manning et al., 2014)

(version 3.9.2) through the command line. Table 7 shows these procedures.

Scripts One and Two were originally written by the second author as part of

the work carried out in Durrant et al. (2019), while Scripts Three and Four

were written as part of the work carried out in Durrant and Brenchley

(2021).

A sample of the parsed output is provided in Table 8. This table can be

understood as showing the sentence ID (sentence number in the text), the word

number, word in its original form, the lemma of that word, its part of speech

(POS) as tagged under the Penn Treebank system (Marcus et al., 1993), the

word number being depended on (dep_on), and the dependency. In this

Element, we based our work on the following five dependency types in their

lemma forms:

Table 5 MICUSP corpus make-up

Academic Subject Sample Topics

Biology • Fruit fly experiments
Economics • The economic recession

• Economics of the illicit drug market
Education • The No Child Left Behind Act

• Standardised testing
Civil and environmental

engineering
• The use of reinforced concrete shear walls in
steel framed buildings

• International law and environmental policy
History • New social history

• Sex education in East and West Germany
Industrial and operational

engineering
• Developing a student transport plan in
Downtown Detroit

• External analysis of the National Society of
Black engineers
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Table 6 MICUSP disciplines and writer backgrounds

Academic
Division Academic Discipline

# Texts
(n= 829)

# Words
(2,367,652)

# L1Writers
(n= 681)

# L2Writers
(n= 148)

Humanities and
arts (n = 223)

English (ENG) 98 253,580 90 8
History and classical studies (HIS_CLS) 40 146,820 38 2
Linguistics (LIN) 41 142,820 34 7
Philosophy (PHI) 44 124,500 39 5

Social sciences
(n = 309)

Economics (ECO) 25 66,320 16 9
Education (EDU) 46 137,502 42 4
Political science (POL) 62 196,543 53 9
Psychology (PSY) 104 290,310 81 23
Sociology (SOC) 72 205,049 51 21

Biological and
health sciences
(n = 171)

Biology (BIO) 67 148,433 57 10
Natural Resources (NRE) 62 154,348 57 5
Nursing (NUR) 42 143,694 30 12

Physical sciences
(n = 126)

Civil and environmental engineering (CEE) 31 85,952 25 6
Industrial and operations engineering (IOE) 42 119,271 27 15
Mechanical engineering (MEC) 32 110,675 22 10
Physics (PHY) 21 41,835 19 2

Note: The 2,367,652 words are after text clean-up of the original texts.
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• Adjectives with a modifying dependency (amod) on a common noun (e.g.,

‘serious disease’)

• Adverbs with a modifying dependency on an adjective (advmod) (e.g.,

‘almost impossible’)

• Adverbs with a modifying dependency on a verb (advmod) (e.g., ‘usually

tend’)

• Common nouns with a subject dependency on a verb (nsubj) (e.g., ‘show

charisma’)

• Common nouns with a direct object dependency on a verb (dobj) (e.g., ‘feel

anxiety’).

Dependencies were extracted using ‘Script Three’. This script read through

each text and extracted amod, advmod, nsubj, and dobj dependencies through

a function labelled ‘dep.pairs’. Taking amod dependencies as an example, the

function searched for rows that contained ‘JJ’ (adjective) in the POS column,

a ‘amod’ tag in the dep column, and a ‘dep_on’ value that attaches or points to

a word with ‘NN’ (common noun) in the POS column. The function then

recorded the dependent adjective and the noun it depends on. The same proced-

ure was used for extracting nsubj, advmod, and dobj dependencies.

Since the Stanford parser has traditionally been trained from the Penn

Treebank (Marcus et al., 1993), which contains sentences from the Wall Street

Journal, the accuracy of parsing often non-standard learner English had to be

determined to ensure that the output from the parser actually contained

Table 7 Text pre-analysis workflow

Steps Tools
Corpora
Used R Script

Lemmatisation Stanford Core
NLP
annotators

FYC corpus
MICUSP

Parsing script
(Script One)Part of speech

(POS) tagging
Parsing
Tidy up parsing

format
R programming FYC corpus

MICUSP
Tidy up parse script
(Script Two)

Extraction of
dependencies

R programming FYC corpus
MICUSP

Extraction script
(Script Three)

Manual parser
check

Manual
annotation

FYC corpus No script used

Compute corpus-
based frequencies

R programming FYC corpus
MICUSP

Frequencies script
(Script Four)
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Table 8 Sample parser output

Sentence ID Word_Number Word Lemma POS Dep_on Dep

1 1 Wearing Wear VBG 7 csubj
1 2 good good JJ 3 amod
1 3 clothes clothes NNS 1 dobj
1 4 is be VBZ 7 cop
1 5 the the DT 7 det
1 6 best best JJS 7 amod
1 7 way way NN 0 root
1 8 to to TO 9 mark
1 9 show show VB 7 acl
1 10 charisma charisma NN 9 dobj
1 11 and and CC 9 cc
1 12 leave leave VB 9 conj
1 13 a a DT 15 det
1 14 good good JJ 15 amod
1 15 impression impression NN 12 dobj
1 16 to to TO 17 case
1 17 others other NNS 12 nmod
1 18 . . . 7 punct
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dependency combinations. For this check, the first author worked with a second

annotator to check the POS tagging and dependency accuracy. Both annotators

followed the original annotation guidelines from Marcus et al. (1993) and De

Marneffe and Manning (2008). Ten texts per grade level, which amounted to

over 20 per cent of the total corpus (180 of 879 texts) were chosen for the check.

The first author checked 10 per cent of the 180 texts (i.e., 18 texts) by recording

the POS tags and then the dependency pairs. The second annotator coded the

same eighteen texts and recordings between the two annotators were compared.

Agreement was high for POS tags (92 per cent) and dependencies (86 per cent),

and so the first author then coded the remaining 162 texts independently. This

coding was then compared with the Stanford output.

Table 9 shows the parser performance in terms of precision and recall across

grade level, rounded to the nearest percentage. The table also shows that the

greatest discrepancies arise from adverb modifying syntactic types. The rela-

tively low recall scores mean that the parser was unable to capture many true

adverb dependencies, and so this dependency type was not considered further in

the study. These low results may be due to the fact the parser is dealing with

learner English, or it might be task or feature dependent. For example, in two

recent studies by Kyle et al. (2021) on verb-argument constructions and Picoral

et al. (2021) on different types of phrasal and clausal structures, accuracy

varied. In the former study, 80 per cent accuracy was reported and, in the latter,

although higher accuracy was reported, task was seen as a potential source of

variation/inaccuracy.

The other dependency findings corroborate similar checks on different struc-

tures from Berzak et al. (2016), who reported 88.07 per cent accuracy with

sentences from the Cambridge Learner Corpus. Durrant and Brenchley (2021)

also reported that parser precision averaged 80 per cent and recall averaged

85 per cent for amod dependencies, while for dobj dependencies, precision

averaged 76 per cent and recall averaged 24 per cent with texts written by

English school children. Similarly, high rates of precision and recall were also

found in Kyle and Eguchi (2021), who reported an average accuracy rate for

noun–adjective dependencies of 96.9 per cent, verb–adverb dependencies had

an accuracy rate of 98.6 per cent, verb–direct object dependencies of

96 per cent, and verb–subject 95.4 per cent. Table 9 also shows that second

language scores were consistently lower than first language scores. Although

not studied further in this Element, there is evidence that learner errors have

some relationship to parser errors (e.g., Huang et al., 2018), and so the premise

that second language writing is often more grammatically erroneous than first

language writing may be explored to provide a justification for the findings here.

Equally, it should be highlighted that these results and cautions are also not
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Table 9 Parser accuracy across dependency types (n = 180 texts)

Amod
Adv mod with Adjective or

Verb
Nouns with Subject Dependency on

a Verb (nsubj)
Nouns with an Object Dependency on

a Verb (dobj)

Module Writer Group N Recall Precision F1 N Recall Precision F1 N Recall Precision F1 N Recall Precision F1

ENC 1101 L1 1,654 88% 83% 85% 897 22% 79% 34% 1,267 88% 83% 85% 608 54% 82% 65%

L2 1,501 83% 77% 80% 711 18% 75% 29% 1,157 85% 82% 85% 493 48% 76% 59%

ENC 1102 L1 1,847 85% 80% 82% 945 24% 77% 37% 1,562 86% 84% 85% 841 42% 88% 57%

L2 1,830 81% 76% 78% 890 19% 76% 30% 1,471 80% 82% 81% 803 36% 77% 49%

Average across all texts 1,708 84% 79% 81% 861 21% 77% 42% 1,364 85% 83% 84% 686 45% 81% 58%
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limited to the domain of learner corpus research or indeed the Stanford parser.

Kyle (2021) has also recently drawn attention to the fact that since parsing is

dependent on prior annotation processes (tokenisation, POS tagging), there is

a need to be aware that errors in these prior processes mean that the errors will

also impact on the later parsing as the parser draws on these processes to carry

out parsing the texts.

During this accuracy check, there were several tags and dependencies that we

questioned. These often related to mistagging of individual words and therefore

casting doubt on the dependencies. Examples of mistagging are shown in

examples [3]–[5]. Examples [3]–[5] show inaccurate tagging with sentence

[3] illustrating how the original ‘JJ’ tag for ‘individual’ should be ‘NN’;

sentence [4] illustrating how the original ‘NNS’ tag for ‘states’ should be

a verb (‘VBZ’: third person singular present); and sentence [5] illustrating

how the original ‘NN’ tag for ‘addresses’ should be a verb (‘VBZ’):

[3] ‘Adolescents may look at an individual and wonder why it is they themselves
cannot have the life the individuals on social media have’.

[4] ‘The 14th Amendment in the United States constitution states that anybody who
is born within the borders of the United States, has the right to become an
American citizen’.

[5] ‘An article called the Role of Communication Technology in Adolescents
Relationships and Identity Development addresses that on Facebook triggers
states of envy and resentment in many’.

The examples in Tables 10 and 11 show the relationship between mistag-

ging and inaccurate dependencies; in Table 10, ‘committed’was tagged as an

adjective ‘JJ’ (instead of ‘VBD’) and parsed incorrectly as an amod depend-

ency. In Table 11, we see a similar issue with tagging of ‘switching’, which

has been tagged as ‘NN’ (singular noun or mass noun) instead of ‘VBG’

(verb gerund).

4.4 The Measures Used

The rationale for choosing association measures was based on examining

measures across the groupings identified in key computational work by Evert

(2004), Pecina (2005, 2010) and Seretan (2011) as well as language learning

studies showing differential patterns between different association measure

types (e.g., Bestgen, 2017; Bestgen & Granger, 2014; Durrant & Schmitt,

2009; Gablasova et al., 2017a; Paquot, 2018, 2019). In choosing a set of

association measures, we opted for measures which were already in use across

different studies but also chose to include computationally simple and therefore
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Table 10 Parsed output (amod)

Sentence ID Word # Word Lemma POS Dep_on Stanford Output

35 1 He He PRP 4 nsubj
35 2 too too RB 3 advmod
35 3 committed committed JJ 4 amod
35 4 suicide suicide NN 0 root
35 5 but but CC 4 cc
35 6 this this DT 7 det
35 7 time time NN 10 nmod:tmod
35 8 it it PRP 10 nsubj
35 9 was be VBD 10 cop
35 10 decades decade NNS 4 conj
35 11 after after IN 13 mark
35 12 he he PRP 13 nsubj
35 13 received receive VBD 10 advcl
35 14 his he PRP $ 16 nmod:poss
35 15 last last JJ 16 amod
35 16 concussion concussion NN 13 dobj
35 17 . . . 4 punct

https://doi.org/10.1017/9781009070461 Published online by Cambridge University Press

https://doi.org/10.1017/9781009070461


Table 11 Parsed output (nsubj)

Sentence ID Word # Word Lemma POS Dep_on Stanford Output

46 1 Switching Switching NN 5 nsubj
46 2 to to TO 3 case
46 3 vegetarianism vegetarianism NN 1 nmod
46 4 can can MD 5 aux
46 5 save save VB 0 root
46 6 not not RB 7 neg
46 7 only only RB 9 cc:preconj
46 8 the the DT 9 det
46 9 environment environment NN 5 dobj
46 10 but but CC 9 cc
46 11 also also RB 13 advmod
46 12 can can MD 13 aux
46 13 help help VB 9 conj
46 14 improve improve VB 13 ccomp
46 15 health health NN 14 dobj
46 16 . . . 5 punct
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more easily comparable measures which focussed on the basic idea of using

contingency tables. This meant that we did not opt to use those measures

labelled context measures in Pecina (2005, 2010) as these involved many

complex mathematical calculations and were also measures which had no

background in the literature we drew upon to guide our work. We wanted to

use measures that would have some familiarity to as many potential readers as

possible. Table 12 shows the final set of forty-seven association measures. The

formulae for these forty-seven measures can be found in the supplementary

materials on https://leemccallum.net/resources. The association measure values

were calculated by extending the calculator developed by Durrant (2020),

where each column contained one association measure and each row contained

Table 12 Association measures for the cluster analysis

Measure Measure

Poisson-Stirling Log Measure Yulle’s Q
T-Score Driver-Kroeber
Z-Score Fifth Sokal Sneath
Chi-squared test Pearson
Loglikelihood ratio Baroni-Urbani
Squared loglikelihood ratio Braun-Blanquet
MI Simpson
Relative risk Michael
Dice coefficient Mountford
Mutual expectation Fager
Jaccard Unigram subtuples
Geometric mean U cost
Minimum sensitivity S cost
Odds ratio R cost
Odds ratio disc T combined cost
Russel-Rao Normalised expectation
Sokal-Michner MI3

Rogers-Tanimoto Log frequency-based mutual dependency
Hamann Mutual dependency
Third-Sokal Sneath salience
First Kulczynsky Delta P w2 | w1
Second Sokal Sneath Delta P w1 | w2
Second Kulczynsky
Fourth Sokal Sneath
Yulle’s ω
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a dependency, so across each row we could simply obtain an entry for each of

the forty-seven association measures.

4.5 The Cluster Analysis Rationale and Procedures

To engage with the first question (‘How can we choose appropriate measures of

collocation?’) we carried out a cluster analysis to illuminate measures which

could tell us different types of information about collocation properties.

As a type of statistical analysis, cluster analysis is used to group similar cases

(or variables in our study) together. In our study, what is being grouped together

is the association measures. They are grouped together according to how

similarly they assign an association score to the dependency pairs. This is

a similar procedure to factor analysis (both exploratory and confirmatory) in

the sense that all three group similar cases/variables together according to their

similar properties (e.g., assigning similar values to items). Factor analysis was

used in some of the studies mentioned in Section 3 in discussing how associ-

ation measures may be tapping into different or similar properties of collocation

(e.g., see Durrant et al., 2019; Kim et al., 2018; Kyle et al., 2018). However, the

added benefit of choosing to tap into these potential similar and distinct group-

ings via a cluster analysis is that the technique visualises these groupings via

a related heatmap of correlations and dendrogram. Both visualisations can be

used alongside the numerical correlation data to inform our understandings of

association measures.

The cluster analysis was based on dependencies that appeared five or more

times in the reference corpus so as to ensure association measure calculations

were reliable (e.g., see Paquot, 2018, 2019). Table 13 shows those below

threshold and absent dependencies which were not included in the cluster

analysis and the total number of types that were included. Below threshold

dependencies were dependencies appearing fewer than five times in MICUSP.

Absent dependencies were those not found in MICUSP at all. The large

percentage of absent and below threshold combinations are most likely to be

because MICUSP is still a relatively small corpus for retrieving multi-word

Table 13 FYC dependency types included in the cluster analysis

Dependency
Type

#
Types

Below Threshold
Types (%)

Absent
Types (%)

# Types in
Analyses

amod 11,982 23 38 4,673
nsubj 3,903 28 46 1,054
dobj 9,868 43 33 2,368
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combinations, the latter being somewhat less frequent than individual words,

even in large general corpora.

A snapshot of the most frequently occurring dependencies in the FYC corpus

and their status in MICUSP is presented at https://leemccallum.net/resources

Hierarchical clustering was used to show the relations between the associ-

ation measures as determined by the data rather than a predetermined theory

from the literature (Field et al., 2012). Hierarchical cluster analysis was chosen

because the analysis aimed to use the clustering as an exploratory method to

show connections between measures, emerging from the data itself rather than

any predetermining theory from the literature or the researcher (Field et al.,

2012). This contrasts to non-hierarchical clustering where the researcher may

predetermine the number of desired clusters (Levshina, 2015). Crawley (2013,

p. 819) explains: ‘The idea behind hierarchical cluster analysis is to show which

of a (potentially large) set of samples are most similar to one another, and to

group these similar samples in the same limb of a tree. Groups of samples that

are distinctly different are placed in other limbs’. This similarity is decided

based on the distance between two samples. In this study of clustering variables,

the distance is the distance between pairs of association measures.

To check the validity of the clustering solution, we checked the Average

Silhouette Width (ASW), which represents how well-formed the clusters are

and indicates how confident we can be in the clustering solution (Levshina,

2015). The statistic ranges from –1 to 1, with –1 indicating no clustering in the

data and 1 indicating perfect separation of all clusters (Brock et al., 2008).

Levshina (2015) advises that an ASW value <0.2 signals a lack of substantial

cluster structure in the data. This validity check is discussed in Section 5.

These decisions helped determine the different clusters in the cluster analysis

solution and helped us determine which measures to retain and which to discard,

thus developing an understanding of how we can distinguish between associ-

ation measures which tap into similar/different collocation properties.

4.6 The Statistical Modelling Rationale and Procedures

To engage with the second question: ‘how can we measure and understand the

potential role of different linguistic and non-linguistic variables in an appropriate

way?’, we created an ordinal type of mixed effects model. In other words, the

model was used to measure the role different variables played in shaping score

variations in the FYC corpus. This aligns with comments from Loerts et al. (2020),

who view essay grades as ordinal variables. The mixed model was a cumulative

links model which treats the dependent variable (‘Final_Grade’) as ordinal and

represents the effect of the independent variable on the dependent variable as logit
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odds, in a similar manner to Haberman and Sinharay (2010). These odds represent

the chance of the independent variable having an effect on the dependent variable

(O’Connell, 2006). In line with established cumulative links modelling practices,

these logit odds were transformed into more intuitive odds ratios (Winter, 2020).

To measure diversity, we followed Paquot (2019) and more recent studies

(e.g., Jiang et al., 2021) and calculated the RTTR for each dependency type:

amod, nsubj, and dobj. The ratio was calculated by dividing the number of types

by the square root of the number of tokens. We choose the RTTR due to its

consistent use in the literature, for example see its continued use over time in

vocabulary studies (e.g., Bulté & Housen, 2014; Daller et al., 2013; Hou et al.,

2016; Kim, 2014; Llanes et al., 2018; Lorenzo & Rodríguez, 2014; Treffers-

Daller et al., 2018; Verspoor et al., 2017) as well as the aforementioned

phraseological studies. The measure itself is also simple to calculate and easily

interpreted: the higher the value, the more diverse the text is taken to be.

However, it should be noted that like most other diversity measures, the

RTTR is influenced by text length effects and this caveat should be remembered

when using this measure of diversity.

First, the linguistic predictors of the RTTR and association measures were

centred and standardised following procedures from Gries (2013b). These

procedures allow variables to operate on a scale of standard units, thus making

variables comparable. Centring and standardisation procedures are also recom-

mended to avoid possible model convergence issues (Winter, 2020).

The fixed effects of task and language status were coded as categorical variables

with two levels (1 and 2), with the variable names ‘task 1’ and ‘task 2’ and

‘Language_status1’ and ‘Language_status2’ with Language_status1 = first lan-

guage (native) speaker of English and ‘Language_status2’ = second language

(non-native) speaker of English. In the model, the algorithm in R chooses one of

these levels to act as a reference level and uses this reference level as a comparison

with the other levels. The choice of reference level is often alphabetical or the first

numerical level (Levshina, 2015). In the model output, the reference level will not

be shown, but the level compared to it will be (e.g., see Liu, 2016; Winter, 2020,

p. 184). This means that for the model output in Figure 4, ‘Language_status1’

(native speaker) is the reference level with the model output showing the signifi-

cant result for ‘Language_status2’ (non-native speaker).

All models were created in R (Version 3.6.3) (R Core Development Team,

2014) using the ordinal package (Christensen, 2019). The mixed effects model

was created by following the three-stage process set out by Gries (2015). Stage

one involved generating a maximal fixed effects model. Stage two involved

generating a maximal random effects model. These two stages are described in

McCallum (2021). Stage three joined these two models together to create the
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mixedmodel. The fixed effects model initially included all possible fixed effects

predictors. These included the association measures from the cluster analysis

for each dependency type, the Root TTR for each dependency type, and the

effects of task and the writers’ language status. This ‘full’ model was then

trimmed to remove non-significant predictors, with each new model compared

to the previous one via the ‘anova’ function. The AIC (Akaike Information

Criteria) values were inspected and the model with the lowest value was chosen

as the most parsimonious model. The most parsimonious model was the one

able to explain the most variance using the fewest number of predictors.

Stage two involved establishing the maximal random effects structure. An

examination of the FYC data set indicated that individual writers contributed

more than one essay to the corpus. We therefore modelled this random variation

in line with other modelling works such as Paquot (2019) and Durrant and

Brenchley (2021).

To also answer the second question, we qualitatively inspected texts contain-

ing high- and low-scoring association measures and diversity scores in the FYC

corpus. This analysis is presented in Section 7.

5 Study One: The Cluster Analysis

5.1 Overview of Section

The cluster analysis in this section answers the first question that we engage

with: ‘how can we choose appropriate measures of collocation?’ The cluster

analysis essentially groups together similar association measures in the sense

that they assign similar values to the same dependency pair. In doing so, it

highlights similar pairs and therefore larger clusters of measures while at the

same time illuminating those association measures which are dissimilar and

clearly tapping into different collocation properties.

This section presents the results of the cluster analysis. These results are

interpreted using different sources of information. Key to this interpretation is

the visual understanding of the measures we obtain from the cluster dendrogram

itself (see Figure 1), in addition to the original heatmap correlations which were

used to generate the clustering. These two visuals allow us to see the specific

robust nature of the clustering and also put this clustering into perspective by

considering how individual pairs of measures within and between clusters are

correlated. The information here is therefore systematic and visual rather than

making connections between measures through solely inspecting lists ranked

association measure scores as Brezina (2018) and others have presented. A third

source of information that we refer to is the theoretical criteria/guidance offered

by Gablasova et al. (2017a). Gablasova et al. (2017a) present several theoretical
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criteria that researchers should consider for measure selection. These criteria

relate to (i) the mathematical computation of the measure, (ii) the scale the

measure operates on, and (iii) each measure’s practical effect in how its formula

is able to illuminate or downgrade particular word combinations.

5.2 The Clustering and Its Validation

The dendrogram in Figure 1 visually represents the (dis)similarity amongst

association measures. It has been rotated 90 degrees to aid readability. The

x-axis represents the linkage distance between the objects. This height symbol-

ises the differences between the measures where the greater the height, the

bigger the difference between variables in the cluster analysis. This figure also

illuminates several ‘branches’ that connect the association measures that are

being clustered. These branches vary in length, and the longer in length, the

greater the difference between the measures (Gries, 2013b). The y-axis shows

the association measures that are clustered together. As Wiechmann (2008)

recognises, the interpretation of a dendrogram is often influenced by the

researcher’s subjective judgement, and so the discussion has a degree of

subjectivity from our own interpretation of the clustering.

5.2.1 Determining the Number of Clusters

The dendrogram visually supports three to six large clusters with several sub-

clusters also apparent. To check the clustering’s internal validity, we calculated

the ASW which represents how well-formed the clusters are and indicates how

confident we can be in the clustering solution (Levshina, 2015). This was

calculated with the silhouette function in the cluster package (Maechler et al.,

2015). The statistic ranges from –1 to +1, with –1 indicating no clustering in the

data and +1 indicating perfect separation of all clusters (Brock et al., 2008).

Levshina (2015) advises that an ASW value <0.2 signals a lack of substantial

cluster structure in the data. The ASW statistic for the three to six clusters is

presented in Table 14.

The ASW values suggest greatest support for five clusters, with the lower

ASW value for six clusters indicating less stability. Figure 2 highlights these

five clusters. It has been rotated 90 degrees to aid readability.

Table 14 Average silhouette width

Cluster 3 4 5 6

ASW Values 0.323 0.328 0.341 0.333
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5.3 Measure Retention

A valid consideration in making retention decisions is a measure’s history in

language learning studies and the interpretability and performance of the

measure with actual language data. Further to this, a key reason for the cluster

analysis was to understand the place of the MI and the t-score in the literature

and to uncover how different other measures are to those two measures which

act as pillars representing exclusivity and frequency, as highlighted by Brezina

(2018).

The dendrogram in Figure 2 presents one perspective on this. More detailed

information can be gleaned from a heatmap representing the correlation matrix

between all measures. This is shown in Figure 3. The strongest correlations are
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Figure 1 Dendrogram of association measures

44 Corpus Linguistics

ht
tp

s:
//

do
i.o

rg
/1

0.
10

17
/9

78
10

09
07

04
61

 P
ub

lis
he

d 
on

lin
e 

by
 C

am
br

id
ge

 U
ni

ve
rs

ity
 P

re
ss

https://doi.org/10.1017/9781009070461


in red; shades of purple represent weak to approaching moderate correlations

(r = 0.30–0.70) and white represents little correlation between measures.

A downloadable visualisation of this map can be found at https://leemccallum

.net/resources

5.4 Between and within Cluster Observations

To determine levels of similarity between the association measures, we can

make observations both between clusters and within individual clusters in the

dendrogram.

In Cluster 1, the lack of height between the MI and Yulle’s ω and Yulle’s

Q suggests these are more similar than any of the other measures. There

appears to be a small degree of difference between the Dice measure and the

other cluster members because of its greater branch height. Given this high
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Figure 2 Clusters in the dendrogram
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Figure 3 Heatmap showing relationships across association measures
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collinearity and that we know the MI and Log Dice have been shown to tap

into exclusivity, this leads to a conclusion that the measures in this cluster

flag up exclusive pairings. Although when comparing the MI and Log Dice,

Gablasova et al. (2017a) support the scaling of the Log Dice because com-

pared to the MI, it has a theoretical limit. Comparative work between the MI

and the Log Dice has also found that the measures are highly correlated

(Öksuz et al., 2021) and when entered into a mixed effects model on

collocation processing times with first and second language speakers, the

Log Dice produced a better explanatory model than the MI. However,

explanations around why this might be the case are in their infancy. In our

study, we set out as taking both the MI and the t-score as representative

association measures, seeking to learn about their relationships with other

measures. Therefore, we take the MI as our starting marker and look at the

relationships it has with other clusters’ members. However, this first cluster,

like the other clusters, serves as a reminder that analysts are faced with

making pairwise choices between association measures, whereby they

should choose measures that are appropriate for their study’s aims.

From Cluster 2 to 5, there is a move away from exclusivity with measures

sharing less correlations with the cluster of measures first represented in

Cluster 1. Cluster 2 contains many measures that do not have an established

connection to language learning, teaching, or assessment research. In

weighing up measure retention, Figure 3’s heatmap indicates strong correl-

ations between Jaccard and First Kulczynsky; and between Rogers-

Tanimoto, Third Sokal Sneath, Hamann, and Second Sokal Sneath. The

correlations between these measures exceed r = 0.80 and the measures show

high collinearity with other measures in Cluster 1 (e.g., the correlation

between the Third Sokal Sneath and Log Dice reaches r ≥ 0.73).

Following general statistics literature (e.g., Tabachnick & Fidell, 2014) on

what constitutes collinearity (r ≥ 0.70–0.90), the retention of all these

measures would mean capturing very similar properties of collocation.

The value of the cluster analysis appears clear here because it illuminates

important relationships between coefficient measures that are sparsely elab-

orated on in the literature. This cluster also offers counterevidence to

Schneider (2020), who comments that collinearity between association

measures is rare because the clustering here shows high-measure collinear-

ity. Given these observations, the measure which is most distinct from the

MI in Cluster 1 is the geometric mean (r = 0.64) and so this measure is the

measure retained for Cluster 2. The geometric mean is also a good measure

for retention because although correlated with its cluster members, these

correlations do not violate collinearity (r = 0.68).
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Cluster 3’s starting height and branch length indicate that these measures

share less collinearity than other clusters. Many measures originate from

hypothesis testing, hence a degree of correlation between them. When the

correlations in the heatmap are explored, the strongest correlation exists

between mutual expectation and Russel Rao (r = 0.18). All other measures

have low to no correlation. Gries and Durrant (2021) previously noted that

association measures are manipulations or regressions of each other, and while

this is indeed true for much of the observations in other clusters, Cluster 3 shows

measures with little correlation.

Considering the measures in Cluster 3, the most enduring measures in the

language learning literature have been significance test measures. For example,

the z-score, the odds ratio, and the Loglikelihood Ratio and Loglikelihood Ratio

Squared (LLR2) have all been featured in several language studies (e.g., Evert,

2009). Support for Loglikelihood measures is most consistent across the litera-

ture (e.g., Dunning, 1993; Evert, 2004, 2009; Pecina, 2005), while measures

such as the odds ratio are criticised for being difficult to interpret (Evert, 2009).

There is a pragmatic argument to be made that either of the Loglikelihood

measures are valid retention choices, given their support in the literature (e.g.,

Evert, 2004); however, there is more of a tendency to favour more mathematic-

ally robust and less-bias measures that do not overinflate language data (Evert,

2004), and so the squared loglikelihood ratio seems to be the most pragmatic

retained measure in Cluster 3.

In Cluster 4, there is little difference between ‘Braun Blanquet’ and

‘Minimum Sensitivity’, while the ‘T Combined Cost’ is distinct from

other measures and ‘Poisson Stirling’ and ‘Unigram Subtuples’ have some

degree of difference. The other two measures – Braun Blanquet and

Minimum Sensitivity – are highly correlated (r = 1.00). It is also worth

noting here that while the Minimum Sensitivity has gained favour in some

studies by performing well in identifying collocations (e.g., Weichmann,

2008), its use has been advised with caution as its values are difficult to

interpret (Gries, 2013b), its close relationship to the Braun Blanquet also

means the same caveats should apply to Braun Blanquet. In contrast to the

aforementioned measures, the T-combined cost and Delta P w2 | w1 appear

distinct from other measures (shown by high height and lack of branch).

Both measures also have lower correlations with other measures in the

cluster, as indicated by the heatmap in Figure 3. Equally, in our quest to

retain measures that are distinct enough from each other, referring back to

the correlations between these measures in Cluster 4 and those in Cluster 1,

illuminating exclusivity, the Delta P w2 | w1 is the least correlated with the

MI (r = 0.31) when compared to the correlations between the MI and the
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T-combined cost (0.44). Therefore, in Cluster 4, we retain the Delta P w2 |

w1 measure.

Cluster 5 contains the following association measures: U cost, Simpson,

S cost, T score, Michael, Delta P w1 | w2, Second Kulczynsky, and the Fourth

Sokal Sneath. The flat height between Simpson and S cost indicates high

collinearity (r = 0.950). These measures are also highly correlated (r = 0.90,

r = 0.90) with the Second Kulczynsky and the Fourth Sokal Sneath (r = 0.73,

r = 0.73). Similar high correlations are found between the t-score and Michael

(r = 0.95).

In deciding between the t-score and Michael, the t-score has an established

history in language learning and is known to illuminate high-frequency pairings

that are typical across genres/disciplines (e.g., Durrant & Schmitt, 2009;

Granger & Bestgen, 2014) and therefore is the measure most likely to be

retained. However, both the dendrogram and the heatmap show evidence that

the Delta P w1 | w2 measure is distinct enough from the t-score and all other

measures as evidenced in its branch height and correlation value of r = 0.40 with

the t-score. This means that in this last cluster we retain the Delta P and the

t-score for their different properties.

To sum up across the five clusters, we have chosen measures which are

distinct enough from each other to suggest that they tap into different informa-

tion about collocation. The analysis of the dendrogram and heatmap lead us to

retain six measures, which are mathematically distinct enough to highlight

different properties of collocation: the MI, the geometric mean, the LLR2, the

Delta P w2| w1, Delta P w1|w2, and the t-score.

The cluster analysis helps reveal relationships between association meas-

ures because it visually represents various relationships between measures

already mentioned in the literature and measures which have received

sporadic attention. The clustering also facilitates understanding by placing

commonly used measures into this visual picture to reinforce their position

as being viable measure candidates that tap into different collocation

properties. We can see, through the individual clusters and the within

cluster relationships, that the MI, the geometric mean, Loglikelihood,

t-score, and Delta P are all distinct enough to suggest they illuminate

different types of word combinations. This aligns with previous findings

from Durrant et al. (2019), Kim et al. (2018), and Kyle et al. (2018), who

found similar distinctions, with Kyle et al. (2018) also finding that the MI2

was also sufficiently different from the MI (as is also shown in the cluster

analysis here).

This section has explained how we decided which measures to retain and

which to discard. It is also important to look holistically at the cluster analysis
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and reflect on the methodological clustering choices made at the start of

Section 4. The choice of furthest neighbour clustering was made to produce

tight clusters. We can see then that we have a spectrum of clusters, with Clusters

2, 3, 4, and 5 further away from the measures and underlying principle of

‘exclusivity’ that Cluster 1 is clearly based upon. With reference to Clusters 4

and 5, we can see a sparse picture of clustering with these measures furthest

from those in Cluster 1, but not necessarily always strongly clustered together as

pairs in their respective cluster. There is evidence, then, that this clustering

corroborates the theoretical work of Brezina (2018) and Evert (2004, 2009),

who have referred to the properties that are flagged up by the association

measures, operating along a cline or continuum. This continuum goes from

exclusivity at one end to more of a focus on significance testing/raw frequency

measures at the other end. The visual clustering supports this work and also

highlights how the Delta P continues to be distinct from this potentially dichot-

omous picture, given their low correlation/cluster ties with other non-

directional association measures.

CLUSTER ANALYSIS HIGHLIGHTS

• Cluster 1 contains measures which tap into the property of exclusivity.

• Other clusters move gradually away from exclusivity towards other

dimensions of frequency and directionality with measures in Clusters

2–5 less correlated than the exclusivity measures in Cluster 1.

• Retention decisions were made on the basis of mathematical and visual

differences between cluster and sub-cluster members by using the

dendrogram and the heatmap visualisations.

• TheMI, geometric mean, LLR2, Delta P w1|w2, Delta P w2|w1, and the

t-score were all retained because of their ability to illuminate exclusiv-

ity, high frequency, or directionality in word pairs.

• Cluster analysis can aid decision-making for analysts by clarifying

relationships between and within clusters and sub-clusters.

6 Study Two: The Statistical Modelling

6.1 Overview of Section

The statistical modelling presented in this section answers the second ques-

tion that we engage with: ‘how can we measure and understand the potential

role of different linguistic and non-linguistic variables in an appropriate

way?’
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This section focusses on explaining the inferences we can (and cannot) make

from the mixed effects modelling results. The section works together with

Section 7, which follows to illuminate important relationships between collocations

and writing quality and several learner and contextual variables. These sections

combined give an overall picture of collocation and writing quality relationships

and remind us of the strengths and limitations that such modelling work affords us.

6.2 Mixed Model Results

This section describes how the key association measures selected in the previ-

ous section – the MI, geometric mean, LLR2, Delta P w1|w2, Delta P w2|w1,

and t-score – predicted the scores assigned to texts. An overview of the

independent variable predictors in terms of effect type and also their descriptive

statistics are shown in Table 15.

The mixed model, generated from the optimal fixed and random models, is

shown in Figure 4.

The mixed effects model in Figure 4 and its summarised information in

Tables 16 and 17 shows that nine fixed effects were significant predictors of

Table 15 Descriptive statistics for numerical predictors

Predictor
Effect
Type Min Max Mean SD

Mean LLR2

amod
Fixed 1.084 1342.43 194.771 129.421

Mean MI nsubj Fixed 0.888 2.671 0.510 0.351
Mean Delta P w2|

w1 nsubj
Fixed –0.010 0.513 0.009 0.022

Mean t-score
nsubj

Fixed –24.285 9.916 1.169 1.956

Mean MI dobj Fixed –1.081 3.073 0.840 0.669
Mean Delta P w1|

w2 dobj
Fixed –0.034 0.381 0.025 0.046

Amod RTTR Fixed 3.400 10.334 6.445 1.073
Nsubj RTTR Fixed 3.162 10.334 6.574 1.074

Note: Mean LLR2 amod = Mean Loglikelihood Ratio Squared for amod dependencies;
Mean MI nsubj = Mean MI for nsubj dependencies; Mean Delta P w2| w1 nsubj = Mean
Delta P word 1 | word 2 for nsubj dependencies; Mean MI dobj = Mean MI for dobj
dependencies; Mean Delta P w1|w2 dobj = Mean Delta P word 1| word 2 for dobj
dependencies; Amod RTTR =Amod Root Type Token Ratio; Nsubj RTTR =Nsubj Root
Type Token Ratio.
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the outcome variable of ‘Final_Grade’: eight of these predictors were

collocation measures and the ninth predictor was ‘Language_status2’. The

eight significant collocation measures included four positive coefficient

collocation predictors. These were the rounded-up logit coefficients for:

• Mean MI for noun subject–verb combinations (‘Mean MI nsubj’) (β = 0.330,

SE = 0.013, z = 2.616, p = 0.008);

Cumulative Link Mixed Model fitted with the Laplace approximation

formula: Final_Grade ~ 1 + Mean LLR2 amod + Mean MI nsubj + Mean Delta P w2 | w1
nsubj + Mean t-score nsubj + Mean MI dobj + Mean Delta P w1 | w2 dobj + Amod RTTR +
Nsubj RTTR + Language_status + (1 | student_id)

data: data

Random effects:

Coefficients:
Estimate z-valueStd. Error Pr(>|z|)

Threshold coefficients:
Estimate Std. Error z-value

link threshold
logit flexible

Variance Std.Dev.NameGroups
student_id (Intercept) 0.3936

Number of groups: student_id 768

Mean LLR2 amod

Mean MI dobj

Nsubj RTTR
Language_status2

Signif. codes: 0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 

8 | 9
7 | 8

–2.70724
–3.40187

10 | 11
9 | 10

–1.32128
11 | 12 –0.56339

12 | 13 0.13469
13 | 14 1.16511
14 | 15 2.18146

–2.03898

0.16923
0.21170

0.11061
0.08933
0.08365
0.10497
0.14449

0.13796

–15.998
–16.069

0.00193**
0.00890**
0.02419*
0.01496*
0.00657**

0.03414*
0.01071*
0.07268.
0.01528*

–3.101
2.616

–2.254
–2.433

2.718

–2.118
2.552
1.795
2.426

0.06652
0.12512
0.08959
0.10363
0.07414

0.07009
0.07671
0.07493
0.15510

–0.20631
0.32727

–0.20195
–0.25215

0.20151

–0.14847
0.19577
0.13449
0.37620

–11.946
–6.307

1.610
11.100
15.098

–14.779

---

Amod RTTR
Mean Delta P w1 | w2 dobj

Mean t-score nsubj
Mean Delta P w2 | w1 nsubj
Mean MI nsubj

0.6274

879 –1781.05 3598.11 2931(5884) 1.2e+021.29e–03

nobs logLik AIC max.grad cond.Hniter

Figure 4 Mixed effects model with individual student as random variation
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Table 16 Converted odds ratios for mixed effects model with final grade

Predictor Logit Coefficients Std. Error z-value Pr(>|z|) Odds Ratio

95% CIs

2.5% 97.5%

Mean LLR2 amod –0.206 0.067 –3.101 0.019 0.861 0.714 0.927
Mean MI nsubj 0.327 0.125 2.616 0.009 1.387 1.086 1.773
Mean Delta P w2|w1 nsubj –0.202 0.090 –2.254 0.024 0.817 0.686 0.974
Mean t-score nsubj –0.252 0.104 –2.433 0.015 0.777 0.634 0.952
Mean MI dobj 0.202 0.074 2.718 0.006 1.223 1.058 1.415
Mean Delta P w1|w2 dobj –0.149 0.070 –2.118 0.034 0.862 0.751 0.989
Amod RTTR 0.196 0.077 2.552 0.011 1.216 1.046 1.414
Nsubj RTTR 0.135 0.075 1.795 0.072 1.144 0.988 1.325
Language_status2 0.376 0.155 2.426 0.015 1.457 1.075 1.974

https://doi.org/10.1017/9781009070461 Published online by Cambridge University Press
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• Mean MI for verb–direct object noun combinations (‘Mean MI dobj’)

(β = 0.201, SE = 0.074, z = 2.718, p = 0.007);

• Adjective–noun diversity (‘Amod RTTR’) (β = 0.196, SE = 0.007, z = 2.552,

p = 0.002);

• Noun–subject diversity (‘Nsubj RTTR’) (β = 0.135, SE = 0.075, z = 1.795,

p = 0.007).

As the only non-linguistic predictor, language status (‘Language_status2’)

was also significant (β = 0.376, SE = 0.155, z = 2.426, p = 0.015).

The remaining four negative coefficient predictors were the logit coeffi-

cients for:

• Mean LLR2 adjective–noun combinations (‘Mean LLR2 amod’) (β = –0.206,

SE = 0.067, z = –3.101, p = 0.002);

• Mean Delta P for word 2| word 1 noun–subject verb combinations (‘Mean

Delta P w2 | w1 nsubj’) (β = –0.201, SE = 0.009, z = –2.254, p = 0.024);

• Mean t-score noun–subject verb combinations (‘Mean t-score nsubj’)

(β = –0.252, SE = –0.103, z = –2.433, p = 0.015);

• Mean Delta P w1|w2 verb–direct object–noun combinations (‘Mean Delta

P w1| w2 dobj’) (β = –0.149, SE = 0.007, z = –2.118, p = 0.034).

Following advice in statistics literature (e.g., Liu, 2016; Winter, 2020), the

logit odds were converted into odds ratios to aid interpretation. The key to

interpreting these odds lies in whether the odds ratio is more than or less than 1.

When less than 1, the odds of being beyond or at a particular grade level are

expressed as being lower. When more than 1, the odds of being beyond or at

a particular grade level are expressed as being higher. The model output in

Figure 4 is therefore interpreted as follows.

Table 17 Converted thresholds and logit coefficients for mixed effects model
with final grade

Threshold Coefficient Logit Coefficients Odds Ratio

95% CI

2.5% 97.5%

7|8 C– | C –3.402 0.033 0.022 0.050
8|9 C | C+ –2.707 0.067 0.048 0.093
9|10 B– | B+ –2.039 0.130 0.099 0.171
10|11 B+| B– –1.321 0.267 0.215 0.331
11|12 B– | B+ –0.563 0.569 0.478 0.678
12|13 B+| A– 0.135 1.144 0.971 1.348
13|14 A– | A 1.165 3.206 2.610 3.939
14|15 A | A+ 2.181 8.859 6.674 11.759
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For the positive coefficients, the odds of being at or beyond a particular final

grade score were 1.387 times higher with a one unit increase in the mean MI

noun–subject–verb combinations (‘Mean MI nsubj’); 1.223 times higher with

a one-unit increase in the mean MI for verb–direct object noun combinations

(‘Mean MI dobj’); 1.216 times higher with a one-unit increase in the adjective–

noun diversity (‘Amod RTTR’); 1.144 times higher with a one-unit increase in

the noun–verb diversity (‘Nsubj RTTR’). In other words, the use of higher

‘Mean MI nsubj’, ‘Mean MI dobj’, ‘Amod RTTR’, and ‘Nsubj RTTR’ means

there are higher odds of texts being awarded a higher final grade score.

Those collocation predictors with negative logit coefficients can be inter-

preted as follows. In terms of the odds ratio (OR), the odds of being at or beyond

a particular ‘Final_Grade’ score are lower by a factor of 0.861 for a one-unit

increase in the mean Loglikelhood Ratio Squared adjective–noun combinations

(‘mean LLR2 amod’). The odds of being beyond a particular final grade score

are lower by a factor of 0.817 for a one-unit increase in the mean Delta P w2| w1

for noun–direct object–verb combinations (‘Mean Delta P w2|w1 nsubj’). The

odds of being beyond a particular final grade score are lower by a factor of 0.777

for a one-unit increase in the mean t-score noun–subject–verb combinations

(‘Mean t-score nsubj’). The odds of being beyond a particular final grade score

are lower by a factor of 0.862 for a one-unit increase in the mean Delta P w1|w2

noun–direct object–verb combinations (‘Mean Delta P w1|w2 dobj’). These

results indicate that the odds of being at or beyond a particular grade level are

lower with a one-unit increase in the predictors of ‘Mean LLR2 amod’, ‘Mean

Delta P w2|w1 nsubj’, ‘Mean t-score Nsubj’, and ‘Mean Delta P w1|w2 dobj’.

In the mixed effects model, ‘Language_status2’ indicates that the odds of

non-native writers being beyond a particular grade level were 1.457 times

greater than native writers. It is important to recognise the importance of this

contextual finding and place it side by side with the findings of those that were

positive linguistic coefficients. These results seem to indicate that in the case of

the positive coefficients, there is a similar size of odds for grade increase with

language status and both amod and nsubj diversity with the odds higher for

language status, helping put into perspective two things. First, that there is

a tendency for the odds of a grade increase to be shaped by multiple linguistic

and non-linguistic variables, and second, in this case the non-linguistic pre-

dictor has slightly higher odds of grade increase than the linguistic predictors.

6.3 Model Validity

In terms of how confident we can be that these results reflect the ‘true’ odds of

‘Final_Grade’ increasing or decreasing, an examination of the 95 per cent
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confidence intervals (CI) in Table 15 indicates that all odds ratios for the

measures fall within the CI range. This means that if the model was repeatedly

estimated, the true odds would lie in the same range, 95 per cent of the time, thus

giving confidence in the model.

We can also examine the threshold coefficients that make up the cumulative

model. In Table 16, it is important to illuminate the different logit and odds ratios

that appear across these comparisons. In Table 17, we see that the logit odds are

negative for grade comparisons 7–13, the odds of the predictors, increasing

grades decrease. There is a noticeable shift in direction at the two highest grade

levels, that of comparisons between 13 and 14, and 14 and 15, whereby the logit

odds and the odds ratio become positive. This appears to suggest that predictors

have increased odds of increasing grade particularly at these higher levels.

Overall, the mixed effects model shows that the predictors of ‘Mean MI

nsubj’, ‘Mean MI dobj’, and the amod (Amod RTTR) and nsubj (Nsubj RTTR)

diversity dependencies have higher odds of increasing final grade scores.

In contrast, the predictors of the ‘Mean LLR2 amod’, ‘Mean Delta P w2|w1

Nsubj’, ‘Mean t-score Nsubj’, and ‘Mean Delta P w1|w2 Dobj’ have lower odds

of increasing final grade scores. To some extent this mirrors the findings from

Paquot (2019) who also found support for the MI as did other studies (e.g.,

Bestgen &Granger, 2014; Durrant & Schmitt, 2009; Granger & Bestgen, 2014).

However, in the case of this FYC context, support for the MI is for nsubj and

dobj dependencies rather than amod dependencies. It appears that in the FYC

context, rather than being more likely to award higher grades for more sophisti-

cated amod dependencies like Paquot (2019), the odds of FYC raters awarding

higher grades to more diverse amod and nsubj use is greater. It is also worth

bearing in mind that since these diversity measures contain both dependencies

that would reach or not reach collocation status according to past MI thresholds,

then it seems it is more likely that raters tend to be overall influenced by the

variation of dependency types and to a lesser extent their average sophistication.

To evaluate the goodness-of-fit for the mixed effects models, there are several

statistics available (e.g., see Levshina, 2015; Liu, 2016). Although traditional

modelling literature has often cited the R2 value to give an estimate of how

much variance in grade is explained by a particular model, such an estimate is

not recommended for this kind of logistic regression.

Levshina (2015) comments on the use of Pseudo R2 as a measure of goodness-

of-fit. Like many others (e.g., Field et al., 2012; Liu, 2016), she notes that in

logistic regression models, the value of the R2 is often lower than the R2 in linear

regression, even if the quality of models is comparable. Equally, Levshina (2015)

notes that the Pseudo R2 is less conceptually clear than the R2 from linear

regression. It is often misinterpreted as being the same concept as the linear R2;
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however, this is disputed by Hosmer and Lemeshow (2000), who have made

direct criticisms of the statistic. For these reasons, the ordinal package used in this

study does not support the use of the Pseudo R2.1

Considering this, the models created in this Element are simply evaluated by

looking at the AIC values. The inclusion of the individual writer as a random

variable results in a model which is more able to explain variation in grade, as

indicated by its lower AIC value: 3598.11 compared with the fixed model only,

which has an AIC value of 3599.58. This gives us confidence that the modelling

type is a more appropriate way to model score variation than previously used

linear regression techniques. Similar results have also been reported in

Haberman and Sinharay (2010).

6.4 Conclusions

This section highlights the value of mixed effects modelling as a method of

exploring relationships between collocation and writing quality, as well as

a number of writing context and learner-specific variables. It highlights the

contrasting relationships that exist between the individual association measures

and writing quality grades, as well as the relationships that exist between meas-

ures of diversity and writing quality. It also furthers our understanding of how the

language background of the writer has a relationship with writing quality grades.

Section 7 explores these results in more detail and seeks to uncover possible

explanations for these statistical results by looking at the rhetorical functions

that these word combinations perform.

MODELLING HIGHLIGHTS

• Random variation in the form of individual writers accounted for most

of the variation in scores.

• Higher odds of grade increase were associated with higher mean MI for

noun–subject verb and verb–direct object noun combination; higher

diversity for adjective–noun and noun–direct object combinations.

• Lower odds of grade increase were associated with higher mean LLR2

ratio for adjective–noun combinations, Delta P w2|w1 noun–direct verb

combinations, Delta P w1|w2 verb–direct object combinations, and

t-score noun–direct object–verb combinations.

• Higher odds of grade increase were associated with writers who

were second language writers.

1 Rune Haubo Bojesen Christensen, personal communication, 2020.
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7 Study Three: Qualitative Understandings
of Writing Quality

7.1 Overview of Section

While study two presented a quantitative measurement of variables that may

shape writing quality scores, the final study of this Element also engages with

the second question through a qualitative lens. In looking qualitatively at the

FYC essays, the analysis uncovers possible reasons for the statistical patterns

uncovered in study two.

This section carries out a qualitative analysis of high- and low-scoring

association measures and high- and low-scoring diversity across the FYC

corpus. We focus on answering the following questions that arose from the

role of association measures in the statistical modelling:

• Why might higher mean MI noun subject–verb (nsubj) combinations have

higher odds of increasing grades?

• Why might higher mean MI direct object–verb (dobj) combinations have

higher odds of increasing grades?

• Why might higher mean LLR2 adjective–noun (amod) combinations have

lower odds of increasing grades?

• Why might higher mean Delta P w2|w1 noun subject–verb (nsubj) combin-

ations have lower odds of increasing grades?

• Why might higher mean Delta P w1|w2 direct object–verb (dobj) combin-

ations have lower odds of increasing grades?

• Why might higher mean t-score noun subject–verb (nsubj) combinations

have lower odds of increasing grades?

The section also addresses the following question that arose from the role of

diversity measures in the statistical modelling:

• Why might higher amod RTTR and nsubj RTTR diversity have higher odds

of increasing grades?

To help answer these questions, Tables 18–29 highlight high- and low-

scoring combinations on each measure. Each table shows the top or bottom

five ranked examples on a particular measure from the FYC corpus. In each

case, only collocations occurring in more than three independent texts were

included. This allowed us to explore how high- and low-scoring frequent

combinations (i.e., those occurring in multiple texts) may be used and how

this use may be an indicator of language use that FYC raters appear to value or

devalue. A fuller set of dependencies is included as supplementary materials on

https://leemccallum/net/resources.
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7.2 Positive Relationships between Association Measures and
Writing Quality

This section examines the use of high- and low-scoring MI combinations to

offer explanation as to why high-scoring meanMI values may have greater odds

of increasing grades.

7.2.1 Why Might Higher Mean MI Nsubj Combinations Have Higher Odds
of Increasing Grades?

Tables 18 and 19 offer an important understanding of high- and low-scoring MI

units. Table 18 highlights how high-scoring combinations comprise combin-

ations which have clearly identifiable rhetorical functions. Combinations such

as ‘paper__nn_:_focus__vb’ and other ‘paper + verb’ combinations are used to

set out what the essay intends to do. These functions are shown in examples

[6]–[9], taken from different FYC essays.

[6] This paper will focus on the two most popular opinions, for and against players
linked to steroids being treated the dame for consideration for the Hall of Fame; then
find common ground between the two sides so that there may be a compromise.

[7] This paperwill focus on different views on air pollution between China National
Chemical Corporation in Beijing and local citizens.

Table 19 Low-scoring MI nsubj dependencies

Nsubj Dependency MI Score

goal__nn_:_be__vb –1.89
possibility__nn_:_be__vb –1.75
explanation__nn_:_be__vb –1.34
study__nn_:_provide__vb 0.66
use__nn_:_make__vb 1.02

Table 18 High-scoring MI nsubj dependencies

Nsubj Dependency MI Score

paper__nn_:_focus__vb 4.41
paper__nn_:_discuss__vb 4.30
evidence__nn_:_support__vb 4.28
paper__nn_:_address__vb 4.25
Lesson__nn_:_provide__vb 3.49
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[8] This paper will specifically focus on efforts for animal rights in the entertain-
ment industry, that being animals in zoos.

[9] To sum up, this paper would discuss how social media affect higher education.

The low-scoring MI combinations shown in Table 19 highlight how these

combinations comprise pairings of frequent lexical verbs such as ‘be’ and ‘have’,

which can have many other word partners. In the FYC corpus, they do not appear

to perform clear rhetorical functions or give an indication of genre or discipline,

when compared with high-scoring combinations, as examples [10]–[12] indicate.

[10] The parties should not call for complete abolishment of standardized tests in the
college application system: the main goal of the reform should be to shift the
focus of college applications from standardized tests to a more well-rounded
form of student evaluation.

[11] Uber’s main goal would be to achieve better public relations due to the political
firestorm caused by taxi companies suing Uber for the variety of reasons above.

[12] The possibility in order to help treat the veterans for post-traumatic stress
disorder would be to have them go through a mental evaluation.

These findings align with Paquot (2018, 2019), who also commented that

combinations which receive higher MI scores tend to have greater identifiable

disciplinary/genre functions, while those with lower scores tend to comprise

word pairs which are less exclusive and less tied to particular disciplines or

genres. This observation may indicate that FYC raters value rhetorical functions

being performed using exclusive pairings.

7.2.2 Why Might Higher Mean MI Dobj Combinations Have Higher Odds of
Increasing Text Grades?

Tables 20 and 21 show high- and low-scoring dobj dependencies. Table 20

shows a range of high-scoring MI dobj dependencies. Many of these also

perform textual functions and/or are used to directly meet the task aims (e.g.,

in example 13, ‘bridge__vb_:_gap__nn’ is used to show how the two sides can

reach a compromise, the requirement of the ENC 1102 task, while examples

[14]–[17] focus on illuminating a particular issue/benefits of a particular

approach, or presenting different stakeholder initiatives).

[13] If not through social change then through legal changes, such as the bill in
Maryland, can bridge the gap between the two sides on this issue.

[14] The National Education Association withholds an ongoing commitment to
bridge the gap between implementation and standards, through curriculum,
training and support.
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[15] Not only this, it will also shed light on work-life balance, lack of funds and
survival in recessions and how it is confronted by corporate owners to be
successful in the competitive market.

[16] The main goal of this mission will be to shed light on the icy potential habitabil-
ity, but it could also search for signs of alien life.

[17] They also work to improve the legal system to prevent these false convictions and
to shed light on the inhumanity of the death penalty.

Many of the low-scoring MI dobj dependencies in Table 21 were found to

perform a variety of rhetorical functions, as examples [18]–[21] show, including

bringing the reader into the text by posing a question (e.g., [18]) setting out the

implications of a compromise (e.g., examples [19]–[21]); however, the depend-

encies comprise highly frequent lexical verbs (e.g., have), which can have many

other alternative partnering nouns, meaning the dependencies here are less

exclusive.

[18] Do all people have rights to have this value?

[19] This allows the reader to feel a sense of community regarding individuals
across the globe, along with a sense of community between people and
nature, all of which Monsanto is claiming to have a role in making
happen.

Table 20High-scoringMI dobj dependencies

Dobj Dependencies MI Score

bridge__vb_:_gap__nn 11.23
shed__vb_:_light__nn 11.05
take__vb_:_course__nn 10.75
steal__vb_:_money__nn 9.79
prevent__vb_:_fraud__nn 9.40

Table 21 Low-scoring MI dobj dependencies

Dobj Dependencies MI Score

have__vb_:_value__nn –1.19
have__vb_:_role__nn –1.00
have__vb_:_experience__nn –0.78
have__vb_:_ability__nn –0.74
have__vb_:_time__nn –0.60
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[20] If they both choose to work together in the near future, the life of student athletes
would be the best it has ever been and athletes would have a more meaningful
college experience.

[21] This will allow them to havemore time to focus on the classes they are taking to
ensure they get a good grade, more free time, less stress, and it will allow them to
be involved in more organizations and possibly take leadership roles or intern-
ships to prepare for their future.

This contrast again aligns with Paquot (2018, 2019), who comments that

many low-scoring combinations comprise ‘nuclear’ or basic units of vocabulary

and their use does not indicate affiliation with a particular genre or academic

writing more broadly. The observations across high- and low-scoring combin-

ations in the FYC corpus also raise the possibility that raters may value writers

performing rhetorical functions through the use of word combinations which

are more exclusive. The next sub-sections turn to consider the reasons why

some association measures have less chance of increasing grade scores.

7.3 Negative Relationships between Association Measures and
Writing Quality

This section examines the use of association measures which have lower odds of

increasing grade scores.

7.3.1 Why Might Higher Mean Loglikelihood Ratio Squared Amod
Combinations Have Lower Odds of Increasing Text Grades?

Looking at dependencies which had less chance of increasing grade, the list of

LLR2 amod combinations in Table 22 shows high-scoring combinations, and

Table 23 shows the low-scoring combinations. Table 22’s combinations have

a clear connection to the topics of the essays; while Table 23’s combinations are

less specific and comprise more generic words such as ‘many’, ‘good’, ‘other’, and

‘different’.

Since loglikelihood ratio measures operate as significance measures, higher

scoring combinations represent stronger evidence that the pairing is significant. It

is also worth noting that high-scoring combinations here are obviously closely

related to the topics themselves. It could be that higher scoring combinations are

devalued by raters because they represent basic collocation choices. It is worth

bearing in mind that variations of measures of loglikelihood ratios have been

found to perform well in collocation identification tasks which compare associ-

ation measures to ‘gold standard’ human identification and/or sources of colloca-

tion/word inventories (e.g., see Evert, 2009). Evert (2009) also notes that

loglikelihood ratio measures appear to flag up ‘typical’ or ‘plausible’ collocations.
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With this in mind, it is possible then for FYC raters that these obvious or typical

combinations are devalued as too simple choices for the tasks being completed.

7.3.2 Why Might Higher Mean Delta P Combinations Have Lower Odds of
Increasing Text Grades?

Similarly, the same can be said for Delta P measures. Little previous research

helps guide an evaluation of these combinations since in the first and second

language literature, and the wider computational linguistics literature, use of

this association measure is only just starting to emerge. However, when ranked

from highest to lowest, interesting contrasts emerge. High scoring Delta

P combinations are shown in Table 24 for Delta P w2 | w1 nsubj dependencies,

while low-scoring Delta P w2 | w1 nsubj dependencies are shown in Table 25.

Tables 26 and 27 show that a similar picture emerges for Delta P w1| w2 dobj

dependencies. The high-scoring combinations in Table 26 show some cross-over

with high-scoring MI combinations. For example, combinations such as

‘shed__vb_:_light__nn’ feature highly on both lists as does ‘bridge__vb_:_

gap__nn’; however, there are a number of combinations which have highly ranking

Delta P score but much lower MI scores. For example, comparing both the ranking

of the MI and Delta P scores, entries such as ‘solve__vb_:_problem__nn’ and

‘play__vb_:_role__nn’ feature in the top ten highly ranked combinations for

Table 22 High-scoring LLR2 amod dependencies

Amod Dependency LLR2 Score

High__jj_:_school__nn 1,930.80
Domestic__jj_:_violence__nn 1,331.51
Renewable__jj_:_energy__nn 1,325.69
Social__jj_:_movement__nn 1,155.75
Great__jj_:_deal__nn 870.40

Table 23 Low-scoring LLR2 amod dependencies

Amod Dependency LLR2 Score

Other__jj_:_health__nn 7.87
Good__jj_:_student__nn 7.58
Many__jj_:_group__nn 7.56
Different__jj_:_system__nn 7.33
Other__jj_:_process__nn 7.03
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Delta P, but when examining the MI scores, these same combinations only feature

among the top forty entries. This raises questions about the relationship between the

property of exclusivity that is being measured by the MI measure, and the weight

being placed onword 1 of the combination in theDelta Pw1w2 dobj dependencies.

These differences in ranking are worth further examination, possibly with consid-

eration forwhat cognitivelymay be being represented forword combinationswhere

word 1 in the combination is more likely to attract word 2. It is also worth

Table 24 High-scoring Delta P w2 | w1 nsubj
dependencies

Nsubj Dependency Delta P Score

resistance__nn_:_be__vb 0.81
measure__nn_:_have__vb 0.76
belief__nn_:_be__vb 0.73
program__nn_:_have__vb 0.70
fear__nn_:_be__vb 0.63

Table 25 Low- scoring Delta P w2 | w1 nsubj
dependencies

Nsubj Dependency Delta P Score

student__nn_:_come__vb –0.001
thinking__nn_:_be__vb –0.001
student__nn_:_provide__vb –0.001
graduate__nn_:_have__vb –0.001
wave__nn_:_be__vb –0.001

Table 26 High-scoring Delta P w1|w2 dobj
dependencies

Dobj Dependency Delta P Score

shed__vb_:_light__nn 0.29
bridge__vb_:_gap__nn 0.21
reduce__vb_:_cost__nn 0.22
have__vb_:_sense__nn 0.22
create__vb_:_space__nn 0.21
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considering how and why word 1 being more likely to attract word 2 has a lesser

chance of grade increases. The answers to these queries may lie in considering the

type-token distribution which has been captured by the lexical gravity measure

(Brezina et al., 2015). This measure can capture the strength of a collocational

relationship but also establish the level of competition for the slot around the node

word from other collocate types. This kind of insight may offer us a route into

intersections between the property of exclusivity that is measured by theMI and the

property of directionality that is captured by the Delta P. Understanding the

competition between words to ‘fill’ the slot would also allow us to make better

inferences about the types of language choices students are making, the influence

these choices have on raters, and how much these choices appear to be valued by

raters.

A connected possible explanation for the Delta P results here may lie in the

notion of what constitutes a ‘good’ cue. As Schneider (2020) comments, Delta P is

a measure of cue validity because it measures how strongly two events are linked.

It works on evaluating how reliably a specific event (event 1) triggers another

event (event 2), considering how likely event 2 is to occur after any other event. In

this sense, Ellis and Ferreira-Junior (2009) have discussed the idea of ‘good’ cues

and the impact they have on word combinations and predictability. They note that

a good cue is ‘one where, whenever, it is present the outcome pertains, and when-

ever absent, the outcome does not’ (Ellis & Ferreira-Junior, 2009, p. 197). In

language learning, they promote Delta P as a good measure of cue learnability

where higher Delta P scores indicate a greater likelihood of the outcome, given

the presence of the cue. Relating this notion back to our findings that Delta

P measures have less odds of increasing grades, it may be that learners are

using cues which attract obvious noun/verb choices, and this obvious language

use is being devalued by FYC raters. In this respect, one aspect of future research

to move forward our understandings of these relationships would be to look at

how verb and noun ‘cues’ are being used by learners, and how they are judged by

raters would be beneficial in future work.

Table 27 Low-scoring Delta P w1|w2 dobj
dependencies

Dobj Dependency Delta P Score

be__vb_:__ word__nn –0.033
be__vb_:__ class__nn –0.034
be__vb_:__ number__nn –0.034
be__vb_:__ student__nn –0.034
be__vb_:__ example__nn –0.034
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7.3.3 Why Might Higher Mean T-Score Nsubj Combinations Have Lower
Odds of Increasing Grades?

An examination of the negative coefficient t-score nsubj dependency meas-

ure in Tables 28 and 29 also illuminates a similar picture to other negative

predictors. Both high-and low-scoring combinations show combinations

that comprise two highly frequent words (i.e., nouns such as ‘people’ and

verbs such as ‘have’ and ‘be’). This negative result and inspection of high-

and low-scoring combinations makes intuitive sense since these combin-

ations are not particularly indicative of academic writing or genres and are

not found across multiple modes of communication and contexts.

7.4 Positive Relationships between Diversity and Writing Quality
Grades

7.4.1WhyMight Higher Amod RTTR andNsubj RTTR Diversity Have Higher
Odds of Increasing Grades?

A third set of important findings from the statistical modelling was the role played

by amod and nsubj diversity measures. Both measures were found to increase the

odds of higher grades in the FYC context. In attempting to understand why this

diversity leads to higher odds of a grade increase, a qualitative inspection of

Table 28 High-scoring T-score nsubj
dependencies

Nsubj Dependency T-score Score

analysis__nn_:_be__vb 12.22
participant__nn_:_be__vb 11.46
theory__nn_:_be__vb 11.13
study__nn_:_have__vb 11.08
model__nn_:_be__vb 10.96

Table 29 Low-scoring T-score nsubj dependencies

Nsubj Dependency T-score Score

energy__nn_:_ have__vb –16.53
organisation__nn_:_ have__vb –16.59
school__nn_:_ be__vb –17.05
time__nn_:_ have__vb –17.07
government__nn_:_ be__vb –18.72
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texts with high- and low-amod and nsubj diversity was carried out. It should

be noted that in many cases, higher amod and nsubj diversity were found

irrespective of text length in higher graded texts. Example texts A and B in

Figures 5 and 6 respectively, show this trend and the different uses of amod

dependencies. Text A shows how a high-scoring diversity text uses many

dependencies to perform different rhetorical functions and creates arguments;

Text B, a lower scoring text, shows how the use of fewer dependencies is

related to a narrower range of rhetorical functions and arguments. It is also

worth highlighting here that these two examples at opposite ends of the

diversity scale are equal in word count and therefore the issue of text length

and diversity is accounted for in this case.

It should also be highlighted that Text A contained many instances of amod

dependencies which could have been considered specific topic/discipline items

Figure 5 Text A high amod RTTR

Figure 6 Text B low amod RTTR
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(e.g., neural base). It is also worth commenting on the impression writer of Text

A creates on the reader as they appear to have clear control of using these

dependencies both for creating arguments and for particular rhetorical func-

tions. Use of the dependencies is both varied and accurate to give a sense of

clear ownership of the text and attempting to meet the task requirements by

setting up the issue as debatable/controversial. In Text B, many of the amod

dependencies used are repeated across adjacent sentences (e.g., great deal) and

are simply descriptive. Equally, the overall tone of the text is subjective and

bordering on emotive rather than building on a particular stance through

academic argument. This lack of diversity and effective use may be factors

that raters devalue in their judgements. It is also worth commenting that the use

of amod dependencies is embedded around reference to academic literature in

Text A, while in Text B, where amod dependencies are used and used with

variation, they do not appear to be used in relation to use of source materials to

support their claims. Overall, these issues of variation, rhetorical function, and

intended meaning/tone are worth considering as factors which raters judge

negatively.

For nsubj diversity, a similar pattern was present, as shown in Figures 7 and 8

for with Texts C and D. Text C shows the use of varied nsubj dependencies to

promote the benefits of a vegetarian diet, while in Text D the dependencies

used are not directly linked to the writer performing a particular rhetorical

function or achieving a particular rhetorical effect with the issue of euthanasia.

Like the contrast between Text A and B, nsubj appears being used in the higher

scoring text to construct a literature-led argument. For example, note the use

Figure 7 Text C high nsubj RTTR
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of nsubj dependencies to discuss the work of Dr Ngyuen, while in the lower

scoring text, the discussion is not as critical and is instead more descriptive of

the study being used rather than fully successfully using the study to support

their arguments.

Several other rhetorical functions were facilitated through the use of different

amod and nsubj dependencies in high-scoring amod and nsubj diversity texts.

A summary of these functions with dependencies retrieved by the parser is

shown in examples [22]–[30].

• Setting out the issues with a topic over time:

[22] The first recorded usage of marijuana dates all the way back to 10,000-Year
World History of Hemp and 1) and continues to this very day. In recent history,
the United States has had several states legalize the plant on different levels
(recreational use, medicinal use, etc.).

• Generally critiquing the topic under study:

[23] The next few paragraphs will be describing what happened in Ukraine prior and
during the invasion, the failures and importance of energy between the EU and
Russia, and why this is more then just a coincidence asmany criticsmight lead you
to believe’.

• Making reference to source-based evidence:

[24] Nonetheless, the studies that have been conducted show empirical, credible
evidence to support the medicinal benefits of marijuana for a variety of different
patients and conditions.

Figure 8 Text D low nsubj RTTR
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• Showing support for the efforts of a particular stakeholder:

[25] Government space agencies have rapidly and, for themost part, reliably devel-
oped technology that improves everyday life.

• Interpreting the evidence presented to support a point:

[26] Dr. Davis results show that no matter the regulation provided the public will
abuse of medical marijuana just as they had already abused of the drug in the
1920s’; Lovinger clarifies that, LSB, Cannabinoid receptors generally inhibits
neuronal excitability and neurotransmitter (Lovinger 1156). What Dr. Lovinger
is saying is that when the human body undergoes a treatment or use of marijuana,
the drug does not allow for the nervous system to continue working in the ways
that it should’).

• Indicating that there are different sometimes opposing views on the topic:

[27] There is another class of individuals that ignores the factual analysis and presents
a different perspective.

[28] The researchers have done their research about this subject in afflication with
the university of Bergen and the institute of global health and community
medicine in Bergen, and come to the assumption that using surrogates in
communities such as India, with lower economy and a different cultural
view on the role of females and pregnancy, is something they would strondly
advise against.

• Highlighting the benefits of taking action:

[29] In most aspects of life, a common goal can lead to an unexpected partnership.

[30] The process has the advantage of being in its infancy and the potential to become
an even more accurate procedure.

7.5 Discussion

The functional uses explored in Section 7.4 go some way to helping students

meet the fundamental primary learning objectives of their programme. In the

ENC 1101 task, they are expected to synthesise multiple stakeholder perspec-

tives in the form of a literature review. In the ENC 1102 task, they are expected

to balance the competing views expressed in the ENC 1101 task by attempting

to show how stakeholders can reach a compromise (see Section 2). The

examples show how the dependency types go some way to perhaps facilitating

greater task achievement as students navigate the task of setting out the key

arguments between stakeholders and then looking at how these stakeholders can

reach a viable compromise.
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These dependencies and their inter-related functions also appear to contribute

towards students showing critical thinking in that students ‘evaluate evidence,

recognize and evaluate underlying assumptions, identify and evaluate chains of

reasoning, and compose appropriately qualified and developed claims and gen-

eralizations’ (CWPA, 2014). The Postsecondary Framework for Success (CWPA

et al., 2011) also describes how writers are asked to ‘write texts for various

audiences and purposes that are informed by research (e.g., to support ideas or

positions, to illustrate alternative perspectives, to provide additional contexts’).

These results also strengthen the points made by Aull (2015), who acknow-

ledges that language patterns are not isolated structures that appear randomly

but are instead linked to the macro-level writing processes/demands of the

assignment whereby these patterns facilitate achieving the macro processes.

7.6 Conclusion

This study has helped highlight the importance of implementing a type of mixed

effects modelling which accounts for the random effects structure of the sam-

pling corpus and at the same time preserves the ordinal levels of the outcome/

dependent variable. The analysis highlighted how a number of linguistic and

non-linguistic fixed effects appeared to have the potential to increase or

decrease the odds of essays being awarded higher or lower grades. However,

an inspection of the threshold coefficients suggests that these effects are not

uniform or operating in the same directions for all grade levels.

In relating findings from the statistical modelling to the literature, there is

some support from the Element’s findings for the comments made by Durrant

and Brenchley (2021). Their analysis of L1 children’s writing encouraged us to

be cautious and appreciate that phraseological sophistication or indeed the

phraseological complexity, when we include the sub-construct of diversity, is

not a uniform construct that develops or is evaluated uniformly across educa-

tional contexts. The final section of this study illuminates the contributions to

knowledge that the modelling has made and discusses what needs to be con-

sidered as a priority for future research.

QUALITATIVE HIGHLIGHTS

• Writers appear to use high- and low-scoring association measures to

perform a variety of rhetorical functions with a degree of difference in

how clearly these functions are connected to academic writing at large.

• The use of high-scoring MI combinations and the contrasting use of

high-scoring t-score and LLR2 ratio combinations indicate that student
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writers appear to use higher scoring MI combinations along a cline of

language that is known to be associated with academic language.

• For Delta P measures, there is a possibility that ‘good’ cues are not used

by students, and this has an impact on rater judgements.

• The positive relationships between association measures and diversity

and grades lead to questions about how these proxy measures may

interact/combine to have a relationship with writing quality.

8 Conclusions

8.1 Overview of Section

This Element focussed on answering one central question: which linguistic and

non-linguistic variables may play a role in shaping the writing quality scores

awarded to student essays in an FYC writing context?

In doing so, we also engaged with two subquestions which occupy space in the

collocation–grade relationship literature: (i) how can we choose appropriate meas-

ures of collocation? and (ii) how can we measure and understand the potential role

of different linguistic and non-linguistic variables in an appropriate way? The

following sections summarise the key results obtained from our work, acknow-

ledges its limitations, and discusses avenues for future research in FYC contexts.

8.2 Findings for Question 1: How Can We Choose Appropriate
Measures of Collocation?

The cluster analysis found that measures in Cluster 1 tap into the property of

exclusivity. Other clusters illuminated different properties, including highly

frequent pairings, as illuminated by the t-score in Cluster 5 and aspects of

directionality in Clusters 4 and 5. Overall, the cluster analysis was able to

shed numerical and visual light onto the relationships between different associ-

ation measures. In total, six measures were identified as distinct: the MI, the

geometric mean, the LLR2, the Delta P w2| w1, Delta P w1|w2, and the t-score.

These six measures were used in study two to answer question 2.

8.3 Findings for Question 2: HowCanWeMeasure andUnderstand
the Potential Role of Different Linguistic and Non-linguistic

Variables in an Appropriate Way?

A regression model known as a cumulative links or probability odds model was

used to answer question 2. We chose this model because it could recognise

grade scores as ordinal variables as well as incorporate interval and categorical
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predictor variables. This model has not featured much in learner writing

research, and in drawing attention to such a model, we hope the learner writing

community explores possible future avenues for working with this model.

The model highlighted that the Mean MI for nsubj dependencies and the

Mean MI for dobj dependencies had higher odds of increasing grades.

The model also highlighted that the following linguistic predictors had lower

odds of increasing grades:

• The mean LLR2 for amod dependencies

• The mean Delta P for word 2 | word 1 nsubj dependencies

• The mean Delta P for word 1 | word 2 dobj dependencies

• The mean t-score for nsubj dependencies.

Overall, the model contributed to understanding the relationship between

collocations and writing quality in different ways. It reiterated the important

role that the MI, LLR2, t-score, and Delta P may have in evaluating learner

language. Although these association measures varied in their significance

and direction, they all had higher or lower odds of a grade increase with their

use.

The model also highlighted that the status of the writer as a second

language writer had higher odds of increasing writing quality scores.

When examining the odds ratios of the linguistic and non-linguistic predict-

ors, it is important to interpret the linguistic predictors as having at least

a similar effect on grade level as the non-linguistic predictor of language

status. In fact, the odds ratio of language status was higher than the linguistic

predictors. This finding offers an important glimpse into underlying FYC

grading practices.

Several reasons may account for the language status of the writer being

significant. Although it could be argued that the reason for this result is that

raters could sub-consciously favour non-native writers, it is also possible

that they are more likely to receive higher grades because they have had more

exposure to writing through pre-university preparation courses and are

therefore more in tune with writing for an audience and writing conventions

(Lee, 2019). It is also possible that non-native writers have higher odds of

receiving a higher grade because of the make-up of the raters. It is a feature of

the FYC environment that essays are graded by instructors with mixed

experience levels. At USF there are GTAs with far less experience than

other faculty members, and while it may be attested that rater experience is

a factor in rater judgements, the result in this FYC context contrasts with

much of the previous literature which has found that inexperienced raters are

actually more severe in their rating until they receive training to balance out
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their subjective views (e.g., Weigle, 1999). Equally, while previous research

has found that non-native writing has been consistently graded lower than

native writing (Huang & Foote, 2010), the FYC result obtained here seems to

indicate that rating behaviour is context sensitive.

The final study in the Element also added to understandings of the rela-

tionships between linguistic predictors and writing quality scores by carrying

out a qualitative analysis on high- and low-association measure scoring

dependencies. This analysis found connections between how high- and low-

association measure scoring dependencies were used to perform key FYC

rhetorical goals. This included how high-scoring MI nsubj and dobj depend-

encies were used to introduce the focus of essays and emphasise the goal of

compromising between stakeholders. For association measures with lower

odds of a grade increase, dependencies comprised of more frequent generic

words which were perhaps perceived by raters as being obvious ways of

creating meaning.

High scoring amod and nsubj diversity texts also showed evidence of

dependencies being used to perform particular rhetorical functions, including

setting out issues with the topic over time and critiquing the topic, referring to

sources as evidence, showing support for a particular stakeholder, capturing

the range of different positions/views held about the topic, and emphasising

the benefits of taking action/moving towards a compromise between

stakeholders.

The study also adds weight to previous phraseology grade work in that it also

finds that relationships between collocation and writing quality are not homo-

geneous but instead context specific, with other grading factors also playing

a role in final grade allocation alongside the use of collocations (e.g., in line with

Durrant & Brenchley, 2021).

Although the present study aligns with previous work in supporting the

MI and t-score measures, the respective dependencies that have been

illuminated are different. This Element also supports the diversity of

amod and nsubj dependencies as having greater odds of increasing grade

scores. However, there are several differences in the Element’s methods and

context that need to be acknowledged as potentially contributing to these

differences. One such difference is that the Element is based on dependency

types as opposed to the use of adjacent pairs which have been automatically

extracted in much of the previous literature (except for recent studies

such as Jiang et al., 2021 and Paquot, 2018, 2019, who also focus on

dependencies).

Another reason for different results lies in the types of texts analysed. In

previous studies, there has been a focus on second language proficiency
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where evaluations are concerned with whether or not students’ proficiency

is adequate enough for university study. This was the case in both Garner

et al.’s (2019, 2020) studies of the Korean placement test. The texts in this

Element are extended essays which have been drafted and reviewed by

instructors and peers. This type of writing differs from much of the

literature which has involved short, timed writing (e.g., Garner et al.’s

(2019, 2020) placement tests were timed as were the descriptive essays in

Bestgen and Granger (2014). Finally, Paquot’s (2018, 2019) work also

differs from the present context by focussing on coursework texts written

by postgraduate linguistics students who were evaluated under the CEFR

scale.

The FYC context also evaluates a broad range of rhetorical and curriculum

goals as opposed to the narrow focus on ESL courses that have been studied

before. These types of different foci have been highlighted by Lee (2019), who

notes that ESL courses cover how to write and place emphasis on explicit

language use, while FYC courses orient towards assessing multiple rhetorical

goals and favour implicit language use.

8.4 Implications for the FYC Programme at USF

Overall, the methods and studies in this Element have contributed to a wider

drive in the FYC literature to complement composition instruction with that of

language support. The Element promotes the use of advanced statistical tech-

niques to understand how aspects of collocation may contribute to grade

allocation and ultimately facilitate students’ task completion and achievement

of FYC programme goals. This Element supports the work of other scholars

who have stated that language support should be embedded into FYC student

learning, and more broadly FYC programme outcomes and frameworks (e.g.,

Aull, 2015, 2017, 2019; Eckstein & Ferris, 2018).

Our findings have implications for instruction and assessment on USF’s first-

year writing programme. Section 7’s follow-up qualitative analysis highlighted

how texts with high amod and nsubj diversity contained amod and nsubj

dependencies that were used to perform a number of rhetorical functions. The

connection between the association measure scores and their diverse use is

important for future research. Future research needs to look at how the high- and

low-scoring association measure combinations are being used to develop

a sense of high or low achievement in the FYC tasks. This kind of sustained

quantitative-qualitative examination would help identify how language is being

used to facilitate meeting task and wider FYC programme goals. To this end,

banks of authentic learner language may be invaluable for instructors as
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complementary aids that supplement the external ‘community comments’ that

already exist within the My Reviewers platform.

These authentic language examples would allow instructors to clearly con-

nect their process-oriented rhetorical instruction with examples of learner

language that show students how to navigate the tasks and demonstrate owner-

ship of their own texts. This dual approach means students receive both

composition instruction and academic language support. Students should be

supported to notice the wide array of language choices they have available to

them in conveying their intended meaning. They should also be encouraged to

make choices that are befitting of the tasks set.

8.5 Implications for Automated Scoring and Feedback Systems

The modelling work in this Element also has important implications for the

possible creation of automated scoring and feedback systems on large-scale

FYC programmes. There is clear opportunity to use the model equations our

work is based on to inform how predictive automated systems may be trained to

automatically score and give feedback on student texts (e.g., see Haberman &

Sinharay, 2010). The model has important implications for the training of

automated models of scoring and feedback which must balance of variables

that underlie the grading process. We have modelled the influence of individual

writer, task, and language status in this Element, and future training for models

should be encouraged to include these variables in their work. This would be

a valuable step towards modelling predictions with multiple variables in the

future.

8.6 Critical Reflections and Ways Forward

It is important to interpret the study’s findings with a degree of caution and

awareness of the caveats that apply to the research design. A first acknow-

ledgement is that the measurement of sophistication in the form of association

measures is limited by measuring sophistication using only association meas-

ures. In the future, studies might adopt a more multidimensional approach to

studying sophistication with more than one measure type. This may include

looking at lists of academic collocations (e.g., in a similar manner to Paquot

(2019)). The second study design decision that shapes the view of sophistica-

tion is the choice of reference corpus. While the choice of reference corpus

was register appropriate for learner writing, this limited the view of sophisti-

cation by only looking at combinations present in another specialised corpus

of writing, where size may have played a role in limiting the amount of

language we could look at. A different picture of sophistication may be
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presented when the reference corpus is general in nature (e.g., use of the BNC

or COCA) but it is still important to recognise that even in large general

corpora multi-word units like dependencies and collocations more broadly are

sometimes not found.

The study sample and our understanding of writers’ first language was

restricted by relying on complete responses from learners. This information

was gathered via a voluntary student survey, and this means that the inferences

we can draw from these learner variables are limited to having enough complete

information. Future modelling work with big data FYC repositories like this one

will need to be carried out with this issue of patchy data in mind. Although

mixed effects modelling has been promoted as a statistical technique that can

handle missing data, in the case of the FYC repository, there are cases where

absent data is the norm, and careful consideration in future work will be needed

to determine exactly the amount of missing data such modelling is able to

handle. As a field, this is an issue that learner corpus research is only starting

to explore and as a community it is an endeavour that should be pursued for the

foreseeable future in our work (e.g., in line with recommendations made by

Gries, 2015).

A further limitation relates to the exclusion of topic as a variable in the study.

Students are permitted to choose their own topics, meaning that inferences and

coding the variable for analysis depend on enough students choosing similar or

the same topics. As a result of the idiosyncratic topic choices, grouping topics

together was not possible. However, in the future the inclusion of topic as

a random variable may be possible in a larger FYC sampling frame.

It is also pertinent to reflect on the limitations and caveats that apply to

using cluster analysis. Although we took steps to show the validity of our

working, there are several caveats that readers should be aware of. We

choose a particular set of association measures, of which we accept are not

an exhaustive list, but are instead one that covers multiple measures that

have frequented linguistics research. Readers of other lines of word associ-

ation research may uncover other measures or ponder the placement of the

‘contextual measures’ that we omitted for their costly calculation and

infrequency in the literature we drew upon. Our clustering solution is also

based on making important pre-analyses choices: the decision to scale and

standardise the data to maximise the uniformity of the association measure

values, the decision to employ farthest neighbour clustering, and the deci-

sion to choose spearman correlations to calculate the distance matrix. We

made these decisions with reference to key statistical literature; however,

other analysts who make different decisions at these junctions will no doubt

obtain a slightly different clustering solution.
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Similarly, there are caveats for our modelling. We opted to use cumulative

links mixed effects modelling because of its ability to treat the dependent

variable of ‘Final_Grade’ as ordinal. This aligns with other educational

research (e.g., O’Connell, 2006). We hope that our approach here plays

a role in the modelling conversations that are currently taking place in the

movement of examining learner writing via these kinds of models because

there is still much to ponder about mixed effects modelling, particularly so

when managing unbalanced data sets such as the FYC one we encountered

(see also McCallum, 2019).

In this light, there are several other directions that future research should

be encouraged to pursue. One direction is the relationships between context-

specific measures of association. While the present study opted to focus on

computationally simple measures of association, there is scope for carrying

out further relationship-based work that looks at how mathematically com-

plex context measures may tap into different aspects of context and colloca-

tion properties (e.g., see Gries and Durrant’s (2021) support for KL

divergence as a viable candidate of study).

With respect to the context, this study represents one of the first collocation-

grade studies in FYC literature, and future replications of this work across other

FYC contexts would strengthen claims that instruction and assessment on these

programmes would benefit from being informed by (a) corpus linguistics

techniques and (b) EAP pedagogic methodologies that home in on language

as a central component of composing texts.

A penultimate direction is to acknowledge that these exploratory patterns

are obtained indirectly via corpus data and their interpretation is limited, if

only the corpus is used, to look at the rationale for such patterns. To this end,

our study should be viewed as a starting point for further qualitative explor-

ation of the construct of writing proficiency. The patterns and language

examples may be further used in psycholinguistics and interview-based

research to tap into why these language examples and patterns of positive

or negative relationship with writing quality scores may occur. This kind of

qualitative work would act as a natural complement to the statistical and

qualitative analyses carried out in this Element.

A final direction relates more broadly to the grading process. The mod-

elling process indicates that second language writers have higher odds of

a grade increase, and to some extent this quantitative heavy modelling also

supports the qualitative picture built up in previous grading studies (e.g.,

Huang & Foote, 2010). A qualitative follow-up study on this finding may

help illuminate potential trajectories of FYC rater unconscious bias.
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Overall, the modelling process has illuminated several statistical patterns that

should be further investigated qualitatively. This would provide a fine-grained

understanding of the relationship between collocations, dependencies, and

learner and contextual FYC programme variables. This is a highly viable

direction that future FYC work should be encouraged to take.
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