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CONJUGACY CLASSES AND NILPOTENT VARIETY 
OF A REDUCTIVE MONOID 

MOHAN S. PUTCHA 

ABSTRACT. We continue in this paper our study of conjugacy classes of a reductive 
monoid M. The main theorems establish a strong connection with the Bruhat-Renner 
decomposition of M. We use our results to decompose the variety Mn\\ of nilpotent ele­
ments of M into irreducible components. We also identify a class of nilpotent elements 
that we call standard and prove that the number of conjugacy classes of standard nilpo­
tent elements is always finite. 

Introduction. In the study of a reductive group G, the variety Guni- of unipotent 
elements plays an important role, cf. [1]. In particular, this variety is irreducible and 
has only finitely many conjugacy classes. We will study in this paper the variety Mn\\ 
of nilpotent elements in a reductive monoid M with zero. While the two varieties are 
isomorphic when M is the multiplicative monoid of a finite dimensional algebra, this 
is in general not true. In fact Mn]\ is usually a reducible variety. We will obtain in this 
paper a description of the irreducible components of Mn\\. We accomplish this by first 
refining our earlier results on conjugacy classes of M. The relevant affine subsets M{ey) 
are shown to generate the same conjugacy classes as the double B x B orbit BeyB. Next 
the order on these conjugacy classes is determined within the Renner monoid R. This 
yields a description of the irreducible components of Mn\\. 

The number of conjugacy classes of Mn\\ is usually infinite. In an earlier paper we 
showed that the number of conjugacy classes of rank 1 nilpotent elements is always 
finite. We generalize this result to standard (exponent = 1 + rank) nilpotent elements. 

1. Preliminaries. Let M be a reductive monoid over an algebraically closed field 
k, cf [6], [14]. We will assume that M has a zero 0. Let G denote the reductive unit group 
of M. The GxG orbits (= J/-classes) of M form a finite lattice U with order defined by: 

J\ <h if^i C J2. 

There is a cross-section A of idempotents ej,JE 11 so that 

ej^h = ej2eJx = eJ]rj2 forallJi,y2 € V. 

Then A(= 11) is called the cross-section lattice of M. It turns out that 

T = CC(A) = {g e G | ge = eg for all e e A} 
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is a maximal torus of G . l i T C A, then 

P = P(T) = {g G G I ge = ege for all e G F}, 

p - = p-(F) = {g e G | eg = ege for all e G F} 

are opposite parabolic subgroups of G relative to T. In particular B = P(A) and B~~ — 
P~(A) are opposite Borel subgroups of G relative to T. If X C M, then 

E(X) = {e<EX\e2 = e} 

is the idempotent set of X. Clearly E = E(M) is a partially ordered set if we define: 

e <f if ef=fe = e. 

Moreover, 
£(Af) = {x_1ex | x G G,e G A}. 

If dim 7 = n, then all maximal chains in A, E(M), E(f) have the same length, n. In 
particular this yields a ro?2/c function 

rk:M—>{0,...,w} 

such that 
rk(0) = 0, rk(l) = n. 

Let 

Amin = {eeA\ rk(e) = 1} 

Amax = {e£A\ rk(e) = n - 1} 

Let a G Af, rk(a) = /w. Then there is a smallest positive integer i such that rk(a') = 
rk(a/+1). Then a! lies in a subgroup of M and 

(1) rk(a) > rk(a2) > • • • > rk(a') = rk(a/_1). 

So rk(a') < rk(a) — t + 1. We will call a standard if, 

(2) rk(a,) = r k ( a ) - / + l 

We note that an element of rank < 1 is necessarily standard. An element a is nilpotent 
if aJ = 0 where f is as in (1). Then t is the exponent of a. Clearly then a is standard 
if rk(a) = t — 1. We note that in the case of the foil matrix monoid M„(k), a nilpotent 

' element a is standard if and only it has atmost one non-zero Jordan block. 
As usual let W = NG(T)/T denote the Weyl group of G with generating set S of 

simple reflections, length function / and Bruhat-Chevalley order <, cf. [1], [2]. Then by 
the Bruhat decomposition, 

G = U 5*5 
.v€ff 
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andforx,y E W, 
x < y 4=> BxB C ByB. 

If x E W, then we denote by x, a coset representative of NG(T). If I C S, then Wj — (I) 
is a (standard) parabolic subgroup of W and 

PI=BWIB, PJ =B~WjB~ 

are (standard) opposite parabolic subgroups of G with Levi decomposition 

Pi = L}UhPJ = LjUftL, = PjriPf. 

In particular 
B = 71/, 5~ - 71T, T=BnB~. 

IfKCI, then define A" < / if K is a union of some components of I with respect to the 
Coxeter graph structure of S. Clearly o is a transitive relation and for all J C S, 

K<I=>JnK<JCiI. 

For 7 C S, let 

D/ = { y G ^ | £(yw) = £(y) + £(w) for all w E *F/} 

DJX = {y e W I £(wy) = £(y) + l(w) for all w E W{\. 

Then by [ 1; Chapter 2], for ally E Dj\ 

(3) y ' (£ PI £/)j> £ B and ^ v " ' C UfB. 

Now W = D/Wj — WjDj]. Hence associated with x E ^ is a unique element of Dy] 

(and also of Dj). We will need to associate an element of Djl in a different way. For 
x,y E W, define: 

x = /7 if ^ * / ^ / . ) ; ~ V 0 • 

Clearly = j is an equivalence relation on W. We also note that 
(4) x = /wxw-1 if w E ^y 

x = iux ifu€ f] x' Wjx"1 

PROPOSITION 1.1. Letx E W. Then x = iyfor a uniquey E Dj\ Moreover t(y) < 
i(x). 

PROOF. Let 

(5) Xl=x = w\y\, w\ E Wu y\ £ DJ] 

x2 —y\w\ = w2>y2, W2 G W/, ^2 G DJ] 

X3 = ; ; 2w 2 = W3J/3, W3 E 0 / , 73 £ ^y"1 
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Now 

Xj+\ = yjwj = wJX(wjyj)Wj = wJ^xjWj. 

Hence by (4), 

( 6 ) x\ = [X2 = / x j = • •" • 

Also 
l(Xj+]) = £(yyW/) < ^ + £(Wy.) = l(Wjyj) = £(X/). 

Hence 
^ ( x , ) > £ ( x 2 ) > . . - . 

So for some N, 

l(xN) = £(XN+\) = ' " . 

Hence fory > N 
yjWj = wJ+lyJ+u i(yjWj) = £(yj) + £(wj). 

Sinceyj G Z^J-1, we see by the exchange condition [2; Theorem 5.8] that fory > N, 

yJ+\ = yjuj, uj G Wh l(yJ+i) = t(yj) + l(uj). 

In particular 

t(yN) < t(yN+\) < - - -

Hence there exists K > N such that 

yK =yK+\ = •-. 

So for/ > K, 
yKWj = Wj+\yK. 

So 

Hence 

/>o 

So by (4), (6) 
x = x\ =ixK = wKyK = /VA' G £>7l. 

Clearly £(y*) < l(xK) < t(x). 
Next we prove uniqueness. Lety,z G Djx such that y = /z. Then there exists 

WG ny^"'-
/>o 

Let wo = w and for z > 1, 
(7) w,- =7_1w/_iz = y~lwz' G HP/. 
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Now w\ = y~]wz and hence 

(8) wz=yw\. 

Since z £ Dy\ 

(9) 1(W) + l(z) = Hywx) < l(y) + l(w}). 

By (8), w~ly = w\z~]. Since j G JDj"1, 

(10) t(w) + liy) = l(wxz-1) < t(z) + £(w,). 

Adding (9), (10), we see that l(w) < l(wi). Thus by (7), 

(11) £(w)< £(Wl)<£(w2)< •••. 

lfN= |FF|,thenby(7),wjV = w.Henceby (11), £(w) = *(wi).By(9),(10),£(y) = £(z). 
Since y, z G D7', we see by (8) and the exchange condition that y = z. ES 

Let/ C 5. Then for al lJ C S, 

DT]c(D7]nDj)Wj. 

Hence for all y G Djx, we see by [1; Theorem 2.7.4] that 

(12) WjHy Wjy~l is a standard parabolic subgroup. 

Hence 

Wi<T\yWiy-x = Wh, /, CI 

WInyWhy~x = Wh, 7 2 C / , 

WjnyWl2y-] = Wh9 I3QI2 

LeiK--=K0<iLThmby(l2\ 

WjnyWKoy-1 = WKl9 # , < / , 

Wj r\yWK]y-] = WK2, K2 <I2 

D]{K) = {ye DJ] I y G DKj for ally > 0}. 

D7*(0) = DJ\ £>,*(/) = DjHDY1. 

Let 

(13) 

We note that 

(14) 
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COROLLARY 1.2. Let y E D*{K), z E WK, yz = / / E Djx. Then l(y') > £(y). If 
l(y) = Uyf), theny^y'. 

PROOF. Let X0 = K and for / > 0 

\ k 

Then 

(15) Xi<XiUXj,Xj<XiUXj for i^j. 

Let 
X = X0UXiU'--=KoUKiUK2U---. 

Now for / > 0, 
Wir\yWx.y~x C PF/ny)^:^ - 1 C WKi+l C ^ . 

Hence by (15), 

(16) WjDyWxy-1 CWX. 

Since _y E Dx, 

(17) £(yv) = £(y) + ^(v) for all v E Wx. 

Nov/ we apply the algorithm (5) in Proposition 1.1 to yz, along with the exchange con­
dition and (17) to obtain: 

yz = v{yzu vi E Wh z\ E WKi yzx EDJ1. 

Thenvi = y{zz\x)y~x E «^by (16). So 

yZxV = V2̂ Z2, V2 E 07, Z2 E 0>9 J>*2 e ^ 7 ] . 

Thenv2 =y(z!viz^1)j;~1 E ^ by (17). Continuing, 

j/z/V/ = v/+i^z/+i, v/+i E ^7, z,+i E J^r, yzi+\ ZDJ -

Then as in Proposition 1.1, for some /, yz = /j/zy- E Djx, zj E J^r- By (17), /(yzy) = 
l(y) + £(zy). This completes the proof. • 

THE RENNER MONOID R = NG(T)/ T. This is a finite inverse monoid with unit group 
W and idempotent set E(T). Moreover 

R = 07W, £(f) = (J jr 'Ajt . 

By [12], the Bruhat decomposition for G can be extended to Mas: 

(18) M= [_\BrB 
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If r C E(T), let 
W(T) = {x G W I xe == ex for all e G T}. 

Let e G A. Then 

(19) W(e) = W} for some I = \(e) C S 

We = {x £ W\xe = ex = e} = WK for some K<\I. 

Also let 

(20) D(e) = Dh D*(e) = D*(K), De = DK. 

Then by (14), 

D*(e) = D(e)nD(e)~l if e G Amin 

D*(e) = D(er 1 ifeGAmax . 

We note that Jf(e) is the Weyl group of L(e) = Q;(e) and J^ is Weyl group of Ge where 

Ge = {g G G | ge = e = eg}c. 

If re WeW, then 
r = xey, x G De, y G D(e)~l. 

This is the standard form of r. Let rj = xey, r2 = sft in standard form. Define 

(21) r\<r2 ife<f9 x<sw,w~lt<y for some w G W(f)We. 

Then by [4], 

(22) rx < r2 <=> Brj B C Br2£. 

Let e , / G A, j ; G £>(e)_1. Then 

i J e ^ " 1 = eCB{e)yfy-x 

= eyy-lCB(e)yjy-] 

CeyBJy~\ by (3) 

C eyfBy-1 

= eyfy~x -yBy-]. 

It follows that if h — e • j^y - 1 , then Bh = hBh. So A G A. Thus we have the following 
analogue of (12): 

(23) e • yfy~] G A for all ej G A, 7 G £>(<?)"'. 

The monoid analogue of the Coxeter-Dynkin diagram is the type map A: A —> 25 

where A is as in (19). A along with the Tits building determines the (biordered set) E(M), 
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cf [9]. The determination of all possible type maps remains an important open prob­
lem. However the problem has been solved in [9] when |Amjn| = 1. These are called 
J-irreducible monoids of type / where X(e) = I, Am-m = {e}. Such monoids arise as the 
lined closures of irreducible representations of a semisimple groups. For J/-irreducible 
monoids of type /, A has the following description. Let 

(24) A/ = {ex \XCS, no component of Xis contained in /} U {0}. 

Define ex < eY if X C Y and let 

Xj(ex) =XU{aeI\a/3 = (3a for all /J G X}. 

Then A, ^ A. 

2. Conjugacy classes. Let a,b G M. Then a is conjugate to b (a ~ b) if b = cf = 
x"1 ax for some x G G. If X, 7 C M , then we write X ~ 7 to mean that every element of 
X is conjugate to an element of Y and every element of Y is conjugate to an element of X. 
We will further refine here our earlier results on conjugacy classes [7], [8], while at the 
same time finding some surprising connections with the Bruhat-Renner decomposition 
(18). 

LEMMA 2.1. Lety e D{e)~\ H = CG(e? \ z G (y)). Then for all b G CB(e), h G H, 
ebhy <^> eh'y for some h' G H. 

PROOF. Let L = CG(e). Then by (3), 

(25) y-\UnL)yQ U=(UnL)Uh 

Let VQ = 1 and for i > 1, 

i-\ 

vt = ny^n iFn^U/ r c UDL 
j=0 

V= f\y\UC\L)y-'1 QH. 
/>o 

UN = | W\, then clearly Vt = 1 for i > N. Let 

UJ=VJ-.'V0, y > 0 . 

Then since [/ is a product of root subgroups in any order, we see by (25) that UHL = 
C/^F.Also 

j - ' V ^ C Uh y~{ Vi+ly C K, for i > 1. 

So 

(26) y-]Ui+lyQUjUh i > 0. 

Now 
6/i G (UDL)TH= UNVTH= UNH. 
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So 
bh = u\h\ for some u\ E UN, h\ E H. 

Suppose u\ E C//+i, / > 0. Then 

eu\h\y = ey -y~]ii\h\y ~ y~]u\h\y • ey 

= y~luiy-y~]hiyey. 

By (26), y~lu\y = vu2 for some v E £//, w2 € ^/- Also /z2 = y"~1/zi.y E # . So 

eZ?/zy ~ vu^hiey = veu2h2y = eu2h2y-

Hence by induction efr/zy ^ e/z'y for some h' € H. m 
Let e G A and let D(e),D*(e) be as in (20). Let j ; E D(e)~\ H = Q^e* | z E (y)). 

Define 

M(ey) == efty 

G(ey) = H / UK 

where 
H^ihGHlhe2 = eh = e2}. 

Clearly j yields a natural map and automorphism, 

(27) £: Af(ey) -+ G(ey), a E Aut G(ey) 

where i{ehy) is the coset of h and cr(/z) = j / z j - 1 . If a, fr E G(ey), then a is a-conjugate 
to 5 if gacr(g)-1 = Z? for some g E G(ey). Let 

M(ey)=[Jg-M(ey).g-1. 

THEOREM 2.2. Let e E A. 77zetf 
(i) Ify£D(e)-\then 

M(ey)= \Jg-BeyB-g-' 
g€G 

(ii) GeG is the disjoint union: 

GeG= U M(ey). 
v€D*(e) 

(Hi) Ify E D(^)-1, fl,fc E M(ey), then a ~ b in M if and only if £(#), £(b) are 
a-conjugate in G(ey)f where £, a are as in (27). 

PROOF, (i) Let H = Ccie2 \ z E (y)). Then y yields an automorphism aofH given 
by; a(h) = yhy~l. Then by (3), a{BC\H) = BHH. So if A E i/, then by [15; Lemma 7.3], 
there exists g E Hsuch that gha(g)~l eBHH. Hence 

ehy ~ g • £/?y • g~] = egha(g)~]y E e(# Pi #)y C 5ey^. 
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Also BeyB ~ Bey = eCg(e)y. Combined with Lemma 2.1, we see that M(ey) ~ iteyi?. 
(ii) Let / = X(e). If x E fT, then by Proposition 1.1, x = />> for some;; E £>(e)~!, /(y) < 

l(x). Hence by [8; Theorem 2.1, 2.6], every element of GeG is conjugate to an element 
of M(ey) for some;; E £>(e)-1. Moreover ify\,y2 E ^(^) _ 1 , then M(eyx) ~ M(ey2) if 
and only if for some JC E W, ey\ ~ ex in R and x = jy2. In such a case, write >>i ra j ; 2 . 
IfjVi 9̂  72, then by [8], no element of M(ey\) is conjugate to an element of M(ey2). We 
can assume that l(y) is minimum in the ra-class ofy. Then if ey ~ ey\ y' E D(e)~l, then 
£(/) > ^0). We claim thatj E D*(e). Suppose 7 = / z " 1 , l(y) = i(yf) + £(z) > t(y), 

z£ W(e,...,ey~)r\We}.-i. 

Then in R, 

(28) ey' = eyz ~ zey = ezy = ey - zy ~ zy - ey = • • • ~ z^ • ey = ey. 

This contradiction shows that;; E D*(e). Next let^1,72 E D*(e) such that71 ra j ; 2 - Let 

^(yi) > ^O^)- Then by [8; Theorem 2.6] and (4), there exists z € We such that zy{ = 772. 
S071Z = /72. By Proposition 1.1 and Corollary 1.2,71 = y2. This proves (ii). 

(iii) This is proved in [7; Theorem 2.4]. @ 
Let < denote the transitive relation on R generated by: 
1. If n < r2, then r\ < r2. 
2. Ify E D(e)~\ x E W, then eyx < xey. Let 

R* = {ey\ee Ky e D*(e)}. 

THEOREM 2.3. (i) < is a partial order on R*. 
(ii) M is the disjoint union: 

M = [J M(r). 
reR* 

(iii) Ifr\, r2 E R*, then 

M{rx) C Af(r2) <=> n r< r2. 

(iv) Ifr E iT, r/ze« Wr) = l _ W M r ' ) -

PROOF, (ii) This follows from Theorem 2.2. 

(iii) For r E R, let 

*W = US'Br^ .g - 1 . 

If r E ii*, then by Theorem 2.2, X(r) = M(r). For r £ R,G acts onX(r) by conjugation 
and i? stabilizes Br B under this action. Since G/B is a projective variety, it follows that 

(29) W)= {Jg-WB-g-l= \JX(/). 
gEG iJ<r 
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Let e £ A, y £ D{e)~\ x £ W. Let L = CG(e). Then 

BeyxB ~ Beyx = e(B D L)yx ~ xe(B D L)y 

= xeyy-l(BnL)y 

C xeyB, by (3) 

C BxeyB. 

Hence 

(30) X(eyx) C X(xey) for y £ D(e)~\ x £ W. 

Also 
BxeyB ~ eyBx 

C (J tfeyx'tf, by [13; Theorem 1.4]. 
.Y'<A-

Hence 

(31) X(xey) C |J X(eyx') forj; £ D(e)~ \ x £ W. 
x'<x 

Note also that 
eyx' < x'ey < xey for y £ D(e)~l, x' < x. 

By (20), (30), for all f\r' £R, 

r' <r=> X{r') C X{r). 

Now let e £A,x £ D*(e), r £ R* such thatX^x) C I(r) . Then by (29), (30), (31), 
there exists x\ £ W such that ex\ < r and ex £ X{ex\). Choose x\ such that l(x\) is 
minimum. Then applying the algorithm (5) in Proposition 1.1 and using (30), (31) and 
the minimality of l(x\), we see that ex £X(evy) for some y £ D(e)~\ v £ W(ea\a £ (y)) 
such that evy < ex\ and l(vy) = l(x\). Now 

BevyB ~ Bevy = eCB(e)vy. 

By Lemma 2.1, it follows that ex is conjugate to an element of M(ey) C X{ey). Also 
ey < vey = evy < r. Hence l(y) = l(x\). We claim that y £ D*(e). Otherwise;; = y\z~\ 
t(y)=l(y\) + l(z)>t(y])9 

z£ W(e,...,ev~)r\Wer-i. 

Thenjj £ D(e)~l and 

ey\ = ey • z •< zey = ezy = ey • zy < zy • ey — • • • < zyi • ey = ey. 

Hence ey\ < ey. Also by (28), ey ~ ey\ in R. By [8; Theorem 2.6], M(ey) ~ M(ey{) C 
X(ey\). Hence ex £ X(ey\% ey] •< r, £(y\) < £{x\). This contradiction shows thaty £ 
D*(e). By Theorem 2.2 (ii), x = y. Hence ex < r, proving (ii). 
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(iv) This follows from the proof of (iii). 
(i) Let rur2 E R* such that r{ < r2 < r,. Then M(rx) = M(r2). Since this is an 

irreducible variety, there exist non-empty open subsets 0\, 02 such that 0\ C M(r\) and 
0 2 C M(r2). In particular M(/*i) DM(r2) 7̂  0. By Theorem 2.2, n = r2. This completes 
the proof m 

EXAMPLE 2.4. ^ is not a partial order on /?. If M = M3(k), then 

/0 0 1\ /0 1 0\ /0 0 1\ 
0 0 0 < 0 0 O M 0 0 0 . 
\0 0 0/ \0 0 0/ \0 0 0/ 

Let e E A, y e D(e)~l. Then by (23), e • yey~] e A. So again by (23), 

e-yey"1 -y2ey~] = e • y(e • yey~l)y~l e A. 

Continuing, we see that 

f= e-yey"1 -y2ey~2 • • -f^ey1-" E A 

where iV = | ^ | . Hence ( ^ - ftp =f. So 

(32) (eyf E A for all y E D(e)-1. 

In particular 
v E ^/-, eyeMf={aeM\ af =fa =f}c. 

So ey is a. nilpotent element of R(Mf) and the study of conjugacy within M(ey) reduces to 
studying conjugacy within CG(G/) and conjugacy within Mf(eY). See [5; Theorem 4.1]. 
We note that every element of Mf{ey) is nilpotent in Mf. We are therefore naturally led 
to studying nilpotent elements in reductive monoids. 

3. Nilpotent variety. While the variety Guni of unipotent elements in a reductive 
group G is always irreducible, the variety Mn\\ of nilpotent elements in a reductive monoid 
M is usually not irreducible. We will use the results of the previous section to decompose 
Mnii into irreducible components. Let i?*H denote the set of nilpotent elements in R*. 

THEOREM 3.1. (i) Let e e A, e ^ 0, y E D*(e). Then ey E R*iX if and only if 
y i W(f)for allf E Amin withf < e 

(ii) Mnii is the disjoint union: 

Mm = U M(r). 

(iii) The irreducible components ofMnl\ are M(r) where r is a maximal element of 
i?*n with respect to the partial order <. 

PROOF, (i) Suppose ey is not nilpotent. Then by (32), there exists/ E Amin such 
that eyf =fey = / . This implies that/ < e and7 E W(f). Conversely suppose/ E Amin, 
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f < e such that y G W(f). Then eyf = efy = .#. So (ey)/ = ^V for all z. So ey is not 
nilpotent. 

(ii) It is easy to see that M(r) has a nilpotent element if and only if r is nilpotent in R. 
In this case every element of M{r) is nilpotent. Hence (ii) follows from Theorem 2.3. 

(iii) This follows from Theorem 2.3 since each M(r) is irreducible. m 
We will now apply Theorem 3.1 to two special cases. By a canonical monoid on G, 

we mean a ^-irreducible monoid of type 0. Such monoids are obtained by taking the 
lined closure of an irreducible representation of a semisimple group with the highest 
weight being in the interior of the Weyl chamber. They are also related to the canonical 
compactiflcation of a reductive group. We refer to [10] for details. In the case of SL/7(A:) 
such a monoid is obtained by taking the lined closure of the representation: 

A-^.^iN A. 

We will also consider the dual canonical monoid (see [11]) where the cross section lattice 
of the canonical monoid is turned upside down. For SL,7(&) such a monoid is obtained by 
taking the lined closure of the representation: 

A->®iN A. 

THEOREM 3.2. (i) Let M be a canonical monoid with Amax = {fa \ a G S}, where 

X(fa) — S \ {a}. Then Mn\\ has \S\ irreducible components: M{faa)y a £.S. 

(ii) Let M be a dual canonical monoid with Amax = {e}. IfS has t components, then 

Mn\\ has 2'5 '_/ irreducible components: M(ey) where y is a Coxeter element of W of length 

14 
PROOF, (i) Now 

A = fe|IC5}U{0} 

with \{ex) = X. For a G S9 let/a = ex where X = S \ {a}. Let X C S, exy G R*ni]. 
Thenj); starts with a ^X.So exy <fa&- By Theorem 3.1 (ii), faa G i?*n- The result now 
follows from Theorem 3.1 (iii). 

(ii) Now 
A = {\}U{ex\XCS} 

with 0 = es and Amax = {e0}. Let e = e0. Let X C S, X ^ S. Then W(ex) = Wey = Wx. 
Let exy G R^. By Theorem 3.1(ii), y fi WY for any proper subset Y of S containing X. 
Thus y involves each a G S\X. Thus y > z for some Coxeter elements of Ws\x of length 
\S \ X\. Let v be a Coxeter element of Wx of length \X\. Then vz is a Coxeter element 
of W of length \S\. Since v G Wex, exy < exz < evz. Since W(e) = 1, < = < on eW. 
Also if x G W is a Coxeter element of length |5|, then by Theorem 3.1(i), ex G 7?*n. It 
is a consequence of induction and the exchange condition that the number of Coxeter 
element of length |5| is 2^~{. This completes the proof. m 

EXAMPLE 3.3. Let 

M={A®B\A,B e M4(K\AfB = BA* is a scalar matrix}. 
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Then S = {a — (3 — 7} and M is a ^-irreducible monoid of type {/?}. Hence 

Amax = {e\,e2,e3}, \{ex) = {a,/?}, A(e2) = {a, 7}, X(e3) = {/3,7>. 

The maximal elements with respect to < as well as ^ of /?*n are: 

{ei7,e2/3a,e2i87^3^}. 

Correspondingly the irreducible components of Mnii are: 

M(ei7), M(e2pa), M(e2pV), M(e3a). 

CONJECTURE 3.4. The maximal element ofR*{] with respect to < are also the max­
imal element ofR*i} with respect to ;< 

4. Finiteness. We study in this section the problem of when the number of conju-
gacy classes within M(ey) is finite. 

THEOREM 4.1. Let e G Ky E £>(e)-! • Then the following conditions are equivalent: 
(i) M{ey) has finitely many conjugacy classes. 

(ii) M{ey) is a single conjugacy class. 
(Hi) G{ey) is a torus and for allf E E{f) withf =ffe U2e{y) ^V-

In this case ey is nilpotent. 

PROOF, (i) => (hi). Let a denote the automorphism of G(ey) associated with y. By 
Theorem 2.2, G(ey) has finitely many cr-conjugacy classes. So for some x E G(ey), the 
(j-conjugacy class of x is dense in G(ey). Let 9 denote the automorphism of G{ey) given 
by: 9(g) = xa(g)x~l. So the map: 

g-gO(g)-{=gxa(g)-l-x-1 

from G(ey) to G(ey) is dominant. By [15; 10.2], 

G(ey)e = {g£G(ey)\9(g) = g} 

is finite. By [15; Corollary 10.12], G(ey) is solvable. Since G(ey) is reductive it follows 
that G(ey) = V is a torus. So 

r = T/T{, rx = n Te=. 

Hence a = 9 and T'a is finite. Now le t / E (£(f) such that/^ = / . Le t / + 1 = 1, 

T2 = {t-?---tf \t€Tf}. 

Then T2 is a torus and/ E f2- Clearly the image of T2 in T; is contained in T'a. Since T'a 

is finite, r2 C Tx. S o / E fi. In particular 0 E fi. This implies that nzG(v) e2 = 0 and 
hence ey is nilpotent. 
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(iii)=>(ii). Le t / + 1 = 1, 

r, = {t.?---/ \ter}. 

Then T\ is a torus, 0 e t\. Let 

T2=[t.?..Y\te n ^ - l 
1 *e<y) J 

Then £(f,) = £(f2), T2 C r, . Hence Tx = r2. So for all * e G(^) a , f+] = 1. 
Hence G(ey)a is finite. By [15; Theorem 10.1], the a-conjugacy class of 1 is G(ea). By 
Theorem 2.2, M(ey) is a single conjugacy class. 

(ii) =$ (i). This is obvious. ® 

REMARK 4.2. Since G(ey) is a reductive group, we see that G(ey) = 1 if and only if 

Finally we generalize our earlier result [5; Theorem 4.8] on rank 1 nilpotent elements. 

THEOREM 4.3. The number of conjugacy classes of standard nilpotent elements in 
M is finite and is equal to the number of standard nilpotent elements in R*. 

PROOF. Let e E A, y E D(ef. Then clearly an element of M(ey) is standard nilpotent 
if and only if ey is standard nilpotent in R. Let ey be standard nilpotent of rank p. Then 
rk((eyy) = p - / + l . L e t 

d = e • yey~x • • • / ey~\ i = 0,...,p. 

Then (ey)/+1 = ety\ i = 0, . . . ,p. Hence rk(e,) =p-i and 

e = eo > ^i > * • • > eP = 0. 

Let T\ ~ nze(y) ^ - Then Te C Tj and e 0 , . . . , ep £ f. Hence we have a maximal chain 
of E(T) contained in f , . Hence dim Ti = dim 7. So J" = T{. By Remark 4.2, G(ey) = 1. 
We are now done by Theorem 2.3. • 
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