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ABSTRACT

The aim of the present paper is to derive effective discrepancy estimates for the dis-
tribution of rational points on general semisimple algebraic group varieties, in general
families of subsets and at arbitrarily small scales. We establish mean-square, almost sure
and uniform estimates for the discrepancy with explicit error bounds. We also prove an
analogue of W. Schmidt’s theorem, which establishes effective almost sure asymptotic
counting of rational solutions to Diophantine inequalities in the Euclidean space. We
formulate and prove a version of it for rational points on the group variety, with an
effective bound which in some instances can be expected to be the best possible.

1. Introduction

Our goal is to analyze the discrepancy of distribution for rational points on certain homogeneous
algebraic varieties; that is, the behavior of the counting function for the number of rational
solutions of Diophantine inequalities. The most classical setting for this problem is that of rational
points in Euclidean spaces, and let us begin by recalling some of the most basic results. For vectors
z € R?, one considers the inequality

|z = p/dllee < ¥(g), with (p,q) € Z? x N, (1.1)

where || - ||oo denotes the maximum norm on R? and % : (0,00) — (0,1) is a non-increasing
function. According to Khinchin’s theorem, the inequality (1.1) has infinitely many solutions for
almost all z € R? if and only if

> qM(g)t =

q=1
This result raises the problem of estimating the number of solutions for the inequality (1.1)
satisfying a specified bound on the denominators, namely analyzing the counting function
Nr(z) == |{(p,q) € Z% x N: 1 < ¢ < T and (1.1) holds}|.

The study of this question lead to a major quantitative refinement of Khinchin’s theorem that was
established in full generality by Schmidt [Sch60] (see also [Erd59, LeV59] for previous results).
It is natural to embed the set Q¢ as a lattice subgroup in the space A%, where A denotes the
rational adéles. Then Np(z) can be interpreted as the number of lattice points contained in
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the corresponding domains of A%, Therefore, one expects that Np(z) is approximated by the
following volume sum

Vpi= > vol(B(x,v(q))g" = > (2v(9))%",

1<¢<T 1<q<T

where B(z,€) := {y € R?: ||z — y||oo < €}. Indeed, Schmidt [Sch60] proved that when Vi — oo,
for every 6 > 1/2,

Nr(x) = Vp 4+ O,9(VE) for ae. x € R (1.2)

The natural problem of proving analogues of Khinchin’s and Schmidt’s theorems for rational
points on homogeneous algebraic varieties, and in particular on algebraic groups, was raised by
Lang [Lan65, p. 189].

In previous work [GGN14], an analogue of Khinchin’s theorem for rational points on semisim-
ple group varieties was established. The first main goal of the present paper is to establish an
analogue of Schmidt’s asymptotic formula (1.2) in this setting. The second main goal is to study
systematically the discrepancy of distribution for rational points on general semisimple group
varieties.

We now turn to presenting the results in the simplest case: for simply connected groups
defined and almost-simple over Q.

1.1 An analogue of Schmidt’s theorem for group varieties
Let G C GL,, be a linear algebraic group defined over Q. For a set of primes S, we denote by Zg
the ring of rational numbers which are integral for every p ¢ S (also called S-integers), namely
whose reduced denominator is divisible only by p*, k >0, p € S. We consider the group G(Zsg)
consisting of matrices whose entries belong to the ring Zg. The compact open ring of p-adic
integers in Q, will be denoted 2]0, and G(zp) denotes the group of 2p—p0ints in G(Qy).

It is natural to order the rational points in G(Zg) with respect to the height function

Hy(r):= [ max(L|rllp) = [] max(1,|Ir],) for r € G(Zs), (1.3)
p-prime peS
where || - ||, denotes the p-adic norm on the matrix space Mat,(Q,). For z € G(R) and a
parameter b > 0, we consider the inequality
|2 —rlloo < Hy(r)™", with r € G(Zg). (1.4)

In previous works [GGN13, GGN14], the existence of solutions of (1.4) when G is a connected
semisimple algebraic group was investigated. In particular, when G is almost-simple, simply
connected and isotropic over S, namely G(Qp) is non-compact for some p € S, the following
was proved. There exist explicit positive exponents by (S) > bo(S) such that for b < b1(S5), the
inequality (1.4) has infinitely many solutions for almost all x € G(R), and for b < by(S), the
inequality (1.4) has infinitely many solutions for all z € G(R). In [GGN22] an asymptotic formula
for the number of solutions of the inequality (1.4) was established, for all x € G(R) and every
b < bQ(S )

We now turn to stating (an instance of) our first main result, namely an asymptotic formula
analogous to the classical estimate (1.2). Instead of working with (1.4), it will be more convenient
to work with an equivalent inequality defined in terms of a fixed right-invariant Riemannian
metric p on G(R). For a parameter b > 0, we consider the inequality

p(z,r) <Hp(r)™°, with r € G(Zg). (1.5)
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As will be shown in Lemma 2.9 below, in a ball of fixed radius R centered at a point x, the
distances in (1.4) and (1.5) are comparable up to a multiplicative constants (depending on R).
We define

Np(x) = [{r € G(Zs) : 1 <Hy(r) <T and (1.5) holds}|. (1.6)

Note that this counting function is analogous to that appearing in (1.2), when the gauge function
used is given by 1y, (q) = 1/¢°.

We will show that as in (1.2) this counting function can be approximated by a suitable adelic
volume. We denote by Gg the restricted direct product of the groups G(Qy), p € S, with respect
to the compact open subgroups G(ip).

The definition of the height function (1.3) extends to the group Gg as

Hy(g) == H max(1, |lgpllp) for g = (gp)pes € Gs. (L.7)
peS

The diagonal embedding G(Zg) — G(R) x Gg realizes G(Zg) as lattice subgroup in the product
G(R) x Gg. We fix Haar measures mo, and mg on the groups G(R) and Gg, respectively, such
that the subgroup G(Zg) has covolume one in G(R) x G'g with respect to ms, X mg. We consider
the volume sum:

V= Yy moo(Blz, h™"))ms(Es(h)),
1<h<T

where

B(z,e) :={y € G(R) : p(y,x) < e} and Xg(h):={g€ Gs: H¢(g) = h}.

We note that because of invariance of the distance p and Haar measure mqo, this sum is indepen-
dent of z. The sets X g(h) are the height spheres on the group Gg, and they constitute compact
open subsets of Gg (and can be empty, a possibility that can certainly occur for certain values
of h).

With this notation, we prove the following analogue of Schmidt’s result (1.2).

THEOREM 1.1. Let G be a connected simply connected Q-almost simple linear algebraic group
defined over Q, and let S be a finite set of primes such that G is isotropic for all p € S. Then
there exists explicit by = by(S) > 0 such that for every parameter b € (0, by),

INT = Vil o) <s.@ Vi

with explicit § = 6(S,b) € (0,1) and an arbitrary bounded measurable subset @ of G(R).
Moreover, for every ¢’ € (6,1),

Nr(x)=Vr+ OS,Lg/(Vf«)/) for almost every z € G(R).

We note that in Theorem 1.1 we require the assumption that G is isotropic (namely G(Q,) is
non-compact) for every p € S. Our other results below will be proved under the weaker condition
that G is isotropic for at least one p € S.

Theorem 1.1 will be proved in §3 (see Theorem 3.2 and Corollary 3.3). We show that the
parameters by and 6 can be estimated explicitly in terms of the integrability exponents (see
(2.1)-(2.2) and (2.3) below) of the relevant automorphic representations. Moreover, when the
automorphic representations are known to be tempered and G is unramified over S, Theorem 1.1
holds with by being the divergence exponent of the sum Vp and 0 = 1/2 + n for every n >0
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(see Corollary 3.4). Hence, in this situation, we obtain the estimate: for every n > 0,
Nr(z) =V 4+ Ogzq (V%/Hn) for a.e. z € G(R).

We note that in this case, the exponent of the error estimate of Ny is the square root of the
main term. Thus, it is of the same quality as Schmidt’s theorem stated in (1.2) above, and can
be expected to be best possible. We refer to § 3.2 for further discussion.

1.2 Strong approximation and discrepancy bounds

Let G C GL, be a connected Q-almost-simple linear algebraic group defined over Q. In order
to render our introduction more transparent, in the present section we assume that G is simply
connected, and defer for later a discussion of the general case. Then it is known that G satisfies
the strong approximation property [PR94, §7.4]. This property implies that for every set S of
primes such that G is isotropic over @, for some p € S, the diagonal embedding

G(Zs) — G(R) x I%,  where % := [ [ G(Z,),
p¢S

is dense.
For a measurable subset £ of G(R) and x € G(R), we set

E(x):= Ex.

We will analyze the distribution of the rational points G(Zg) in the subsets E(x) x W, where W
are compact open subsets of Z%. We fix the invariant probability measure m® on Z°. In addition,
we recall that mg denotes the Haar measure on Gg, and ms, denotes the Haar measure on G(R),
which are normalized, so that G(Zg) has covolume one in G(R) x Gg. We set

Rs(h) == {v € G(Zs) : Hy(7y) < h},
Bg(h) :={g9 € Gs: Hf(g) <h} and wvg(h):=mg(Bs(h)).

We will be interested in estimating the cardinality |Rgs(h) N (E(x) x W)|. However, this cardi-
nality might be infinite (for instance, when E contains a coset of the group G(Z)). To address
this issue, we define

N(E) := {7 € G(Z) : moo(EN7E) > 0}],

and assume that N (F) < oco. For example, if F is bounded, this is always the case. We note
that the assumption N'(F) < co does not imply that |[Rgs(h) N (E(x) x W)| < oo for all . For
example, if my(F) =0 and E contains G(Z), then N'(E) = 0 and the intersection is infinite for
x = e, but nevertheless is empty for almost every x. In general, finiteness of N (F) will allow us
to control the L2-norm of this cardinality, as a function of (almost every) z.
We define the discrepancy of the rational points G(Zg) as
D(Rs(h), B(z) x W) i= | TS OE@ X W)L s ). (1.8)
vs(h)

Remarkably, we show that the discrepancy can be estimated for general measurable domains E
of finite measure, as follows.

THEOREM 1.2. Let G be a connected simply connected Q-almost-simple linear algebraic group
defined over Q, and let S be a set of primes such that G is isotropic for some p € S. Then there
exists £s(G) > 0 such that for every measurable subset E of G(R) with finite measure satisfying
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N(E) < oo, for every compact open subset W of I°, and for every n > 0,
ID(Rs(h), E() x W)l 12(q) 5.0 N(E)2mog(B)'? m® (W) vg(h) 4@+
for every bounded measurable subset @) of G(R).

Remark 1.3. — The degenerate case of our theorem with ms(E) =0 says that under this
assumption |G(Zg) N (E(x) x W)| =0 for almost all . This is also easy to check directly.
When N (FE) = 0, we also have mq(E) = 0.

— The discrepancy D(Rg(h), E(z) x W) might be infinite for some z. The theorem only gives
an L?-bound on the discrepancy.

— The spectral exponent £5(G) will be given an explicit form in our discussion of the proof of
Theorem 1.2 in §4.

Using the L2-bound established in Theorem 1.2, we also deduce an almost sure estimate on
the discrepancy.

THEOREM 1.4. With notation as in Theorem 1.2, for every 0 < ¢ < £5(G), and for almost every
x € G(R), and for every n > 0,

D(Rs(h), E(x) x W) <5 5wty (logvs(h))*/* us(h) ™"
Remark 1.5. We note that when mq,(E) = 0, Theorem 1.4 provides the almost sure upper bound
|Rs(h) N (E(z) x W)| <s,5.Waty (logvs(h))¥ > ug(h)

for the number of rational points of height bounded by h in E satisfying the congruence con-
straints defined by W. Therefore, it amounts to a general non-concentration phenomenon for
rational points. As an example, ¥ C G can be any smoothly embedded submanifold of positive
co-dimension satisfying N'(E) < cc.

Clearly, one has to impose additional assumptions on the sets E to expect an estimate for
the discrepancy D(Rg(h), E(x) x W) that is valid for all z. Indeed, when the sets E satisfy a
suitable regularity property, we establish such a pointwise bound, as follows.

We say that a measurable subset E of G(R) is right-stable if for some €y > 0

Moo EF\E.) < € for every e € (0, ), (RS)
where
Ef :=EB(e,e) and E. :={z € G(R): zB(e,e) C E}.

Remark 1.6. The definition of right-stability is motivated by the notion of well-roundedness
from [GN12], but is considerably more general. Note that many sets of measure zero (including
finite sets) are right-stable. These include, for example, the intersection of smoothly embedded
positive-codimension submanifolds of G' with a norm ball.

Our pointwise error estimate will now depend on the dimension d := dimg(G(R)).

THEOREM 1.7. Let G be a connected simply connected Q-almost-simple linear algebraic group
defined over Q, and let S be a set of primes such that G is isotropic for some p € S. Let E be a
right-stable finite-measure subset of G(R) satisfying N'(E}) < oo, and W compact open subset
of I%. Then for every x € G(R) and 0 < ¢ < £5(G)

[R(h) 0 (B() x W)| = oo (B)m (W)os(h)
+ Og, 5 p,p(m (W) dFD/d+2) 4 () 128/ (d+2)),

840

https://doi.org/10.1112/S0010437X23007716 Published online by Cambridge University Press


https://doi.org/10.1112/S0010437X23007716

EXPLICIT DISCREPANCY ESTIMATES

provided that m®(W) >g¢ vs(h)~2%. When m(E) > 0, this condition is equivalent to the error
term in the estimate being bounded by the main term.

Explicitly, if the volume growth satisfies vg(h) >g 4 h®, with some a > 0, then the estimate
holds provided that the height h satisfies h >>g q¢ (m?® (W))_l/ 2at Moreover, the above estimate
is uniform for x ranging in compact subsets of G(R).

In particular, when mqy(E) > 0, it follows that for such h, Rg(h) N (E(z) x W) # (), namely
the domain E(x) x W contains a point in G(Zg) (namely an S-integral point) with height at
most h.

We note that Theorem 1.7 and its more general version stated in § 4 generalize several earlier
results, including [Clo02], [Duk03] and [BO12, Theorem 1.8].

The method of the proof of Theorem 1.7 can be used to establish bounds on discrepancy
which are uniform over variable families of sets. To demonstrate the utility of this fact, we
analyze the discrepancy with respect to the entire family of Riemannian balls B(z,[) in G(R),
with x € G and 0 < [ < lp, and establish explicit discrepancy estimates for all points in the group,
at arbitrary small scales.

THEOREM 1.8. Let G be a connected simply connected Q-almost-simple linear algebraic group
defined over Q, and let S be a set of primes such that G is isotropic for some p € S. Fix a compact
open subset W of %, and 0 < ¢ < €5(G). For a suitable £y > 0, we set, for 0 < { < £y,

Eow (h) = moo(B(e, )Y T 2mS (W) @D/ (42 o ()1 =24/(d12)
Then, for every x € G(R),
|Rs(h) N (B(z,0) x W)| = meo(B(e, £))m® (W)vs(h) + Og 5 e(Eew (1)),

provided that ms(B(e, £))?m®(W) g vs(h) 2t We note that this condition is equivalent to
the error term in the estimate being bounded by the main term.

Explicitly, if the volume growth satisfies vg(h) >>g 4 h®, with some a > 0, then the estimate
holds provided that the height h satisfies

h>>gae gfd/éamS(W)f(dJrZ)/Zéa'
Moreover, this estimate is uniform for x ranging in compact subsets of G(R).

The results stated in this section will be proven in §4.

We note that the effective estimates on discrepancy stated in Theorems 1.7 and 1.8 can
also be viewed as establishing an effective count for the number of rational solutions of intrinsic
Diophantine inequalities. This latter problem can be reduced to a lattice counting problem, and
was given a short and simple solution in [GGN22|, under more restrictive hypotheses than those
of Theorems 1.7 and 1.8. Indeed G(Zg) can be viewed as a lattice subgroup in G(R) x Gg, and
when a (variable) family of balls D(z,e) x Bg(h) is suitably well-rounded (as a function of ¢),
the effective solution of the lattice point counting problem in [GN12] can be applied.

Theorems 1.7 and 1.8 generalize the results in [GGN22] in several respects, as follows.

— The set E in Theorem 1.7 need only be a measurable set of finite measure satisfying right-
stability, a considerably weaker condition than well-roundedness.

— A stronger error bound for the discrepancy D(Rg(h), B(x,1) x T°) is established in
Theorem 1.8. For comparison, in the case of Riemannian balls B(z, /), the method of the
present paper gives the bound, for any n > 0

< 5.2m Moo Ble, 5))d/(d+2)vs(h)(—29/(d+2))+7,7
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whereas the bound established in [GGN22, Theorem 1.3] gives, for a set .S of unramified primes
(see the discussion following Theorem 2.6 below), and for the choice W = Z° (namely in the
absence of congruence conditions),

5.0 Moo(Ble, E))d/(d—i—l) Us(h)(—E/(dH))jLn.

— An arbitrary congruence constraint is allowed on the rational points in G(Zg) involved in the
approximation process, given by an arbitrary compact open subset W of Z°.

Furthermore, we will generalize Theorems 1.2—1.8 in two additional important respects, namely
we will consider every connected almost Q-simple algebraic group, not only simply connected
groups, and we will consider every non-empty subset .S C P of primes over which the Q-group G is
isotropic, including subsets which contain ramified primes. Each of these extensions requires elab-
orate arguments using structure theory of adéle groups and spectral results in their automorphic
representations. Now let us turn to formulating the corresponding results.

1.3 Discrepancy bounds for general Q-groups

We now allow the group G to be a general Q-almost simple group, not necessarily simply con-
nected. In this case, the strong approximation property fails, and, in particular, the embedding
of G(Zg) in G(R) is not dense, typically. Nonetheless, one can show (cf. Corollary 2.2) that the
closure of G(Zg) in G(R) is a finite index subgroup of G(R). Since G(Zg) decomposes as a finite
union of cosets of G(R)", the connected component of identity in G(R), it is sufficient to analyze
the distribution of G(Zg)-points in G(R)".

To state our results precisely, we need to take into account the contribution of automorphic
characters, as follows. Let X (G, Zy) denote the set of continuous unitary characters x on the adéle
group G(Ag) such that x(G(Q)) =1 and X(G(ZD)) =1 for all p. We denote by G*** the joint
kernel of this (finite) set of characters of G(Ag), and note that GX' is a finite index subgroup of
G(Aq) (see, for instance, [GGN13, Lemma 4.4]).

We set

G¥" = GsNG* and v (h) :=ms({g € G : Hy(g) < h}).

Let m% be the Haar measure on G(R)? normalized so that the intersection of G(Zg) with

G(R)? x G%* has covolume one in G(R)? x GX¥* with respect to the measure md, x mg. For
E C G(R)?, we consider the discrepancy
Rs(h)NE
D(Rs(h), B) = S OEL o ). (1.9)

v}éer ( h) o

Note that in the foregoing expression we did not impose any congruence conditions on the
rational points involved, as we did in the simply connected case, although our methods certainly
allow for this possibility. However, since in the non-simply connected case certain congruence
obstructions typically do arise, a complete analysis of the discrepancy of rational points subject
to congruence conditions requires considerably more notation and further discussion, which we
will avoid in order to keep the exposition more accessible.

We shall show that, with this setup, an analogue of Theorem 1.2 holds.

THEOREM 1.9. Let G be a connected Q-almost-simple linear algebraic group defined over Q,
and let S be a set of primes such that G is isotropic for some p € S. Then there exists ¢s(G) > 0
such that for every measurable subset E of G(R)" of finite measure satisfying N'(E) < oo, and
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anyn >0
ID(Rs(0). By <50 MCEN 2 (B)12 S ()12 g () E5(@)
for every bounded measurable subset Q of G(R).
Theorem 1.9 will be proved in § 5.

Remark 1.10. The estimate of Theorem 1.9 is similar in form to Theorem 1.2, but there is an
important, if subtle, difference between them. The normalization of Haar measure m2, is typically
different than that of me., and the volume functions vg(h) and v&*(h), while comparable, are
typically also different. Therefore, the existence of automorphic characters influences the size of
the main term in the asymptotic formulas associated with (1.8) and (1.9), replacing vg(h)moo (E)

which arise in the simply connected case by v& (h)mY (E).

Remark 1.11. We note that the closure G(Zg) in G(R) is a union of finitely many cosets ~; G(R)?
with v; € G(Zg). Given a subset E of G(Zg), we may decompose it as E =| |, E; with E; :=
ENvG(R)? and estimate the discrepancy separately for each of the subset E;. Hence, our
method can be used more generally to analyze discrepancy for subsets E C G(Zg).

Once the mean-square bound for D(Rg(h), E(x)) has been established, we can also prove
generalizations of Theorems 1.2—1.8 with obvious modifications, which will be explained further
in §5.

In summary, in the present section we gave an account of our results for almost-simple
linear algebraic groups defined over Q, to simplify the presentation. Our methods, however, are
completely general, and from now on we will turn to developing discrepancy estimates when:

— the ground field K is an arbitrary algebraic number field, namely a finite-dimensional extension
of Q;

— the group G is an arbitrary connected semisimple linear algebraic group defined and simple
over K, not necessarily simply connected;

— the set of places S of K may contain ramified places;

— the approximating rational elements are subject to an arbitrary congruence constraint
when the group is simply connected.

2. Notation and preliminary results

2.1 Algebraic groups over number fields

We start by reviewing basic properties of semisimple algebraic groups over number fields (cf.
[PR94, Ch. 3-5]). Throughout the paper, K denotes an algebraic number field (namely, a finite
extension of the field of rationals Q). Let Vi be the set of normalized absolute values | - |, of the
field K. The set of non-trivial absolute values decomposes as

Vi = V2 UV,

where VZ° is the finite set of Archimedean absolute values and V[]; the set of non-Archimedean
absolute values. For v € Vi, we write K, for the corresponding completion of K, and when
v E VIJ(C, we denote by

Oy :={reK,: |z|, <1}
the ring of integers in K. For S C VIJ;, we write
Os:={reK: |z|,<1lforve V[];\S},
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for the ring of S-integers,! namely elements in K that are integral with respect to every
completion except possibly those in S. In particular, O = Op denotes the ring of integers
in K.

We denote by

Ag = {(xy)vevy : |Tv|o <1 for almost all v}

the ring of adéles of K, which is the restricted direct product of K,, v € Vi, with respect to
compact open subrings O, C K,, v € VIJ;.

Let G C SL,, be a connected semisimple linear algebraic group defined over the field K. The
focus of our investigation is the distribution of the set of S-integral points

I's := G(Og).

We denote by
G, = G(K,) forv e Vg,

the locally compact groups of K,-points of G equipped with the topology defined by

the corresponding absolute values |-|,. We say that G is isotropic over v if G, is
non-compact, and G is isotropic over S C Vi if G, is non-compact for at least one
ves.

For v € VIJ;, we consider
G(Oy) :=={g € Gy : [lgllo <1},

which is a compact open subgroup of G,. We introduce compact groups

Zs ::H G(0,) and T°:= H G(Oy).
ves UEVI{»\S

For S C Vi, we write
/
Gg = H Gy = {(gv)ves : gv € Gu, ||gv]lv <1 for almost all v}
vES
for the restricted direct product of the groups G, with respect to the compact open subgroups
G(Oy),v e SN VIJ;. Then Gy is a locally compact group. For instance, G(Ag) = Gy, is the adéle
group associated to G. To simplify notation, we also write

Goo ::GVI‘?’ and Gf ::Gvf.
K

We recall that when G is simply connected, the group Go, is connected with respect to
the Euclidean topology (cf. [PR94, Ch. 7, Proposition 7.2]). In general, G+ has finitely
many connected components, and we denote by GY the connected component of the identity
in G-

For v € Vi, we denote by m, the Haar measure on G,, and when v € VI]; we normalize
it so that m,(G(O,)) = 1. Then for a subset S C VIJ;, the product measure mg := [[,cq M0
defines a Haar measure on Gg such that mg(Zg) = 1. We also denote by ms, a Haar measure
on (G. Under the diagonal embedding I's — G, X Gg, the group I'g is a discrete subgroup
with finite covolume in Go, X Gg (cf. [PR94, Ch. 5]). We normalize the measure mq, so that
I's has covolume one with respect mq, X mg.

We recall the strong approximation property [PR94, §7.4].

! Note that Ofv} # Oy, the ring of integers just defined!
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THEOREM 2.1 (Strong approximation). Let G be a simply connected K-simple algebraic group
defined over K. Then if G is isotropic over S C Vf, the image of I'g with respect to the embedding

I's < Guo x I9 is dense. More generally, the embedding G(K) «— Guo X Gvf\S has dense image.
K

This result fails if the group G is not simply connected even for the embedding I'g «— Gxo.
Nonetheless, one can deduce the following result about the closure.

COROLLARY 2.2. Let G be a connected K-simple algebraic group defined over K. Then if G is
isotropic over S C Vf, the closure of I'g in G, is a finite index open subgroup. In particular,
I's D Ggo.
Proof. Let us consider the simply connected cover p : G — G. Then the groups

U, == p 1 (G(0,)) N G(O,) with v e Vi,

are compact open subgroups of G,,. It follows from Theorem 2.1 that the image of the group

I :=G(0g)N (éoo < 11 Uv>

veVi\s

is dense in Gu. Since p(I') C T'g, it follows that the closure I's in G, contains p(éoo) which is
an open and closed subgroup of finite index in G (cf. [PR94, §3.2]). O

2.2 Automorphic representations
Let G be a connected K-simple algebraic group defined over a number field K. We consider the
Hilbert space

Mo := L*(G(Ax)/G(K))

consisting of square-integrable functions on the space G(Ag)/G(K) equipped with the invariant
probability measure p. Let

HY = L2(G(A)/G(K)) = {¢ eHe: | by = o}.

(A)/G(K)
A continuous unitary character x of G(Ag) is called automorphic if x(G(K)) = 1. Then x can be
considered as an element of Hg. We denote by HOGO the subspace of Hg orthogonal to all auto-
morphic characters. We note that when G is simply connected there no non-trivial automorphic
characters and HY = HZ.

Now we describe our choice of maximal compact subgroups U, of G,. For all but finitely
many v € V[](c:

(i) G(Oy) is a hyperspecial, good maximal compact subgroup of G,;
(ii) the group G is unramified over K, (that is, G is quasi-split over K, and split over an
unramified extension of K,).

We say that G is unramified over such v. For those v, we set U, := G(O,). For the remaining
(finite) set of finite places v, we fix a good special maximal compact subgroup U, of G,. For any
subset S C Vi , we set

Us ::HUv and U® = H U,.
ves UEVIJ;\S

For places v € V[];, we denote by 72 = 7, the unitary representation of the group G, on
the space Hg. The spherical integrability exponent of the representations m,, with respect to the
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subgroup U,, is defined by

(2.1)

-1 00
q.(G) ::inf{QZQ:VU” inv. ¢ € HY }

(m(9)¢, ¢) € L1(Gy)

It is a fundamental result in the theory of automorphic representations that the integrability
exponents (,(G) are finite and, moreover, q,(G) is uniformly bounded over v, see [Clo03]. These
exponents can be estimated in terms of the Satake parameters of the corresponding spherical
automorphic representations. We refer to [Clo07, Sar05] for surveys of some of these results.

More generally, for S C VIJ;, we denote by 73" = g the unitary representation of the group
G g on the space Hg. We define

(2.2)

i 00
qS(G) ;:jnf{q>2: VUS—1HV.¢€HG }

(ms(9)¢, ¢) € LU(Gs)

This integrability exponent is also finite and it can be estimated in terms of the exponents q,(G),
v € S, see [GGN13, Cor. 3.5].

Given a strongly continuous unitary representation 7 : Gg — U(H) on a Hilbert space ‘H and
a finite Borel measure v on Gg, we define the averaging operator

ws() H =M o [ w(g)odvo)

We recall the following estimate on the norm of the averaging operators.

THEOREM 2.3 [GGNI13, Proposition 3.8]. Let 3 be a Haar-uniform probability measure
supported on a Ug-bi-invariant bounded subset B of GGg. Then

||7rgvut(5)|Hgo|| <5 ms(B)_l/qS(G)+” for all n > 0.

We note that although the measure mg in [GGN13] was normalized differently (namely, so
that mg(Ug) = 1), this gives the same bound up to a multiplicative constant.

An important fact, underlying our considerations below regarding ramified places, is that this
result also holds for more general averaging operators. The crucial ingredient here is finiteness
of a more general integrability exponent, which we define as follows:

Y ¢1, ¢2 in a dense subspace of H%O}
(8" (9)¢1, ¢2) € LP(G's)

One says that a unitary representation 7 : Gg — U(H) is LP-integrable if for ¢1,¢p2 in a dense
subset of H, the functions g — (7(g)¢1, ¢2) is in LP(Gg). Thus,

ps(G) := inf {p >2: (2.3)

ps(G) =inf {p >2: Trf‘q“t\H%o is LP-integrable}.

It was proved in [GMOOS]| that this exponent is finite provided that G is either simply connected
or adjoint (see [GMOO0S8, Theorem 3.20 and Theorem 3.7]). We shall show in Theorem 5.1 below
that the exponent is finite for general K-simple groups.

We define

(G) = the least even integer > ps(G)/2, if ps(G) > 2,
1) =, if pg(G) = 2.

With this notation, we have the following result.
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THEOREM 2.4. Let Wg be a compact open subgroup of Gg, and 8 a Haar-uniform probability
measure supported on a Wg-bi-invariant bounded subset B of Gg. Then

ng“t(ﬁ)yHgoH <KWg,n mS(B)_1/4“S(G)+’7 for all n > 0.

Proof. The proof is a generalization of the proof of [GN12, Cor. 6.7], and so we only provide an
outline and refer to [GN12, § 6] for further details. The main idea, which originated in [CHH88]
and [Nev98], is to observe that a suitable tensor power of mg restricted to HY is weakly contained
in (a multiple of) the regular representation Ag of G on L?(Gg), and then use a generalization
of the Kunze-Stein convolution inequality valid in L?(Gs). More precisely, the representation
(WS\Hgo)‘X’“S (6) is LP-integrable for all p > 2, so that it is weakly contained in the regular rep-
resentation A\g (by [CHHS8S8]), which allows us to deduce (by [Nev98]) that for any probability
density 3 on Gg

|75 (6 oo < IXs(8)]/ms(©). (2.4)
Now let
B’ :=UgBUg

and denote by (' the Haar-uniform probability measure supported on B’. Since Us N Ws has
finite index in both Ug and Wy, it is clear that there exist c1,co > 0, depending only on Wy,
such that

c1mg(B') < mg(B) < camgs(B),

so that
As(B)] < cllAs(B))] (2.5)

for some ¢ > 0. Finally, using the decomposition of mg with respect to the Iwasawa decomposition
on Gg, we deduce (cf. [GN12, Theorem 6.6]) that ||[As(3')|| can be estimated in terms of the
Harish-Chandra function on Gg. The Harish-Chandra function in this case is L*"-integrable
for all n > 0 (by [GN12, Proposition 6.3]), and we deduce that

IAs(8)]| <5y m(B)"V47 for all n > 0. (2.6)

We note that this argument applies to groups that possess Cartan and Iwasawa decompositions,
and it does not require that the group be simply connected. Combining (2.4), (2.5) and (2.6),
we deduce the theorem. 0

2.3 Mean ergodic theorem for simply connected groups

In our discussion below we aim to consider approximation by elements of I'g subject to arbitrary
additional congruence conditions. Such a condition is determined by a compact open subset
W C I, and to facilitate this discussion we will now reformulate Theorem 2.4 in a more general
and explicit form.

LEMMA 2.5. For a compact open subset W C I° there exists a compact open subgroup UW)
of T% such that W is bi-invariant under U(W), and U(W) is a maximal subgroup of U = I with
this property.

Proof. Since W is open, for every w € W, there exists a compact open subgroup U,, of Z° such
that Uy,w C W. Then by compactness, W = Ule Uy, w;. This implies that W is left-invariant
under the compact open subgroup U’ = ﬂle Uyp,;. A similar argument shows that W is also
right-invariant under a compact open subgroup U”. Therefore, U'(W) = U’ NU" is compact and
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open and leaves W bi-invariant. It is clear that there exists a maximal open (and, hence, closed
and compact) subgroup with this property, and we denote this subgroup by U(W). O

Note that U (W) depends on S also, but we suppress this dependence in the notation. Let
Fs(W) =I'gN (Goo X Gg X U(W))

Since U(W) is a finite-index subgroup of Z7, it follows that I's(W) has finite index in I's. In
particular, I's(W) is a lattice subgroup of G, x Gg. We consider the homogeneous space

Ysw = (Goo x G5)/T5(W) (2.7)

equipped with the Haar probability measure psw .
The group Gg naturally acts on the space Ygy by left translations, and we introduce
averaging operators
o(g~ y)dmg(g 2.8
aB) 40 D dms(9) (23)

defined for measurable subsets B of Gg with finite positive measures.
For simplicity, we skip the index W in the above notation if W = Z5.

msw (8) : LA (Ysw) — L*(Yow) : ¢ —

THEOREM 2.6. Assume that G is simply connected, and isotropic over S C VIJ;. Let W C I° be
a compact open subset, and let Wg be a compact open subgroup of Gg. Let 8 be the Haar-
uniform probability measure supported on a Wg-bi-invariant bounded subset B of Gg with
positive measure. Then there exists £5(G) > 0 such that for every ¢ € L*(Ygw), and any n > 0

ms,w(B)p — ¢dusw

<n,Ws mS(B)_ES(GHn ”¢HL2(Y5,W)-
Ysw

L2(Ys,w)
Remark 2.7. The exponent £5(G) can be taken to be £s(G) =1/4ng(G) (cf. Theorem 2.4).

Furthermore, when the set B is Ug-bi-invariant, we may take the better exponent €£g(G) =
1/q5(G) (cf. Theorem 2.3).

We note that the existence of the exponent £5(G) and its uniformity over W C 75, is a deep
property of the automorphic representation. It is a consequence of the spectral gap property of
automorphic representations 7, (explained above) holding uniformly over congruence subgroups.
In the case of SLo for example, this property is known as the Ramanujan—Petersson—Selberg
eigenvalue bounds. We refer to [BS91], [BLS92], [Clo03], [Sar05] [COUO01], [CUO04] and [Clo07]
for further discussion.

Proof of Theorem 2.6. To simplify notation, we set
G:=G(Ag) and T :=G(K).

We consider the action of the group G, X Gg on the double-coset space U(W)\G/T". The orbits
of this action are open (and, consequently, also closed). Since G is assumed to be isotropic over
S, it follows from the strong approximation property (Theorem 2.1) that the projection of I to
GVIJ; \8 is dense. Therefore, the above orbits are also dense. Hence, we conclude that this action

is transitive, and
Ysw =~ UW)\G/T

as (G X Gg)-spaces. In particular, we also deduce equivalence of unitary representations

L*(Ysw) ~ L*(UW)\G/T) (2.9)
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of G'g. Furthermore, the space L?(U(W)\G/T) can be identified with the subspace L?(G/I")Y (W)
consisting of U(W )-invariant functions in L?(G/T). Since G is assumed to be simply connected,
there are no non-trivial automorphic characters (see, for instance, [GGN13, Lemma 4.1]). Hence,
it follows from Theorem 2.4 (or from Theorem 2.3 if B is Ug-bi-invariant) that there exists
£5(G) > 0 such that for every v € L?(G/T), and any n > 0

172 (B = P()| 2y <wsy ms(B) S @[] 12,

where P denotes the orthogonal projection on the space of constant functions. Hence, the
statement of the theorem follows from (2.9). O

We shall also prove and utilize a version of Theorem 2.6 for general K-simple groups, but

we will postpone this until § 5.2 below.

2.4 Riemannian local volume and distance estimates

We now note two local properties of distance and volume in any almost connected semisimple
Lie group with finite center, denoted by G, which will be used in our arguments below. We fix
a right-invariant Riemannian metric p on G, and consider the corresponding balls

B(g,r) ={r € G : p(x,g9) <r}.

We first establish the following local estimates for the volume mq,(B(g,7)). By right invariance,
it clearly suffices to consider only the case where the center is the identity element e. Recall that
we use the notation d = dimg G .

LEMMA 2.8. (a) There exist ci,ca > 0 and 19 > 0 such that
c17? < muo(Ble,r)) < ear?  for all v € (0,7).
(b) For 0 < ¢ < 1, there exist ¢,r(, > 0 such that for all e € (0,cor) and r € (0,7(),
Moo(Ble,T + €)) — moo(B(e, 7)) < c; meo(B(e, 7).

Proof. According to the volume formula for Riemannian balls [Sak96, p. 66|, for sufficiently
small r,

T
mes(Bler)) = [ w(s)ds,
0
where w is a continuous function satisfying
¢y s <w(s) < 5471

for some ¢, ¢4 > 0. This implies the first estimate. In addition,

r+e
Meo(B(e, 7+ €)) — moo(Ble,r)) = / w(s)ds < (T‘+6)d71 €,

which gives the second bound. O

Now let us define two metrics p and p’ on G to be locally equivalent if for every compact
neighborhood @ C G of I, there exists a constant Cg such that for any two points z #y € G
satisfying zy~! € @, we have Cél < p(z,y)/p (z,y) < Co.

Assuming that G C GLg(R) (namely fixing a faithful linear representation of G, but
suppressing it from the notation), fix a (vector space) norm on Mat;(R) and consider the distance
on G given by p/(z,y) = ||z — y|, 2,y € Geo.
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LEMMA 2.9. Any right- (or left-)invariant Riemannian distance p on G is locally equivalent
to the distance p’ defined by any (vector space) norm in any faithful linear representation (as
defined above).

Proof. The right-invariant Riemannian metric on G, defining the right-invariant distance p is
determined by the choice of a positive-definite inner product on the Lie algebra go, of Go. The
inner product determines a Euclidean norm |X| on the Lie algebra. We have go, C Maty(R),
and the exponential map denoted X — e¥ takes goo into G and is a diffeomorphism on a
(Euclidean) ball D.,(0) centered at 0 € goo. For X € D,,(0) we denote z = eX € G, and then
p(I,xz) = p(I,eX) = |X|+ O(]X|?). In Maty(R) we have || —z| = || — ¥ = || X]|| + O(]| X|]?)
when || X|| < 1/2 (say). Hence, there exists Cg, satisfying that C’éé <p(,z)/||I —z| < Cgq, for
x # I in the compact neighborhood of I given by the set Qo = {eX; X € D.,(0)} C Gy, for
suitable 1 > 0.

Since the operator norms of y and y~* are bounded above and below when y € @)y, writing
lz =yl = (I =2y~ Yyl < [1yllopllI — 2y, and [l =yl = T — zy~*]|/[ly~*[lop, we conclude
that C’éll <ply,z)/|ly — x| < Cq, for any x # y in compact neighborhood Q1 C Qo of I. It
then follows by compactness and continuity that the same holds (with a different constant Cg )
for  # y in any compact neighborhood Qg of I.

Now fixing any compact set @), given any x € G the set Qx is contained in compact
neighborhood Qg of I for some R (depending on z), and so for all y € Qx,y # = we have
Cél <p(y,z)/|ly — z|| < Cg, as stated. O

1

3. Asymptotic formula for the counting function of Diophantine approximants

Let G be a simply connected K-simple linear algebraic group defined over a number field K. We
will freely use the notation introduced in §§1-2. Our goal in the present section is to establish
an analogue of Schmidt’s theorem. We will analyze the number of Diophantine approximants
r € I's to points z € G, collect them into the counting function:

Nr(x):=|{r € Ts: p(z,r) <Hy(r)™", 1 <Hy(r) < T} (3.1)

and establish its asymptotics. We refer to the exponent b as the scale of approximation.
3.1 The parameters of effective Diophantine approximation
Fix S C V[é. We recall that the group I'g embeds diagonally in G, x Gg as a lattice subgroup,

and the Haar measures mq, and mg on the factors are normalized so that I'g has covolume one
with respect to me, X mg. We expect that Np(z) is approximated by the volume sum

Vri= Y meo(Br)ms(Ss(h)), (3.2)
1<h<T

where

By, :={2 € G : plz,e) <h ™’} and Xg(h):={g € Gs: Hy(g) = h}.

We recall that Zg = [],cq G(O,). Clearly, the set ¥g(h) is compact and Zg-bi-invariant, but it
might be empty for some choices of h € N, so that we introduce

Ls:={heN: Xg(h) # 0}.
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The estimates in this section will depend on the following three parameters:

a — the volume growth rate of the sets Xg(h) (see (V1));
¢ — the error term in the ergodic theorem (see (SP));
0 — the volume decay rate of balls By, (see (V2)).

We record some basic properties of the sets ¥g(h) and Lg.
LEMMA 3.1. Let S be a finite subset of VIJ;.

(a) For every n >0,

Y T7"<oo and |LgNI[LT] = O0,(T").
TeLs

(b) The set log(Ls) has bounded gaps.
(c¢) Suppose that G is isotropic over K, for allv € S. Then there exists an exponent a = a(S) > 0
such that

mS(ES(h)) >gq h® forallh € Ls. (Vl)

We note that in order to obtain the lower bound in terms of h in part (c), it is essential
to assume that the group G is isotropic for all v € S. This is the only place where we use this
condition. When this condition does not hold, it is still possible to formulate a weaker lower
bound.

Proof of Lemma 3.1. We observe that for g € G, all values of the height Hy(g) are of the form
[l,es ay?, where g, denotes the norm of uniformizing parameter of K,. Since S is assumed to
be finite, this implies claim (a).

To prove claim (b), it will be convenient to consider G as a subgroup of SL,,. We note that
when S; C S2, we have Lg, C Lg,. Hence, it is sufficient to prove claim (b) when S consists of a
single place v. Since G is isotropic over this place, it contains a non-trivial K,-split torus A. There
exists g € SL,,(K,) such that gAg~! is diagonal. Let us fix a € A(K,) such that ||gag~!|/, > 1.
Since ||ga™g~ |, = ||gag (|7, it is clear that the set {log|ga”g 1|, : n € N} has bounded gaps.
Finally, we note that for some ¢ > 1, ¢! z||, < [lgzg v < ¢||z|, for all z € Mat, (K,). This
implies that the set {log |la™||, : n € N} has bounded gaps as well.

Claim (c) was established in [GK17, Proposition 4.2] in the case of the field of rationals, and
this argument generalizes to general number fields. ([l

For h € Lg, we denote by o, the Haar-uniform probability measure supported on the subset
Ys(h)~! of G and consider the corresponding averaging operator

ms(op) : L2 (Ys) — L2(Ys)

on the space Ys := (G X Gg)/T's defined in (2.8). We note that Xg(h)~! # Xg(h) in general,
but both sets have the same Haar measure. By Theorem 2.6, there exists £5(G) = tg € (0,1/2)
such that for all ¢ € L?(Ys), and any n > 0

H7r5(ah)q5 — / ¢dUS||L2(YS) LS ms(zs(h))ffern for all h € Lg. (SP)
Ys
We also recall that by Lemma 2.8(a),
™% <« meo(Bp) < ™% for all h > hy, (V2)
where 0 := dimp(G o).
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We set
bo = 2OE/D

and for a positive scale b < by, define

do(p) o (L= BO—BO/2 1 (1/2- B
a—bd 2 a—bd

Note that the condition on b < by insures that 6y(b) € (0,1). With this notation, we prove the

following result.

THEOREM 3.2. Let G be a connected simply connected K-simple algebraic group defined over
a number field K and let S be a finite set of finite places such that G is isotropic for all v € S.
Then for every b € (0,b) and 0 € (6y(b), 1),

INT — Vrllz200) <s.00 Vi
where () is an arbitrary bounded measurable subset of G .

The proof of Theorem 3.2 will be based on the estimates (V1), (V2) and (SP).
Using a Borel-Cantelli argument we will also derive a pointwise bound for Nr.

COROLLARY 3.3. With the notation of Theorem 3.2, for every ¢/ > 0
Nr(z) =Vr+ Os’rﬁ/(V/"ﬁ,) for a.e. x € Goo.

3.2 Towards a best-possible estimate
Let us note that it is often the case that the lower bound mg(Xg(h)) <g h® holds, as well as
the upper bound (V1). Then the sum (3.2) is bounded by

Vip < Z Rt . e
1<h<T,heLlg

and it follows from Lemma 3.1(a) that V7 is uniformly bounded when b > a/d. Therefore, the
estimate in Theorem 3.2 is only interesting in the range b < a/0. We highlight that Corollary 3.3
gives the following estimate.

COROLLARY 3.4. Suppose that additionally in Corollary 3.3 the automorphic representation of
Gy is tempered and that S consists of unramified places. Then for every b < a/9,

Np(x) =Vr 4+ Osgn (V%/2+n) for allm > 0 and a.e. © € Go.

Indeed, under the temperedness condition the estimate (SP) holds with g =1/2 (see
Theorem 2.3), so that in this case Theorem 3.2 covers all the relevant range of parameters
b < a/o and gives the exponent § = 1/2+n for every n > 0. Hence, Corollary 3.4 is a direct
consequence of Corollary 3.3.

Noting the fact that error term in the foregoing estimate is bounded (in essence) by the
square root of the main term, it is natural to expect that the exponent it establishes is, in fact,
the best possible. A full proof of this fact requires establishing the expected lower bound for Nrp.
We will establish lower bounds for discrepancy estimates in a separate paper, but the question
of optimality of Corollary 3.4 remains open.

3.3 Proof of Theorem 3.2
Consider the function

Dp(z) := Np(z) — Vp, with z € G,
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and recall that the metric p is right-invariant, and so B(z, h™?) = Bz = B,:la:. Therefore,

Dr(z):= ) ({y € s NB(a,h™"): Hy(y) = h}| — moo(By)ms(Ss(h)))
1<h<T

= Y (ITs N (Brz x Bg(h))| = mo(Br)ms(Ss(h))).

1<h<T

The crucial ingredient of our proof is that Dp(z) can be represented in terms of the averaging
operators mg(oy). Let

Xh(9oos 95) = X8, (9oo)X75(95)

denote the characteristic function of the subset By x Zg of Go X Gg. The sum

= xlgn) =Y xalgr ™)

~v€l's v€l's

defines a measurable function with compact support on the homogeneous space Ys := (Goo X
Gg)/T's. We observe that for € G, and u € Zg,

-1
/tzeEs(h)¢h(a( ) dms(a 762/2 b auy™t) dms(a)
Z/ X8y, (T~ )Xzs(auv DY dmg(a)
v€l's

= Z mS(Is’Yu_l NXs(h)).

"/ErsﬁB(aj,hfb)
Note that in the above computation, since I'g is a discrete subgroup of Go, x Gg, the non-zero
summands in the sum above constitute a finite subset of . In order to evaluate the last expres-
sion, we use that the set Yg(h) is Zg-bi-invariant. Therefore, if H¢(y) = h, then Zgyu™! C

Ys(h) and mg(Zsyu~'NIg(h))=1. On the other hand, if Hf(y)# h, we have Zgyu~'n
Y.g(h) = 0. Hence, for every u € Zg,

{7y €Ts N B, k) : Hy(y) = h)| = / on(a(z, u) dms(a).
aGEs(h)
Furthermore,

bndps = / X8y (9oo) XTs (95) dMoo(goo) dMs(gs)
Ys GooXGg
= Moo(Br)ms(Zs) = Moo (Br).

Hence, we deduce that for every u € Zg,

Dr(z) = 1<;<T </ae25(h) op(a(z,u)) dmg(a) —mg(Zs(h)) | én d,us>.

Ys
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Let @ be a bounded measurable subset in G. Since the first integral in the previous line was

just shown to be independent of u € Zg, we obtain

2

/ dmeo(x)
Q

[ ontala0)dmsta) ~ ms(Ss(h) [ ondus
ac€Xg(h)

Ys
__/gXIS

The set Q) x Zg projects onto a measurable subset (Q x Zg)I's of Ygs. Since @ x Zg is bounded,
there exists Ng such that every point in the image has preimage of cardinality at most Ng. This
implies that the last integral is bounded by

2
dmso(x) dmg(u).

/ dn(a(z, u) dmg(a) —ms(Xs(h)) | éndus
acXg(h) Ys

2
Ng / on(ay) dms(a) —mg(Xs(h)) [ ondus| dus(y)
(@xZs)Ts | JaeXg(h) Ys
2
< NQ/ / on(ay) dms(a) —ms(Es(h)) | ondus| dups(y)
Ys | /Xg(h) Ys
2
= Noms(Zs(h)?||zs(on)dn — | éndus

Ys L%(Ys)

Hence, using the bound (SP), we deduce that for any n > 0

1Dl ) <

1<hLT

<sQm >, ms(Ss(h) " bnll 2
1<h<T

[ ontate) dmsa) ~ ms(zs(h) | o dus
ac€Yg(h)

Ys

L*(Q)

Furthermore, the L?-norm of ¢, can be estimated as follows:
2
> Xh(97)> d(meo x ms)(g)

o) = | (
(GOOXGS)/FS 'YEFS

-/ S xalgm)xaler2) dimes x ms)(g)
(GooxG)/T's ., S

= / Gt w;rs X1 (90)xn(907) d(meo x mg)(g)

/ . > xn(@)xa(g7) d(meo x ms)(g)

~v€l's
= Z (moo X mS)((Bh X IS) N (Bh X Is)’y*l) < Ny, moo(Bh),

v€l's

where N}, denotes the number of v € I's such that (By x Zg) N (By, x Zs)y~ ' # 0. Since the
family of sets B;, x Zg is uniformly bounded, this number is uniformly bounded, and we conclude
using (V2) that for any n > 0

IDrlr2q) <son Y, ms(Ss(h)' ™5 ma(By)'? < Y mg(Sg(h)' s HRm02,
1<h<T 1<h<T
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To complete the proof of Theorem 3.2 we employ the following computation, where we use
parameters A > 0 and B > 1 that will be specified later. Using (V1), and writing ¢s —n = ¢ for
brevity, we obtain

D mg(Ss(h) TR <5 > mig(Sg(h)) AR (0ATR2),
1<h<T 1<h<T

and applying Holder’s inequality, we conclude that this sum is bounded by

1/B
( Z ms(ZS(h))(l—E—FA)Bh—(uA—I-bO/Z)B> |£S N [17 T”l—l/B.
1<hLT

We choose A and B so that
(1—-¢t+A)B=1 and (aA+0b0/2)B = b0,

namely,

1—e)bo — bo/2 -

(I —¢)bd —bo/ and B — a—bd ‘

a—bo (I1—-8a—0bo/2

Taking into account that ¢ € (0,1/2) and b < 2¢a/0, a direct computation verifies that A > 0
and B > 1. Hence, using Lemma 3.1(a) and estimate (V2), we conclude that for every n > 0,

A=

1/B
IDrllr2@) <s.on ( Z mg(ZS(h))hb°> Tn(1-1/B) < V%/BT”(“UB),
1<h<T

Finally, we note that it follows from (V1)—-(V2) and Lemma 3.1(b) that
Vrsg > WS T (3.3)
heLsN[1,T]

Since a — bd > 0, we deduce from the previous estimate that for every n’ > 0,

fo-+n’
IDrllr20) <Quy Vi 7,

where
(1 —8a—5bd/2
0p:=1/B=-—F"—"——"-.
0 / a—bo
Since B > 1, we have 6y € (0,1). This completes the proof of Theorem 3.2. U

Proof of Corollary 3.3. We note that the function Dy (z) = Nr(x) — Vr is piecewise constant in
T and is determined by its values for T' € Lg. Hence, it is sufficient to analyze the values Dy (x)
for T' € Lg. Given any bounded measurable subset () of G,, we have established in Theorem 3.2
the bound

/ |Dr(z)|? dmoo(z) <s.0.0 VA
Q
Therefore, for every n > 0, the sets
Qr :={z e Q: |Dr(z)| > ViT"}
satisfy
Moo (1) <s,00 T2,

Hence, it follows from Lemma 3.1(a) that

Z Moo (1) < 00,

TeLs
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and by the Borel-Cantelli lemma, the lim sup of the sets Qp with T' € Lg has measure zero. This
means that for almost every x € Q and T' € Lg,

|Dp(x)| < VET" when T > Ty(x, 7).
Then using the estimate (3.3), we conclude that for almost all z € @,
|Dr(z)| <s V7€+n/(a_bb) when T' > Ty(z, 7).

Since G, can be exhausted by a countable union of bounded measurable sets @, it follows that
for every 6/ > 6 and almost all z € G,

|Dp(z)| <s V& when T > Ty(z, 0').
Thus, in particular,

|Dr ()] <5200 qul for all T,

which implies the corollary. g

4. Discrepancy bounds for simply connected groups

Let G be a connected K-simple algebraic group defined over a number field K. In the present
section, we assume that G is simply connected, and establish three effective discrepancy estimates
for the distribution of rational points, namely mean-square, almost sure and pointwise everywhere
estimates, for general sets ¥ C Go.

4.1 Discrepancy of rational points
We fix a subset S of finite places of K such that G is isotropic over S and consider the S-arithmetic
group I'g := G(Og) which is exhausted by the increasing family of subsets

Rg(h) :={y €Ts: Hy(y) <h}.
We recall that Zg := [[,.q G(O,), and I° := Hyevf\s
K

is normalized so that mg(Zg) = 1. We also denote by mS the Haar measure on Z° such that
m®(Z%) = 1. Under the diagonal embedding

I's — Gy X Gg,

ves G(Oy), and the Haar measure mg on Gg

I's is a lattice subgroup, and so the sets Rg(h), while infinite, are locally finite namely deposit
in every bounded subset of GG, only finitely many elements. The Haar measure mq, in Gy is
normalized so that I's has covolume one with respect to mey, X mg.

By the strong approximation property (Theorem 2.1), the diagonal embedding

g Goo x I°

is dense. Our goal is to analyze the discrepancy of distribution of this dense set. One can show
(in fact, it follows from our results here) that the number of points from Rg(h) contained in a
bounded subset Q of G x I° grows as

vs(h) := ms(Bs(h)),
where Bg(h) := {g € Gs : H¢(g) < h}. We define the discrepancy function as

_|[Rs(h)n Q|

D(Rs(h),Q) := os(h) (Moo x M) (Q)]. (4.1)
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Our goal is to produce an explicit estimate for this quantity for a natural collection of subsets
of Goo x I°. Let E be a subset of G, and W a compact open subset of Z°. For z € Go, we set

E(x) := FEx.

We will focus on analyzing the discrepancy for @ = E(x) x W, where we allow an arbitrary
congruence condition W c Z°.

A crucial ingredient of our analysis is the estimate on averaging operators established in
§2.3, which we now recall. We consider the spaces

Ysw = (G x Gg)/T's(W)

equipped with the invariant probability measures pg . Let 35 be the uniform probability
measure supported on the set Bg(h)~! and

mow (Br) : L*(Yaw) — L*(Ys,w)

the corresponding averaging operator defined in (2.8). We note that Bg(h)~! # Bs(h) in general.
According to Theorem 2.6, there exists an exponent £g(G) = g € (0,1/2], which is uniform in
W, such that for every ¢ € L?(Ysw ), and every n > 0

Ts,w (Brh)d — ¢ dps,w

Ysw

<w,sm Ms(Bs(h) ™S9l 2v . )- (SP)
L2(Ys,w)

The estimates in this section will depend on the parameters:

ts — the speed of convergence in the effective mean ergodic theorem in (SP);
0 - dimg G, namely the decay rate of volume of balls of small radius in (V2).

4.2 Mean-square discrepancy estimates
We will begin our discussion by establishing an L?bound for the discrepancy function
D(Rs(h), E(z) x W). Remarkably, this bound holds in great generality for measurable subsets
E, and as noted already it is uniform in W.

For a subset E of G, we define

N(E):=|{y € G(O): mo(ENyE) > 0}] < 0.

Clearly, N'(E) is uniformly bounded when G is compact, and finite if E is bounded, but this
is not the case in general.

THEOREM 4.1 (Mean square discrepancy bound). Let E be any measurable subset of G, of
finite measure satisfying N'(E) < oo and W a compact open subset of Z°. Then for any n > 0

ID(Rs(h), B(-) x W)l|12(q) 5.0 N (B) *moo(B)m® (W) 2ug(h)~*(©
for every bounded measurable subset ) of G .

Note that in foregoing formula, the discrepancy decreases as the size of W decreases, and
this fact reflects our choice of normalization in (4.1). If we choose to normalize the discrepancy
of rational points in E by dividing by the measure of W, the error estimate on the right-hand
side would depend on W via m® (W)_l/ 2. Then the discrepancy will increase as the congruence
conditions imposed become more stringent, as expected.
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Remark 4.2. We say a subset @ of G, is I'g(W)-injective if the projection map
Q XxXZs— (G x Gg)/Tg(W)

is injective. If @ is I's(W)-injective, then the implicit constant in the above estimate in
Theorem 4.1 is independent of Q).

Proof of Theorem j.1. Let again

X(9o0, 95) = XE-1(9o0)XZ5(95), for (geo, gs) € Goo X Gis,
denote the characteristic function of the subset E~1 x Zg of Goe x Gg. We introduce the subset
AW):=TsgN (Goo x W)

of I's. Since W is bi-invariant under the subgroup U(W), it is clear that A(W) is bi-invariant
under the subgroup I's(W) :=T's N (G x Gs x U(W)). Moreover, since the set W is union of
finitely many right cosets of U(W), the set A(W) is a finite union of right cosets of I's(W). For
9= (90, 95) € Goo X Gg, we define

d(9) == > x(go0 " g567h).

SEA(W)

Since A(W) is I'¢(W)-bi-invariant, this defines a measurable function on the space Ygw =
(G X Gg)/T'g(W). First, let us compute the integral of ¢:

/ pdusw = ( > X(951)) dpsw(9)
Ys,w (GooxGg)/T's(W)

seat)
N /<ch, < Gs)/Ts(W) <56A(V(%/:FS(W) 761%(:W) X(mlél)) o)
= RSSOy, X075

Since the projection of I's to Z9 is dense, the map v — ~U(W), v € I'g, defines a bijection
between the cosets I's/T's(W) and Z°/U(W). In particular,

IUs/Ts(W)| = |Z°/UW). (4.2)

In addition, since W is open, the projection of A(W)=TgN (G x Gg x W) is dense in W,
and we obtain that

[AW)/Ts(W)| = [W/UW)|. (4.3)

We recall that the measure m® on Z° is normalized so that m®(Z°) = 1. This implies that

_ /o)

= T (4.4)

m®(W)
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Hence, we conclude from the above computations that

¢ dus,w = Moo(E)m® (W). (4.5)

Ysw

In particular, this shows that ¢ € L'(Ysw ). In fact, we will show later in the proof that ¢ €
L2(YS7W).

Since ¢ in non-negative and integrable, it follows from the Fubini—Tonelli theorem that for
almost every y € Yg,

/ d(ay) dms(a) < oo,
a€Bs(h)

We shall show that the discrepancy D(Rg(h), E(-) x W) can be approximated by such
integrals. By the Fubini—Tonelli theorem again, for x € G, and u € Zg,

/ ¢(a(z,u)) dms(a) = / x(z6~ ", aus ™) dms(a)
a€Bg(h) a€Bs(h)

SEA(W)

= 3 e s e dms o)
seaw)’ Bs
= Z mg(Ig(su_l N Bs(h)).
SEAW)N(BzxGs)

We recall that the sets Bg(h) := {b&€ Gg: H¢(b) < h} are Zg-bi-invariant. Therefore, if § €
Bs(h), we have Zgéu~! C Bg(h), and if § ¢ Bg(h), we have Zgdu~' N Bg(h) = (). Hence, since
mg(Zs) = 1, it follows that for every u € Zg,

R0 0 (B@) < Wl = [ glate ) dms(e) (1.6)
Combining (4.5) and (4.6), we derive that

D(Rs(h), E(x) x W) = bla(z,e)) dms(a) - ¢dus,W]

'mS(BS(h)) /aGBS(h) Yow

_ s (8o (. ¢) — ¢dus,w‘-

Ysw

This representation allows us to apply the estimate (SP). Let @ be a bounded measurable subset
of G. Since the integral in (4.6) is independent of u € Zg, we obtain that

/Q ‘ /aEBS(h) p(a(z,e)) dms(a) — mg(Bs(h)) /Ys,w ¢ dps,w

a /QXIS

The set Q X Zg projects to a measurable subset (Q x Zg)I's(W) in Yg . Since this is a bounded
subset of G x G, the fibers of this map have cardinalities bounded by a uniform constant Ng,

2
dmuo ()

2
dmeo(z) dmg(u).

/ &(a(z, u)) dms(a) — ms(Bs(h)) / o dusw
a€Bg(h)

Ysw

859

https://doi.org/10.1112/S0010437X23007716 Published online by Cambridge University Press


https://doi.org/10.1112/S0010437X23007716

A. GORODNIK AND A. NEvVO

which is independent of W because I's(W) C I's. Hence, the last integral is bounded by

2
Ng dpsw (y)

(@xZs)/Ts(W)

<N [ SW\ / oyl dms(a) < ms(Bs(h) [ odusw

Ysw

/ o(ay) dms(a) — msBs(h) [ ddusw
a€Bg(h)

Ysw
2

dusw(y)

2
= Ng ms(Bs(h))?

rsaw (B0)6 — /Y 6 dyisw

L2(Ys,w)

Thus, it follows from (SP) that for every n > 0
ID(Rs(h), E() x W)ll12(q) <s.@n ms(Bs(h) ™8]l 2ty - (4.7)

The function ¢ is indeed square-integrable, and the L*-norm | ¢|[|%, (vsw) 18 computed as follows:

/(G xGg)/T <w>< 2 X<951_1)X(952_1)) dpis,w (9)

851,02€A(W)

:/ ( > > x(gvf15fl)x(m£1551)> dpsw(9)
(GooxGg)/Ts(W)

01,0206 A(W)/Tg(W) v1,72€ls (W)

= / < ) > xlgodx(gor ey 1)> dus,w (9)
(GooxGg)/Ts(W)

31,020€A(W) /Tg(W) oyl 5(W)

B _ 1 e d(moo X mS)(g)
B /GOOXGS < 2 2 Xdi (oo 1)) ITs: Ts(W)|

51,52€A(W)/FS(W) ’YEFs(W)

S QPR SRR b v

A(W)/Ts(W) seA(W)

We observe that for any v,6 € A(W),

/G . X(97 " )x(907 ") d(mos x ms)(g) = Moo (E~'y N E~'8)mg(Zsy N Is6)

< Mmeo(E)mg(Zs) = moo(E).

Moreover, this integral is zero unless mqo(E~' N E~16y~1) > 0 and 6y~! € Zg. But since ~,d €
A(W), we also have 6y~! € 79, and so in this case it follows that 5y~ € G(O). Recalling the
definition of NV (F), this implies that for fixed v € A(W),

]{5 A0 [ oy 8 dlm < ms) ) o}' < N(B).

Hence, applying the Fubini—Tonelli theorem once more, we conclude that

16122 g ) < N (Bymoo( B SVES N s By ()

Ts : Tg(W)]
Here we have used (4.2)—(4.4) in the last step. Combining this estimate with (4.7), this
completes the proof of Theorem 4.1. O
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4.3 Almost sure discrepancy estimates

We now turn to establish an almost sure bound for the discrepancy. We will use the mean-square
bound of Theorem 4.1 and the Borel-Cantelli lemma, and the main difficulty here will be to
establish an estimate which holds for all A on a fixed set of full measure. For this argument, we

need the following elementary lemma.
LEMMA 4.3. For0 >1and y1,...,9yn >0, ¢+ +90 < (y1 + - +yn)’.

Proof. The proof proceeds by induction on n. We consider the function
fl)=a’ +yh+typ— (@ +m+ )

By the inductive assumption, f(0) < 0. Using that # > 1, one checks that f'(x) <0 for x > 0.
This implies the claim. O

THEOREM 4.4 (Almost sure discrepancy bound). With notation as in Theorem 4.1, for every
0 <t < t5(G) for almost all v € G, and for every n > 0

D(Rs(h), E(z) x W) <s,5wary (logus(h)>* u(h)~".
Proof. For a,b € Z>(, we consider the intervals
Ly :={h>1:2% <wvg(h) <2%(a+1)}.

Note that for fixed b, they define a partition of [1, c0).
For s € Z>q, we set

My = {Iap s vs(Tap) € (0,2°]} and M :=| | My
b<s
We observe that

U T=11h] with 27" < ug(hy) < 2°.
IeM;

For I C [1,00), we set
Rs(I):={yeTls: Hy(y) €I} and Bg(l):={g€ Gs: Hy(g) € I}.

The argument of the proof of Theorem 4.1 gives the following mean bound: for bounded
measurable subsets Q C G,

/Q| |Rs(I) N (E(z) x W)| — moo(E)ms(W)mS(BS(I))\2 dmeo(x) < mg(Bg(I))* 2.

The implicit constant here and the following computations depends on S, E,W,Q and the
difference tg — €. Using Lemma 4.3,

> ms(Bs(1)** < ( > 7”5(35,‘(1)))22E < mg(Bs(hs))* 2t < 27072,

IeM,,, TEM,

S [1RS(D) 0 (B(a) 5 W)] = e (Bym® W s (Bs(D)[ dms(o) < 52020, (48)
Let 7 > 0. We consider the sets T4 consisting of x € ) such that

> IRs(I) N (E(z) x W)| — Meo(EYm® (W)mg(Bs(I))|* > s2T1252-2,
IeM;
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We deduce from (4.8) that
Moo (V) < 57171
It follows from the Borel-Cantelli lemma that the lim sup of the sets T has measure zero. Hence,
for almost all x €  and all s > sg(x), we have the bound
S IRs(1) 0 (B (@) x W)| = moo (E)mS (W)ms(Bs(I))|? < 712G (49)
IeMs

We shall use this bound to prove the theorem.

We first consider the case when h is an end point of one of the intervals I, ;. We choose the
parameter s such that 257! < vg(h) < 2°. Using the binary representation, the interval [1, h] can
be written as a disjoint interval of at most s intervals I; from M. Then using (4.9) and the
Cauchy—Schwartz inequality, we deduce that for almost all x € @ and h > hy(z), and for every
n>0

[ |Rs(h) N (E(z) x W)| = meo(E)m® (W)ms(Bs(h))|
< Z |[Rs(L;) N (E(z) x W)| — moo(E)Ym® (W)ms(Bs(I))|

< $3/2+n/29s(1-8) < (logvs(h))3/2+’7/2vs(h)1_é.
For a general h, we observe that there exist h; and hy as above such that
hi1 <h <hy and wvg(h) —vg(hi) <1.
Then
[Rs(h1) N (E(z) x W)| < [Rs(h) N (E(x) x W)| < |Rs(h2) N (E(z) x W),
and
vs(h2) <wvg(h)+1 and wvg(hi) > vs(h) — 1.

This provides upper and lower bounds on |Rg(h) N (E(z) x W)| that imply that for almost all
r € @ and all sufficiently large h,

[Rs(h) N (E(2) x W)| = moo(E)m® (W)vs(h) + O((log vs (h) /> vs (h) ).

Clearly, this estimate also holds for all h with an implicit constant depending on x and 7. Finally,
exhausting G, by a countable union of bounded measurable sets, we deduce that this estimate
holds for almost all x € G, which implies Theorem 4.4. O

4.4 Uniform discrepancy estimates

We now turn to establish a uniform pointwise bound on the discrepancy of rational points in
the collection of sets E(z) x W with E(z) := Ex C G& and W C Z7. In our discussion the set
FE is fixed, the congruence condition W is arbitrary and we consider all points ¢ € Gs. This
requires imposing a regularity condition on the set E, namely the right-stability property (RS).
The bound will now involve the dimension 9 := dimg (G ), whereas the almost sure pointwise
bound in Theorem 4.4 did not.

We recall that by Lemma 2.8(a),

€ < Moo(B(e,€)) < € for all € € (0, €). (V)

THEOREM 4.5 (Uniform discrepancy bound). With notation as in Theorem 4.1, let E be a
right-stable finite-measure subset of G satisfying N'(E}) < co and W compact open subset
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of T°. For every 0 < € < £5(G) and for x € G the following pointwise bound for the discrepancy
holds:

D(Rs(h), E(:L’) > W) <<S,E,a:,E mS(W)(D—i-l)/(D—‘rQ) ,Us(h)—QE/(O—I—Q)’
provided that m* (W) g vs(h) 2.

When ms(E) > 0, this condition is also equivalent to the condition that the error term in
the asymptotic expansion of the solution counting function:

[Rs(h) N (E(xz) x W)| = moo(E)m® (W)vs(h)
+ OS B e(mS(W) (0+1)/(0+2) vs(h)1729/(d+2))’
is bounded by the main term.
Explicitly, if the volume growth satisfies vg(h) >g 4 h®, with some a > 0, then the estimate

holds provided the height h satisfies h >>g q¢ m® (W)_l/ 20t Moreover, the above estimate is
uniform for x ranging in compact subsets of G.

In the proof, we use the estimates (SP), (RS) and (V).

Proof of Theorem 4.5. The starting point of our argument is the L?-bound established in
Theorem 4.1. Let @ be a bounded measurable subset of G, and define the open set Q' :=
Bl(e, €9)Q. According to Theorem 4.1, the following bound holds: for any measurable subset F
of G with finite measure, and any given 0 < ¢ < £5(G),

o D(Rs(h), F(y) x W)? dmoo(y) < CN(F)moo(F)m™(W)vg(h)~**
for some C' = C( 5.¢,,¢ > 0. This implies that for every 6 > 0,
meo({y € Q' D(Rs(h), F(y) x W) > 8})
< O 2N (F)moo (F)ym® (W)vg(h) 2. (4.10)
We introduce a parameter € € (0, ¢g) which we assume to satisfy
Moo (Ble, €)) > C 6 2N (EN)moo (EDYmS (W)vg(h) 2. (4.11)

Here ¢ is determined by conditions (RS) and (V). We note that for z € @, we have B(e, )z C Q'.
Hence, it follows from (4.10) applied to F' = EF that for every = € Q, there exists g € B(e, )
such that

D(Rs(h), EX (gz) x W) < 6. (4.12)

We observe when g € B(e,¢) = B(e,¢)~! that it follows from the definition of £ and EF
(cf. (RS)) that
E--gCECE'. g, since EZ -B(e,e) CECE-Ble,e) ! = EF
and upon right-multiplication by x:

E. -gr=E (9v) CE-x = E(z) C E - gv = EX (g7). (4.13)
Hence, taking g € B(e, ¢) as in (4.12), we obtain that
[Rs(h) N (E(z) x W)| < [Rs(h) N (ES (gz) x W)
< (oo B (g2))m® (W) + D(Rs(h), B (gz) x W))ws(h)

< (Moo (B )m® (W) + 6)us(h).
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Since the set F is assumed to be right stable, we deduce that
[Rs(h) N (E(x) x W)| < (moo(E)m® (W) + O(em® (W) + 6)vs(h)

for all € € (0,€p) satisfying (4.11).
We also apply a similar argument to deduce a lower bound. Since it follows from (4.11) that
also

Mos(Ble,€)) > C 52N (E. ymoo (B¢ )m® (W)v(h) ™%,
we deduce from (4.10) with F' = E_ that for every x € @Q, there exists g € B(e, €) such that
D(Rg(h), E. (gz) x W) <.
Hence, we deduce as above that
[Rs(h) N (E(x) x W)| = [Rs(h) N (B (gz) x W)
> (meo(EC (g2))m® (W) — D(Rs(h), E- (g3) x W))us(h)
> (Moo (B)mS (W) — O(em® (W)) + 6)vg(h).
Combining the above estimates on |Rg(h) N (E(z) x W)|, we deduce that for every x € @,
D(Rs(h), E(x) x W) < § + O(em”(W))
provided that (4.11) is satisfied. To arrange (4.11), it is sufficient to pick ¢ of the form
6 = cmoo(Ble, €)™V 2N (B 2imag (B2 (W) 2u(h)~*
with sufficiently large ¢ = ¢ 5.¢,,¢ > 0. Then we deduce using (V) that for all x € Q,
D(Rs(h), E(x) x W) <. e ?m% (W)Y 2us(h) "t + em® (W). (4.14)
We balance the two summands in the estimate and choose the parameter € as
e = (mS (W)Y 2yg(h) YL/ @/2+D),
Therefore, when h is sufficiently large, we have € € (0, ¢p) provided that
vs(h)?tmS (W) > ea(a+2), namely vg(h)?® > m®(W)~1,
the latter condition is equivalent to
mS (W) > mS (W)@HD/0+2) 4o () =24/ (0+2)

and substituting this expression in the bound just established for the discrepancy we deduce
that for every x € Q,

D(Rs(h), E(z) x W) <s,p,qem®(W) T/ OF2) g (p) =2/ 052),
This completes the proof of Theorem 4.5. O
4.5 Uniform discrepancy at arbitrarily small scales
We now turn to establish a bound on the discrepancy which is uniform over a family of balls
B(z,0) in G of arbitrarily small radius, for every z € Go. Let £ > 0, and W be a compact
open subset of Z7°. We will consider the family of subsets Q given by B(z,¢) x W C G x I,

and our goal is to prove an explicit pointwise bound for the number of I'g-points contained in
them.
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THEOREM 4.6 (Pointwise discrepancy bound at small scales). With notation as in Theorem 4.1,
let W be a compact open subset of T°. Fix 0 < £ < £5(G), let x € G, and £ € (0, £y) (for suitable
¢y > 0 independent of x) and set

5g,W(h) — mOO(B(e, 6))0/(0+2)m5(W)(D+1)/(D+2)US(h)172é/(0+2)‘

Then
[Rs(h) N B(2,0) x W| = moo(Ble, ))m® (W)os(h) + Os.ea(€ew(h))  (4.15)

provided that
Moo (B(e, £))?m® (W) > vg(h) 2. (4.16)

This condition is equivalent to the condition that the error term in the foregoing asymptotic
formula is bounded by the main term.

Explicitly, if vg(h) >>g 4 h®, with some a > 0, then the result holds at any scale 0 < ¢ < £y,
provided h satisfies

h>>gae efD/EamS(W)f(DJrZ)/ZEa'
Moreover, this estimate is uniform for x ranging in compact subsets of G .

Proof. We adopt the argument from the proof of Theorem 4.5 with some modifications. We note
that there exists 79 > 0 such that when r € (0, 7o),

B(e,r)N~yB(e,r) =0 for v e G(O)\{e},

so that N'(B(e,r)) = 1.

We fix a bounded measurable subset @ of G, and define the open set Q' := B(e,ro)Q.
Applying Theorem 4.1 to the balls B(y,¢) = B(e, {)y, we deduce that for every r € (0,79) and
0 >0, and some C' = Csq r,

moo({y € Q" : D(Rg(h), B(z,£) x W) > §})

< C 6 2muo(B(e,r))m® (W)vg(h) 2 (4.17)
We introduce a positive parameter € (to be chosen later) satisfying
€</, (4.18)
as well as
Moo(B(e, €)) > C 6 2 moo(B(e, L + €))m® (W)vg(h) ™2, (4.19)

We choose £y so that 0 < 2{y < rg and also so that Lemma 2.8 is applicable for r < rg. Then it
follows from (4.17) that for every x € @, there exists g € B(e, €) such that

D(Rs(h), B(gz,l+¢€) x W) < 4.
It follows from the triangle inequality that
B(gz,l —e) x W C B(x, ) x W C B(gz,l+¢€) x W,
and so,
|Rs(h) N (B(x,£) x W)| < |Rs(h) N (B(gx,l+¢€) x W)
e, 0+ €))m® (W) + D(Rs(h), B(gz, L+ €) x W))vs(h)
e, 0+ €))m® (W) + 8)vs(h).
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Since it follows from Lemma 2.8(b) that

Moo(Ble, £+ €)) < (1 +c§)moo(B(e,€)), (4.20)

we deduce that

|Rs(h) N (B(x,£) x W)| < <mOO(B(e,€))mS(W) +4+ choo(B(e,ﬁ))mS(W)>vg(h).
A similar argument also gives the lower bound

|Rs(h) N (B(x,£) x W)| > <moo(B(e,€))mS(W) -0 — czmoo(B(e,E))mS(W)>v5(h).

It follows that the discrepancy
) = R0 (Bl )
vs(h)

D(Rs(h), B(x,£) x — Moo (B(e, £))m? (W)‘

satisfies

D(Rg(h), B(z,0) x W) < § + c%moo(B(e,E))mS(W).

The parameter ¢ have to satisfy (4.19), and since moo(B(e, € +€)) < (1 + ¢)moo(B(e, £)) (using
(4.20) and € < /) it is sufficient to pick ¢ of the form

§ = bo Moo (Be, €)™ 2 meo (B(e, ) 2m® (W) 2vg(h)~*
with sufficiently large by > 0. Then using Lemma 2.8(a), we deduce the bound
D(Rs(h), B(x,0) x W) < € ?muo(B(e, €))/*m® (W) vg(h)~* + %moo(B(e,f))mS(W)-
(4.21)

The two summands in the foregoing bound are balanced precisely when € is a constant
multiple of

52/(D+2)moo(B(€’ l))—1/(0—}—2),,7,LS(VV)—1/(D—1—2)vs(h)—2E/(D—i—2)7 (422)
and then the estimate that arises in (4.21) is given by a constant multiple of
g—h/(h—&—?)moo(B(e’ l)(D+1)/(D+2)mS(W)(D+1)/(D+2)US(h)—QE/(D+2).
By Lemma 2.8(a) £ < meo(B(e,1)/? < £, and so let us define the error term in (4.15) by
& W(h) — mOO(B(e,E))D/(D+2)mS(W)(D+1)/(D+2),US(h>1728/(0+2). (4.23)

We now claim that under the condition (4.16) stated in Theorem 4.6 namely
Meo(B(e, £))*>mS (W) > vg(h)~2, the conclusion of Theorem 4.6 holds:

|Rs(h) N (B(e,£) x W)| = muo(B(e, £))m® (W)vg(h) + Oq(&Er,w (h)). (4.24)

Indeed, (4.16) is equivalent to the condition that the error term &y (h) defined in (4.23) is
bounded by the main term in (4.24), namely,

Moo (B(e, 0))m® (W)vs(h) > Ew (). (4.25)
Furthermore, these two conditions are equivalent to the condition
moo(B(€7E))—2/(a+2)mS(W)—1/(a+2)vS(h)—ze/(a+2) <1 (4.26)
To establish (4.24) we apply (4.21) with the choice of the parameter ¢ being given by (4.22):
€ = o 2/ (B(e, 0)) @28 (17) T 1)@42) g () -2/ (042),
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where ¢, > 0 is a sufficiently small positive constant so that Lemma 2.8(b) holds. It follows from
Lemma 2.8(a) and (4.26) that

€ < ) 070D/ @) S () =1/ (42) 5, o () "2/ (042) (.

Hence, with sufficiently small ¢, condition (4.18) holds, and so the above estimates apply. Now
the bound (4.24) follows from (4.21) and this completes the proof of Theorem 4.6. O

5. Discrepancy bounds for general groups

In the present section, our goal is to extend the results of the previous sections to the general case,
where G is any connected K-simple algebraic group defined over a number field K. As above,
we fix a subset S of finite places of K such that G is isotropic over S, consider the S-arithmetic
group I's := G(Og), and aim to analyze the distribution of I'¢ embedded in G.

More generally, the method that we develop can be used to analyze the distribution of I'g
embedded in G for a finite set of places T disjoint from .S, but we will not consider this extension
here to avoid cumbersome notation.

5.1 Finiteness of the integrability exponent
Our first task is to show that the integrability exponent defined in (2.3) is finite.

THEOREM 5.1. The integrability exponent pg(G) is finite.

Proof. When G is simply connected, this was already established in [GMOO08], and we will reduce
the proof to this case. We first consider the case when S is finite, and then deal with the general
case.

We recall that when G is simply connected, there is no non-trivial automorphic charac-
ters (see, for instance, [GGN13, Lemma 4.1]), and it follows from [GMOO08, Theorem 3.20 and
Theorem 3.7] that for all functions ¢, € L3(G(Ak)/G(K)) that are Us-finite for a maximal
compact subgroup Uy of G and W-invariant for a compact open subgroup W of Gy, the
functions

g (13" )0 0) = | Sla~" )0 (a) dy() (51)
G(AK)/G(K)
are in LP(Gg) for a uniform p > 1.

Now suppose that G is not necessarily simply connected, and that S is finite. We fix a
maximal compact subgroup Uy, of G and a compact open subgroup W of Gy. We shall show
that for any compactly supported ¢,y € H%O that are Uso-finite and W-invariant, the matrix
coefficients (5.1) are in LP(Gg). Since the span of such functions is dense in H%O as we vary W,
this will imply that the integrability exponent is finite.

We consider the simply connected cover p : G — G that induces the map

p:Y :=G(Ag)/G(K) — Y := G(Ag)/G(K).

We denote by i and p the invariant probability measures on the spaces Y and Y, respectively.
According to [PR94, Ch. 8, Proposition 8.8], there is an exact sequence

G(AK) = G(Ax) — [ H' (K., 2(G)),

veVK

so that p(G(Ag)) is a normal co-Abelian subgroup of G(Ag). Let us consider the group L :=

(
Wp(G(Ak))G(K). Clearly, it is also a normal co-Abelian subgroup of G(Ag). Furthermore, L is
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open in G(Ag). We also consider a subset Yy := L/G(K) of Y. Then

Y = | | %,
YEA

where A is a set of coset representatives for L in G(Ag). Since Yp is open, p(Yp) > 0. Thus,
using that u(Y') < oo, we conclude that A is finite. (In fact, this can be also deduced from the
finiteness of class number of G.)

Let myy be the Haar probability measure on W. The unique L-invariant probability measure
Lo on Yy can be given as

[ = /w N /gdf( p(§)) dji(§) dmw(w) for f € Co(Yo). (5.2)

Indeed, the invariance of this measure is easy to check using that p(G(Ag)) is co-Abelian, p
is equivariant, and fi is invariant. On the other hand, it also follows from invariance that

po = [G(AR) : L| - ply,.- (5.3)
Similarly, considering the exact sequence

Gs = Gy — [[ H'(K., 2(6)),
veES

we deduce that H := p(és) is an open, normal, co-Abelian subgroup of Gg. Moreover, since S
is finite, H has finite index in Gg. We have the decomposition

Gg = |_| §H,
e

where Q is a finite subset of coset representatives for H in Gg. Let mg be a Haar measure on Gs.
Since H is open in Gg, a Haar measure on H is given by the restriction of the Haar measure mg
on Gg. It follows from the uniqueness of Haar measure that for some ¢ > 0,

/ fdms = /  F(p(@) dins(3) for f € Cu(H). (5.4)
H geGg

Indeed, since S is finite, the kernel of the map p : Gg — Gy is finite, so that this map is proper.
Thus, the right-hand side of (5.4) defines a Haar measure on H.
For ¢, ¢ € 'H%O satisfying the invariance properties prescribed above, and g € Gg,

w5 @00) = | ola™ 00 duta) = 3 [ ota 0w duty).

YEA
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and by the triangle inequality for LP-norms,

(/G (78 (0)6, )P dims (g ))1/,,

< ZA (/ ¢ g ) (vy) dp(y) pdmg(Q))l/p

s%(m L] [ soms i auts] amsn)

= 2% <5 / ’ . S0~ v h ™y (vy) duly )pdms(h))l/p. (5.5)
€N 0

Here in the last step We have used the fact that L is co-Abelian. Indeed, denoting 61y = z,
this property implies h™1z = zh =1’ with I’ € L. Now Yy = L/G(K) and writing a coset y € Y
as y = IG(K) with | € L, we have h~'2IG(K) = zh~I'IG(K). Therefore, the integrals over Yy =
L/G(K) in the last step above gives the same function of h € H in both cases.

We claim that for every r1,ry € G(Ag), the functions

Cry,ra (h) = v ¢(T1hy)¢(r2y) dﬂ(y)

are in LP(H). In view of (5.2) and (5.3),

eryry(h) = |G(A) : L] /  $(rhp(3)0(r2p(3)) dii(3),

yey
For a function f on Y and g € G(Ag), we define a function on Y by
fo(@) = f(gp(y)) forjey.
Then when f is W-invariant, using (5.2), (5.3) and that L is co-Abelian, we deduce that

/fgdu / /fgwp ) () dmy (w //fwgp ) d(y) dmy (w)

f(g2) dpo(z) = |G(Ag) : L] fdp.
Yo gYo

Let X (G, L) denote the set of continuous unitary characters x of G(Ag) such that x(L) = 1.
It follows from the properties of characters of finite Abelian groups that

— (AR LT Y .

XEX(G,L)

so that if f € HY, using the previous two identities we deduce

/yfgdﬂ—/y(fog)< > X)d,u—/yf< > xog_1>du

XE€X(G,L) xX€X(G,L)

= /fxdu—O

XEX( GL

869

https://doi.org/10.1112/S0010437X23007716 Published online by Cambridge University Press


https://doi.org/10.1112/S0010437X23007716

A. GORODNIK AND A. NEvVO

This shows that if f € HY, then fg € L3(Y). In particular, ¢,,,%,, € L2(Y). Using Holder’s
inequality, the fact that L is co-Abelian, and (5.4), we conclude that

[ leraltdms = / ] [ [ otratase@)taup @ dnta) ()| dms(n
[ | [ otrinco(@)iGaun @ an| dmswtw) dms(i)
< [ | [ otrone(a)itaun@) dit)| dms() dmy(
< / /G | [ strwnrp) i@ ant)| dins@) dmni
-/ (R G ) Prvas Braal| s (3) Al

It is easy ta to see that qﬁmw and (bmw are U -finite for suitable maximal compact subgroup U of
GOQ and W-finite for suitable compact open subgroup W of Gi. We observe that the integrand in
the above formula is locally constant in w € W, and it follows from the simply connected case
that the functions g — (72"(5~1)hryw, Grow) are in LP(Gg). Hence, we conclude that

/ / e w,raw|P dms dmyy (w) < oo,
wJH
and by (5.5) also

[ g1, o) ams(g) < .

This proves that the representation WaUt]Hoo is LP-integrable when S is finite, and p is uniform
and independent of S.

To deal with the general case with S arbitrary and possibly infinite, we use that the
representation 72" has the direct integral decomposition

g = [ 70 ailp) (5.6)
S

with respect to a measure II on the unitary dual Gg, with n(p) € NU{oco} denoting the
multiplicity. The irreducible representations p in this decomposition are restricted tensor
products of the form p = ®ycs5p,, Where p, are irreducible representations of G,, which are
U,-spherical for almost all v € S (see [Fla79]). For each v € S, we also have the decomposition

aut _ Dy (po)
T ‘Hgo _/é’ Pu de(pU) (57)

We can conclude from the discussion in the previous paragraph that the representation 721 |H80 is
LP-integrable. This condition implies that I1,-almost all p,, is L -integrable for some finite p’ > p.
Indeed, LP-integrability implies that a suitable tensor power (7r3“t|Hgo)®N is weakly contained
in the regular representation of G,. Since p, is weakly contained in wgut\Hgo, it follows that for

I1,-almost all p,, the tensor power p& is weakly contained in the regular representation of G,,. It
follows that the Nth power of the matrix coefficients of U,-finite vectors p, satisfy the pointwise
bound given by [CHH88, Theorem 2|. Therefore, p, is p’-integrable for IT,-almost all p,, and the
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matrix coefficients of U,-finite vectors ¢, 1, of p, satisfy, for suitable k£ € N,

‘(pv(gv)¢va¢v>‘ < dv(¢v)1/2dv(¢v>1/2”¢0”vaH Ev(gv)l/k for g, € G, (5-8)

where d,(¢y) := dim(p,(Uy)dy), and E, denotes the Harish-Chandra function on G,. Since the
measure II, in (5.7) is the image of the measure II from (5.7) under the restriction map, II-almost
every representation p appearing in the decomposition (5.6) is of the form p = ®,c5p, where
the representations p, satisfy the bound (5.8). It follows from the description of the space of
Ug-finite vectors for tensor products (see [Fla79]), that for all Ug-finite vectors ¢ and 1, there
exists ¢(¢, 1) > 0 such that

1(p(9)8,¥)| < (¢, %) Es(g)/* for g € G, (5.9)

where Zg(g) := [[,cgEv(gy) is the Harish-Chandra function on Gg. We recall that the
Harish-Chandra function Zg is L**"-integrable for all 7 >0 (see [GN12, Proposition 6.3]).
We note that the argument in [GN12| utilizes only the Cartan and Iwasawa decompositions
of the group, and does not require that the group be simply connected. Hence, the estimate
(5.9) implies that IT-almost every representation p appearing in the decomposition (5.6) is
L4-integrable with a uniform ¢, and with the L%-norm uniformly bounded. We conclude that

the representation Wgut]Hgo is Li-integrable. O

5.2 Mean ergodic theorem for general groups
We note that Theorem 2.6 fails if G is not simply connected and the corresponding action of
(s is not even ergodic. Nonetheless, it turns out that an analogue of this estimate holds if we
consider actions on a smaller space.

Let X(G,Zy) denote the set of continuous unitary characters x of G(Ag) such that x(Zy) =
X(T") = 1. This set is known to be a finite Abelian group, and its kernel

G .= {g € G(Ag) : x(g) =1 for all £ € X(G,Z;)}.

is a finite index subgroup of G(Ag) (see [GGN13, Lemma 4.4]). Let G, denote the connected
component of identity in G. Since G, is a connected semisimple Lie group, it is clear that
GY, C Goo N G*". We also set

G¥" .= Gg N GEr.
We note that Glger is a finite index closed (and open) subgroup of Gg. Let
% =T N (GY, x Gy).
LEMMA 5.2. We have T € GY x G

Proof. We consider T'" as a subgroup of G x Gg x 7° C G(Ag) embedded diagonally. Then
for every x € X(G,Zy) and v € '™, we have x(7,7,7) = 1 and x(G) = x(Z°) = 1, so that it
also follows that x(e,~,e) = 1. Hence, I‘léer is, in fact, contained in GY, x Glg?r x I, O

We consider the space
VT = (G % G T

equipped with the unique invariant probability measure uléer, and the corresponding unitary

representations mg of G on L?(YXer).

THEOREM 5.3. Let 8 be a Haar-uniform probability measure supported on Zg-bi-invariant
bounded subset B of G&T. Then there exists £s(G) >0 such that for every given n >0,
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for ¢ € L2(Yker),

ms(8)¢ — ¢ dus”

ker
YS

L ms(B)T SO 6]l agyger.
LQ(Yé(er)

Proof. Part 1. We first consider the case of S = V[J;, the full set of finite places.
To simplify notation, we set

G:=G(Ay), T=G(K), X:=G/I, X .=G<rT,

We equip X and X*°' with the Haar probability measures p and ", respectively. Then by
invariance,

Iuker — H(Xker)fl . H|Xker — ’G . err| . N’Xker' (510)

Let B¥* denote a bounded Z f-bi-invariant subset of Gy N G*** | and B is the Haar-uniform
probability measure. We will first prove an effective mean ergodic theorem for the operators

ﬂ?/‘;t(ﬁkcr) acting on L?(X) for test functions ¢ with supp(z) C X*er.
K

Our argument proceeds similarly to [GGN13, Thm. 4.5]. We observe that the space L%(X)
has the decomposition

L2(X) — H%har D H(();O
where ’thar is the closure of the span of automorphic characters, and HOGO is its orthogonal
complement. We also write

HPT = HoH,
where H is the finite-dimensional space spanned by X(G,Zy), the automorphic characters and

H' its orthogonal complement. Since the measure 3 is T s-bi-invariant, for all automorphic
characters x and u € Iy,

rh(BRT)x = (G 0,)x = (w5 ).
K K

K

In particular, it follows that w{a/lf}:(ﬁker) X = 0 when  is not Zy-invariant, and
R (5o = 0.

It follows from Theorem 2.4 with § = V[]; that

[ CaliP

for some explicit £5(G) > 0. Hence, we conclude that for every ¢ € L?(X),

[y ], < ms(B)5O e

where Pp; denotes the orthogonal prOJect10n on the space H.
Using the fact that X'(G,Z;) forms an orthonormal basis of H, under our additional assump-
tion that supp(¢) is contained in the intersection of the kernels of x € X(G,Zf), we obtain

" Pup= 3 <¢,X>L2(X)X=< /X wm) 3 x—( /X wm)a

XEX(G,Ty) XEX(G,Iy)

<<S777 mS(B)*ES(G)+77

where

£(g) = Z x(g) for ge@G.

XGX(G,If)
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Since supp(8*¢T) ¢ G*', it follows that
T (B)x = x for x € X(G,Ty).

Hence, we conclude that for all o € L?(Xker),
e (g < / ¢du>£
K X

€ yrer = |X (G, Zy)| = |G : G*],
we also deduce, using (5.10), that for all o € L2(Xker),

ey — [ gk
K Xker

<s ms(B) TS |[y]| 12 x).
L2(X)

Since

<5 mg(B)” ) [[¢]] L2 xrer)- (5.11)
L2(Xker)

Part II. We now consider a general set of places S C VIJ; with G isotropic over S. Let Zg
denote the orbit of GY, x Glger x IT% C G*** acting on the identity coset in the space X**. It is
open and closed subset of XX, We equip Zg with the probability measure vg := p*¢"(Zg) =t pker.
We have an isomorphism

Yo ~ I°\ Zg

of (GY, x G%T)-spaces. Therefore, the unitary representation 7rS|G§er on L2(YXer) is equivalent

to the unitary representation Glger on L2(ZS \Zs), which is also equivalent to the unitary rep-

resentation of GX on the space L2(Z3)*® consisting of TS-invariant functions in L2(Zg). More

explicitly, given a function ¢ on the space Yé‘er, we get a Z°-invariant function

" ((goos 95, WT) = d((goo, g5)TET),  for (goo, g5, u) € GE* x GE* x I°,
on the space Zg. This defines a (GY x G¥*)-equivariant isometry between L2(YX) and
L*(Zg)*".
Recall that we denote by ( the Haar-uniform probability measure supported on Zg-bi-

invariant bounded subset B of Glger. Denote by 3" the Haar-uniform probability measure
supported on B x 7% € G #- Then since #*°r is T°-invariant, we obtain that

R (8) g = s ()¢

Finally, we apply the estimate (5.11) to the case when 1) = ¢** for ¢ € Lz(Yé‘er). Since

¢ker duker — Iuker(ZS) ¢ker dl/s — /«Lker(ZS) / ¢ dluger’
Xker Zg Yé(er

using the above identifications, we conclude that (for any n > 0)

rs(8)6 — 1 (Zs) / o dylke”

sy ms(B) O 101l 22 (yxery-
Yger

L2 (Yé(er)

We note that this estimate holds for any bounded Zg-bi-invariant subsets of GE, so that taking
¢ =1 and mg(B) — oo, we deduce from the above estimate that p*°"(Zg) = 1. This completes
the proof of the Theorem 5.3. O

5.3 Discrepancy estimates for general groups
When G is not simply connected, the set I'g may be not dense in G,. Nonetheless, according
to Corollary 2.2, its closure is a subgroup of finite index in G . In particular, I's N G2, is dense
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in G, the connected component of G, and we estimate the discrepancy for I's-points with
respect to subsets of G . As in the previous results, we parametrize I's by the subsets

Rg(h) :={y€Dls: Hy(y) < h}.

Let m%, be the Haar measure on G, which we choose to normalize so that I's has covolume

one in G x G with respect to m2, x mg. We define
s (h) = ms (B (9)),
where BX(S) := {g € G¥* : Hy(g) < h}. For Q C G%, we introduce the discrepancy function:

_ ’Rs(h)ﬂﬂ| 0 (Q) ]

D(Rs(h),Q) : () Mg

We emphasize here that the correct normalization is, in fact, by v§(h) and not by vg(h) as in the
simply connected case. While v (h) is comparable with vg(h) = mg(B(S)) up to multiplicative
constants, to get the correct main term it is essential to take into account the contribution of
automorphic characters. This contribution manifests itself through the volume function v}‘ger(h)
of B,ljer C Glgor. Note that looking only at the group of rational points I's which is a lattice in
G~ % Gg as before, the fact Bger(h) is the correct choice here is not obvious in advance. It
reflects subtle algebraic information regarding the behavior of the automorphic characters when
restricted to Gg, since, in fact, I's € G x Glger.

Using the methods presented in § 4, it is possible to establish discrepancy results in the present
case given congruence constraints determined by suitable compact-open subgroups W C Z°. But
since in the non-simply connected case certain congruence obstructions are bound to arise, the
full analysis here is longer and requires additional notation. For brevity, we state the results only
for the case of W = Z%, namely in the absence of congruence constraints.

As above for € G, and E C GY, we set E(z) := Ex.

Using Theorem 5.3, we establish a mean-square discrepancy bound.

THEOREM 5.4 (Mean-square discrepancy bound). Let E be any measurable subset of GY, of
positive finite measure satisfying N'(E) < oo. Then, for any n > 0,

ID(Rs(h), EO))ll12(q) <s.0u N (E)/2ml (E)Y20T (h) =4O+
for every bounded measurable subset Q of GY_.

Proof. The argument proceeds along the lines of the proof of Theorem 4.1. We note that since
E(z) is a subset of G, by Lemma 5.2,

Ts 0 (B(2) x Bs(h)) = Ts N (E(x) x BE(h)) = TS 1 (B(x) x BE*(h).
We consider the function

¢(9) = Y Xp-1(9000 " )xz5 (956 ")

serier
on Y& = (G x G¥&7) /T, As in the proof of Theorem 4.1, one verifies that
T 0 (B() % B )| = [ ola(e,0) dms(b),
a€ Bk (h)

and

1
DU (). Ew) = | s | IR CCORCEURY
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We observe that since the subgroup G¥°' is defined as a kernel of a set of Zg-invariant characters,
it is Zg-bi-invariant. Hence, it follows that the sets B(h) = G** N Bg(h) are also Zg-bi-
invariant, and we can apply Theorem 5.3. The remaining proof proceeds exactly as the proof of
Theorem 4.1. O

Once the mean-square discrepancy bound has been established, one can also deduce exactly
as §4 generalizations of the almost-sure discrepancy bound (Theorem 4.4), the uniform discrep-
ancy bound for right-stable sets (Theorem 4.5), and the uniform discrepancy bound for balls of
arbitrarily small radius (Theorem 4.6). Here the pointwise estimates depend as before on the
dimension 9 := dimg(G« ). We state these results as follows.

THEOREM 5.5 (Almost-sure discrepancy bound). With notation as in Theorem 5.4, for every
n > 0 and almost all z € G2,

D(Rs(h), E(x)) <5,5.0.6n (logvsT(h))* > 105 ()=,

THEOREM 5.6 (Uniform discrepancy bound). For every right-stable subsets E of G, of finite
measure such that N'(E}) < oo, for every 0 < ¢ < £5(G) and for x € G, the following pointwise
bound for the discrepancy holds:

D(Rs(h), E(x)) <s,5,0,e v (h) 72/ (0F2)

provided that h > hy(S). Moreover, this estimate is uniform for x ranging in compact subsets
of Go.

THEOREM 5.7 (Discrepancy bound for balls). Let x € G and (€ (0,4y), for suitable ¢
(independent of z). For every 0 < £ < £5(G):

[Rs(h) N B(x, 6)] = moo(B(e, )05 (h) + Osae(moc(Ble, £)% O ug ()1 =242

provided that meo(B(e,£))? >g¢ vs(h) 2t

Explicitly, if the volume growth satisfies vg(h) g q h®, with some a > 0, then the estimate
holds provided that the height h satisties h >>g q ¢ ¢¥/% Moreover, this estimate is uniform for
x ranging in compact subsets of G-

Since the proofs of these results proceed as in §4, we omit the details.
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