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This article introduces the history and aesthetics of feedback-
based music, from early practitioners to more advanced
methods and state-of-the-art works based on adaptation. Some
of the most relevant techniques developed over almost six
decades of investigations in the area of recursive systems for
electronic music are discussed to show the variety and richness
that a single specialised domain can have, providing examples
of how scientific and philosophical principles can be translated
into music. The historical context is key to understanding the
evolution of the field: feedback-based music arose during the
same years in which cybernetics, together with other disciplines,
were experiencing a profound transformation. I will provide an
overview of how such disciplines changed, highlighting the
connections between seemingly distant areas such as philosophy,
biology and engineering, and the fact that the development of
feedback-based music appears to have followed somewhat
closely the evolution of systems thinking. Finally, the article
explores questions of musical aesthetics andmusic theory related
to the use of complex autonomous systems in live performance
through observations on the author’s creative practice.

1. INTRODUCTION

Complex systems are large networks of non-linearly
interacting components. These systems are character-
ised by dense structures of positive and negative
feedback mechanisms that compete between converg-
ing and diverging behaviours to generate non-triviality
and unpredictability in short-term and long-term time
scales. Complex systems are emergent systems by
definition, and their most important aspect is being
at the edge of chaos, a condition where order and
disorder coexist and mutually determine each other.
I will refer to complex systems to describe systems that
exhibit complex behaviours with or without adapta-
tion. Recent studies suggest that the components of
complex adaptive systems (CASes) are themselves
adaptive agents (Holland 2014) and that the structures
and organisations of the agents and the whole are
affected by one another, underlining the upward and
downward causation found in the emergence of
autopoietic organisms (Maturana and Varela 1980).
The history of CASes, discussed in the next section,
shows a relevant connection from the evolution of
complexity and systems thinking to the creative
practice in music with electronic feedback instruments.
While cybernetics was shifting towards second-order
cybernetics, thus emphasising the importance of

observers and environments in complex systems
and their inherent self-referentiality, electronic music
practitioners working with feedback explored the
autonomy and ecosystemic aspects of such instru-
ments in live performance as a means to discover new
aesthetics. We can trace a significant influence from
the scientific fields of cybernetics and complexity to
that of electronic music that allowed composers to see
the machine as an entity with the ability to generate
novel forms and sounds, and studying the evolution of
these fields may provide a deeper understanding of the
electronic feedback music practice from the 1960s
to today.
Another historical perspective on cybernetics and

feedback-based music can be found in (Sanfilippo and
Valle 2013). In that publication, the focus is on
formalising cybernetics principles within the sound
and music domain and creating a typology of music
feedback systems. In this article, on the other hand,
the historical perspective is key to understanding
the aesthetics of music complex systems, which is the
centre of the investigation of the relationship between
the human and the machine. The aesthetics of musical
CASes is a critical aspect to investigate as they
open new paradigms in music composition and
performance. Three of the most relevant points in
the aesthetics of musical CASes proposed in this
article are: the differences between failure and
operational criticality; the machine as a self-referential
entity that thoroughly explores its state variables; and
the fundamental relationships that arise from the
interaction between a human and a highly autono-
mous machine in live performance. The first point
describes the operational state of these systems as
substantially different from the approaches found in
music based on failure and glitch aesthetics. Far-from-
equilibrium dynamics characterise CASes, represent-
ing a high sensitivity to environmental perturbations
and a strong non-linearity and unpredictability.
Combined with iterative configurations and adapta-
tion, these conditions produce emergent behaviours
and radical novelty through which conventional
tools for electronic music can be turned into new
instruments.
The second point analyses these systems from the

perspective of self-performing machines. Owing to
adaptation, these machines can re-organise their

Organised Sound 28(3): 381–391 © The Author(s), 2023. Published by Cambridge University Press doi:10.1017/S1355771823000523

https://doi.org/10.1017/S1355771823000523 Published online by Cambridge University Press

https://orcid.org/0000-0002-4036-2079
mailto:sanfilippo.dario@gmail.com
https://doi.org/10.1017/S1355771823000523
http://crossmark.crossref.org/dialog?doi=https://doi.org/10.1017/S1355771823000523&domain=pdf
https://doi.org/10.1017/S1355771823000523


internal configurations and the variables that define
their behaviours, replacing the role that human
performers have in conventional human–machine
interaction performance. Particularly in the case of
improvised performance, it is observed that patterns
and recurrent trends may appear, for improvisation
can be formalised as a recursive mechanism, and hence
be a process that may follow the cybernetic principles
of positive and negative feedback. The self-regulation
and adaptation in CASes allow for counterbalancing
mechanisms that prevent excessive redundancy or
entropy, hence increasing the variety and potential
complexity of the music system by exploring a broader
set of combinations of parameters and configurations.

The third point proposes a new perspective on
human–machine interaction performance with CASes.
This view highlights and favours the development of
the aesthetics of the machine, that is, a conscious
decision of the performer to interfere as little as
possible to achieve a compelling musical output by
observing the evolution of the system. This approach
raises questions concerning the need for a new
conception of musicianship and virtuosity in live
music performance with systems with a high degree of
autonomy.

2. THE EVOLUTION OF COMPLEXITY AND
MUSIC FEEDBACK SYSTEMS

The Macy conferences, which lasted for nearly 20
years starting in the early 1940s, were a fundamental
series of events attended by scholars from different
disciplines sharing the perspective of cybernetics and
systems thinking. Some of the most prominent figures
who attended the meetings were Ross Ashby,
Margaret Mead, Gregory Bateson, Heinz von
Foerster and Norbert Wiener. The latter is considered
the father of cybernetics as he first defined the term in
his Cybernetics or Control and Communication in the
Animal and the Machine (Wiener 1948). Modern
cybernetics began as a discipline interconnecting
different fields such as network theory, mechanical
engineering, evolutionary biology and psychology,
focusing on the study of systems with interdependent
agents having non-trivial behaviours. Eventually,
cyberneticians had the intuition that the process of
analysing a system could itself be non-trivial, and they
started to consider the issues related to the role played
by the observer. In an interview from 1976 (Brand
1976), Margaret Mead and Gregory Bateson stated
that classic cybernetics considered systems as elements
independent from their surrounding environment or
observer. Cybernetics then evolved into second-order
cybernetics, which Heinz von Foerster defined as ‘the
cybernetics of observing systems’ (von Foerster 2003).

It is possible to notice an emphasis on the system as
a cognitive and self-referential entity capable of
sensing its context (Etxeberria, Merelo and Moreno
1994; Barandiaran and Moreno 2006). Coherently to
this theory, during the same period, the notion of
radical constructivism was formulated by Ernst von
Glasersfeld. To approach the concept of self, he used
the metaphor of an invariant condition resulting from
the counterbalancing mechanism of mutually affecting
changes. He identified such a metaphor in the
cybernetic domain as a self-regulating closed loop,
essentially paraphrasing the notion of circular causal-
ity: what we see in a feedback loop is the past being
affected by the present, which is about to be
compensated by the immediate future. Hence, it is
impossible to depict such a mechanism’s state through
a single element, for, by nature, it consists of one or
more relationships, and relationships are between
things rather than in things (von Glasersfeld 1979).
What we experience as self takes place in the circular
relationship between the entity and its surroundings.
The early studies on complexity are from at least the

1970s with Edgar Morin and V. Rao Vemuri (Morin
1977; Vemuri 2014), but several others were research-
ing the same field from different directions. For
example, Ilya Prigogine was investigating dissipative
structures, non-equilibrium thermodynamics and the
function of time in biological systems (Prigogine and
Nicolis 1985); the theories on autopoiesis by Umberto
Maturana and Fransisco Varela (Maturana and
Varela 1980); Kauffman and his work on random
Boolean networks showing the emergent evolution of
their self-organisation (Kauffman 1984); and the
research on artificial life by Langton (1986). In the
1970s, John H. Holland implemented a computational
model of adaptation in evolutionary systems inspired
by the work of Rosenblatt (1958). In 1975, Holland
published his early research on genetic algorithms
(Holland 1975), and he was a distinguished researcher
in the field of adaptivity (Wilensky and Rand 2015).
Holland also became part of the Santa Fe Institute
(www.santafe.edu/about) in 1985, where some of the
most prominent CASes thinkers such as Melanie
Mitchell and James Crutchfield work.
CASes are now used in several fields, and they have

gained substantial importance over the years. Some of
their applications are to predict and understand
complex real-world phenomena through computa-
tional models for economic trends or the development
of technological progress (Farmer 2002; Farmer and
Lafond 2016), the evolution of intelligence (Krakauer
2011), or global behaviours in societies (Lagi,
Bertrand and Bar-Yam 2011). CASes are also applied
in the implementation of artificially intelligent
systems such as self-repairing software and intelligent
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anti-virus systems (Forrest, Hofmeyr and Somayaji
1997), or robotics and linguistics (Steels 1997, 2003).

2.1. Elementary definitions of the feedback
vocabulary

The basic definition of a feedback loop considers a
system that transforms an input value or signal and
outputs the result by feeding it back into the input with
some delay (Heylighen and Joslyn 2001). Despite the
large family of behaviours that can be modelled
through a feedback network, there are only two types
of feedback relationships, although by combining
them in different amounts it is possible to achieve a
great variety of responses in virtually any area. The
two main feedback types are positive and negative
feedback loops. On a system subject to stimuli,
a positive feedback loop can create a response with
exponential growths or decays from the system’s
natural equilibrium point. Often, positive feedback is
seen as a chain reaction where perturbations that tend
towards a certain direction will be amplified recur-
sively by the system, resulting in further shifts towards
the same direction. In positive feedback loops,
then, the input–output relation is direct, and an
increase (or decrease) in the input will cause
an increase (or decrease) in the output (Wiener
1948; Ashby 1957; Heylighen 2001; Heylighen and
Joslyn 2001; Gershenson 2007). On the other hand,
negative feedback loops have a complementary
behaviour to positive feedback, and they tend to
oscillate around a stability point. Indeed, negative
feedback systems are in dynamical equilibrium and
perform a counterbalancing action on the external
stimuli to maintain balance. In this case, the input–
output relation is inverse, and an increase (or decrease)
in the input will cause a decrease (or increase) in the
output. Generally speaking, negative feedback repre-
sents convergence towards equilibrium, while positive
feedback represents a divergence from equilibrium.
Despite the structural simplicity of feedback

loops, such recursive mechanisms have significant
consequences on the behaviours of systems or
interdependent components in general. While the
distinction between origin and consequence in open
circuits is rigorous and linear, closed loops depict a
condition where distinguishing between causes and
effects is impossible. Heinz von Foerster and other
scholars taking part in the Macy conferences
called this particular condition circular causality.
Von Foerster describes it as closed loops that, if
opened, whether the causes for an effect are in the
present or the past depends on the opening point (von
Foerster 1952). For von Foerster, circular causality
fills the gap between effective and final cause, or
motive and purpose. Furthermore, von Foerster says

that a closed loop decreases uncertainty as it is no
longer necessary to provide the initial conditions
for the system: the final conditions themselves can
already provide them. Heylighen and Gershenson
explain how circular causality is intrinsically related to
the non-linearity of a system (Heylighen et al. 2001;
Gershenson 2007). In systemic terms, the non-linear
interactions between components determine a non-
linear behaviour in the system. It means that negligible
causes can result in significant long-term effects,
whereas large causes may not result in significant
effects. In other words, there is no proportionality
between the input and output of a system.
Ross Ashby identified another fundamental prop-

erty of feedback systems that he referred to as coupling
(Ashby 1957). Essentially, a feedback connection that
relates a system to itself (self-coupling) or two or more
components among themselves (cross-coupling)
creates a structural coupling that redefines the system
as a whole. Then, a system becomes self-referential or
self-affecting, while cross-coupled components deter-
mine their states by mutually affecting each other.
This type of relationship defines the very concept of
interaction at the structural level as a continuous and
ongoing exchange of energy and possibly information,
too, between the coupled parts. Synergetic phenomena
and structural interactivity highly characterise
feedback systems and their behaviours as higher-level
wholes. The identity of a system is the result
of a distributed cooperation between all intercon-
nected parts.
Feedback loops, both within the system and

between the system, environment and observer, are
essential elements in second-order cybernetics that
became popular in different areas, including music,
due to the success of the discipline. Some of the earliest
examples of feedback-based music are from the 1960s.
Roland Kayn drew inspiration from cybernetics and
implemented self-regulating music systems based on
feedback, both as models for instrumental pieces
and analogue networks for sound generation
(Patteson 2012). During the same period, technologies
and techniques for sound reinforcement were being
investigated, favouring the studies in signal processing
and acoustics for analogue audio equipment.
Specifically, the phenomenon of acoustic feedback,
or Larsen, named after the Danish scientist
Søren Absalon Larsen who discovered it a few
decades earlier, raised particular interest and was a
significant concern in analogue audio and sound
reinforcement. While sound engineers were research-
ing techniques to prevent the Larsen effect (Boner and
Boner 1966), some music practitioners believed that
such a phenomenon might be a powerful creative
means for music composition and performance.
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2.2. Historical and contemporary feedback music
practice

Robert Ashley’s The Wolfman, from 1964, is a work
for tape, voice and feedback. In the same year,
John Cage composed Electronic Music for Piano,
a piece for piano and Larsen network. Steve Reich’s
Pendulum Music from 1968 also explores the Larsen
effect and its modulation through the repositioning
of microphones with respect to the loudspeakers.
Specifically, he uses microphones as pendulums over
the loudspeakers, hence investigating two fundamen-
tal aspects of Larsen itself: phase, given by the angle of
incidence of sound on the microphone, and gain, given
by the distance between microphone and loudspeaker.
In 1969, Alvin Lucier composed I Am Sitting in a
Room, a fascinating use of the Larsen phenomenon.
Lucier’s piece consisted of two tape recorders, a
microphone and a loudspeaker. The microphone
recorded his voice while he read a short text that
lasted about 75 seconds. The recorded voice would
then be played back in the room through the
loudspeaker and recorded on the other tape recorder
through the microphone. Thus, the two tape recorders
were needed to perform the task of playing back and
recording simultaneously. Today, the same process
can be achieved by using a long-enough delay line. The
exciting aspects of Lucier’s piece are that he stretched
out in time the recursive process of the Larsen
effect, that is, the circular action of reproducing
and capturing sounds through microphones and
loudspeakers. Lucier allowed inspecting this recursive
process on a different time scale, but he also
demonstrated that slowing down such a systemic
process would result in different emergent behaviours
rather than merely slowing down the final output
itself. Furthermore, Lucier consciously recognises the
environment as part of the process – the room is
indeed a filter that shapes the Larsen – underlining the
strong ecosystemic nature of the process itself.

In 1966 and 1967, Gordon Mumma composed,
respectively, Diastasis, as in Beer and Hornpipe.
Mumma realised groundbreaking works as they are
arguably some of the first music pieces implementing
elementary forms of CASes. In particular, Mumma
implemented analogue feedback networks coupled
with the environment through instruments that he
used as filters or transfer functions in general. He
mainly generated control signals using envelope
followers to pilot some of the parameters that
transformed the sounds from the instruments, result-
ing in self-regulating adaptive networks (Mumma
1967). Nicolas Collins realised his Pea Soup in 1974.
Similar to the work of Mumma, Collins also
implemented envelope followers to pilot the param-
eters of a self-regulating network. In his case, in
particular, the network only consisted of one positive

feedback loop and one negative feedback loop and
their cooperation: the positive feedback loop was the
Larsen effect given by the iterated amplification of a
signal through microphones and loudspeakers; the
negative feedback loop resulted from controlling a
phase shift in the input signal through its envelope
contour. Loud signals, which indicated the onset of
Larsen, phase-shifted the signal by a higher amount.
Since feedback is a function of phase, the result was
that the Larsen effect would suppress itself whenever
enough energy built up, giving the possibility for
different tones to emerge in different areas of the
spectrum. Despite the simplicity of the network, the
expressiveness and articulations of the sonic output
were outstanding (for a more detailed analysis of some
relevant feedback-based pieces, see Sanfilippo and
Valle 2013).
Today, Alice Eldridge and Agostino Di Scipio have

provided some of the most important contributions to
the creative practice with adaptive systems. Alice
Eldridge is a composer and performer working with
improvisation with a background in psychology,
adaptive and evolutionary systems, and informatics.
Her work focuses on ecosystemic music creation and
performance with emergent evolutionary models and
adaptive systems (Eldridge 2007; Eldridge, Dorin
and McCormack 2008). In collaboration with
Chris Kiefer, she has developed the Feedback Cello,
a self-oscillating instrument that bridges physical tools
and computational methods within the field of
feedback systems. The Feedback Cello is an autono-
mous instrument capable of adaptation that can
be implemented in human–machine interaction per-
formances or sound installation to display complex
autonomous behaviours (Eldridge and Kiefer 2017).
Agostino Di Scipio has contributed significantly to the
field of computer music since the early 1990s, and
he is regarded as one of the most influential figures in
the area of ecosystemic live electronic music. His
publication ‘Formal Processes of Timbre Composition
Challenging the Dualistic Paradigm of Computer
Music’ (Di Scipio 1994) is a landmark conceptual
work and distinctive formulation that proposes
composition techniques capable of merging what he
referred to as the dualistic paradigm of computer
music. The dualism can be summarised into the
two main approaches that see practitioners composing
sounds or composing with sounds. This paradigm
fundamentally describes the standard workflow of
computer music composition, where a performer
generates a set of sonic materials that are subsequently
arranged into a music piece. Di Scipio proposes a
theory of sonic emergence, a process-based composi-
tion paradigm where structures defined at a lower level
for the generation of timbres would allow for the
emergence of musical forms at a higher level. Di Scipio
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then began his exploration of emergent music systems
following autopoietic metaphors and ecosystemic
designs.
Another milestone in his works is ‘“Sound is the

Interface”: From Interactive to Ecosystemic Signal
Processing’ (Di Scipio 2003). In this work, Di Scipio
describes his aesthetics of music composition that has
reached a clear identification and connotation:
Di Scipio’s focus is on the exploration of the
dynamical behaviours that emerge through the cou-
pling of an autonomous system such as a DSP network
of interdependent components with the environment that
is hosting the performance. The concepts from second-
order cybernetics and the structural coupling between
system and environment, typical of autopoietic and living
systems, are crucial. Furthermore, Di Scipio formulates
a radical paradigm shift in live performance, from
interactive composing to composing the interactions,
questioning the basic design of interactive music
(performer–controllers–DSP–-sound), which is substan-
tially linear without explicit closed loops – as is implied by
the notion of interaction – and proposes a design strategy
where interaction is a structural characteristic of music
systems taking place in the domain of sound.
Di Scipio and I started collaborating in 2013 after we

had decided to combine our independent practices in the
field of autonomous music to explore the possibility of a
meta-system by combining our systems and perfor-
mance approaches. Between 2013 and 2014, we realised
a series of studio performances and recordings to which
we gave the nameMachine Milieu. Our project explores
the hybridisation of autonomous machines, with or
without human intervention, and the formulation of a
set of performance modalities in which the human and
the machine are structurally interacting agents in a
higher-level system made of systems (Sanfilippo and Di
Scipio 2017; Di Scipio and Sanfilippo 2019). Finally, the
author mentions two of his recent works based on his
investigations on distributed adaptation, Order from
Noise (2016–19) and Constructing Realities (2019–20).
Distributed adaptation is related to the notion of
evolvability in biology and genetic algorithms, and it
has significantly increased the complexity and long-term
variety of music systems during autonomous evolutions.
This technique extends adaptation across higher levels
and allows the system to re-organise the relationships
among its agents and their structure circularly while
interpreting and constructing its context (Sanfilippo
2018, 2020, 2021a).

3. THE AESTHETICS OF MUSICAL
COMPLEX SYSTEMS

3.1. From failure to extreme functioning

Technology’s role and influence in creative sonic
practice have progressively become a central question

for composers, sound artists, philosophers and critics.
Several practitioners have refuted the concept of
technological determinism, where technology serves as
a neutral tool for ideas and eventually final results
(Rognoni 1966; Di Scipio 1997, 1998, 2000; Feenberg
1992; Hamman 2002). Ideas themselves change and
evolve during the creation process concerning the
technology and techniques adopted. Meanwhile,
the technologies and techniques used can, in turn,
be affected according to the evolving ideas and results.
The design process of the systems involved in sound
creation and the techniques formulated and imple-
mented in such a practice are indeed a fundamental
stage whose outcome will significantly determine the
final results. This section will explore feedback and
complexity to deploy technologies and techniques in a
state of extreme functioning, which will be vital in
achieving novel outcomes.
Composers can use pre-existing technologies and

techniques to create works reflecting their ideas and
purposes, yet they will operate in a creative domain
where traces of an aesthetics intrinsically sculpted in
the pre-existing devices, software and techniques are
present. To some extent, this can homogenise the
work of the artist, for a common root will be shared
between all the works using a particular technology
or technique. Today, the power and accessibility of
computers and sophisticated digital audio software
allow composers to design their tools and systems
from scratch. However, even if such software makes it
possible to operate at a lower level, technology and
techniques still seem to have a noticeable influence on
the final result. Even though environments such as
SuperCollider or Pure Data are powerful and flexible,
some of their building blocks are more high level and
can still be rather characteristic. On the other hand,
specific sound synthesis and processing techniques
can have very peculiar and recognisable features, even
if implemented with very low-level programming
languages.
Several composers and sound artists have deliber-

ately altered technologies and techniques to achieve
new sonic results. For instance, there are compositions
based on scores where the details and required
performing skills are intentionally conceived to
challenge the capabilities of the performers. This
strategy allows us to achieve indeterminacy and
musically interesting awkwardness due to mistakes
and inaccuracies, hence operating at the edge of what
is physically achievable for an instrument player.
Examples are Cheat Sheet (2007) by Michael
Edwards, for solo guitar, ensemble, and computer,
and Unity Capsule (1975–6) by Brian Ferneyhough, a
hyper virtuosic work for solo flute. Cage’s prepared
piano has shown how changing the instrument’s
mechanisms and conventional performing techniques
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can lead to new domains of sonic materials, sometimes
profoundly different from the original ones. While
experimenting with turntables, Pierre Schaeffer altered
the internal mechanism of such a device so that he
could change the rotation of the turntable, from
clockwise to counterclockwise, achieving the reverse
effect by playing the recordings backwards. Other
examples come from the hardware hacking and circuit
bending practitioners that initially appeared in the
1960s and 1970s, where people such as Gordon
Mumma, Nicolas Collins and Reed Ghazala (to name
a few) realised practically brand-new sound generators
by manipulating the electric circuits of everyday
devices or existing synthesisers. Recently, we can see
the same approach in the digital domain where devices
and software are pushed towards conditions where
failure takes place – what has been referred to as
the aesthetics of failure (Cascone 2000). Artists have
explored this practice in various ways: by drawing on
the rear side of CDs and eventually producing
irregular patterns and clicks when playing them on
a CD player (Oval); by letting a digital sampler crash
through a particular configuration of the parameters
to create unexpected sounds (Fennesz) (Bridda 2004);
or by pushing the computational capabilities of
computers so that CPU overloads result in unwanted
yet interesting sonic behaviours (Galarreta) (private
conversation). While operating in different domains
and with different approaches, what is common to all
these practices is the possibility to achieve new
outcomes out of tools not explicitly designed for the
resulting materials and behaviours. This can be a
crucial aspect of sound creation and, in general,
strongly characterising the originality of a work.

Technology and techniques can be altered and
shaped into something original. After this process,
they operate in a meta-state whose behaviour may
differ from the one they were designed for. As a result,
exploring methods that lead to such a meta-state
corresponds to exploring potential new creative
practices and aesthetics. There are different ways to
achieve this. In the case of Cage’s prepared piano or
hardware hacking, the kind of action required is
manipulating the structure of the tools themselves.
On the other hand, when discussing this approach in
the digital domain, we have seen that the tendency is to
push digital systems towards failure and malfunction-
ing. Instead, a conceptually and technically different
approach deploys feedback mechanisms (Sanfilippo
2013). Through feedback, it is possible to turn
elementary tools into what Heinz von Foerster called
a non-trivial machine: a system that is self-related,
autonomous, unpredictable and analytically non-
determinable (von Foerster 2003). Feedback is also
ubiquitous in the discussions regarding complex and
emergent systems (Gershenson and Heylighen 2005;

Kitto 2006; Morin 2007), and emergence is indeed a
key aspect of this approach for the alteration of
technology.
Emergent systems are different from the sum of

their parts because of synergetic relationships between
their components (Corning 2002), and this particular
characteristic allows such systems to operate in
that meta-state that leads to an alteration. With
feedback, it is possible to radically alter the behaviour
of analogue and digital devices, or synthesis and
processing techniques, so that hidden characteristics
can be unfolded. Different materials and forms,
two aspects that with such an approach become
inseparable (Di Scipio 1994), can then be discovered.
Microphones, loudspeakers, mixing boards and audio
manipulation techniques within the feedback loops are
no longer sound capturers, reproducers or trans-
forming units: they become sonic generators with their
identity and systemic role in the emergent whole.
Feedback systems, unlike the examples previously
discussed, are not cases of manumission or malfunc-
tioning. Instead, the state characterising feedback
systems could be referred to as extreme functioning:
a condition where the operational level coincides
with the limits of the machines themselves, where
equilibrium and instability coexist. Feedback systems
push technologies and techniques towards their
extremities, up to the threshold where the original
identity of such technologies and techniques is
replaced with an emergent one.

3.2. The objectivity of the machine

The concept of objectivity of the machine is helpful
to understand the importance of autonomous
systems – specifically CASes – in the practice of
music composition and performance. The idea has
been informed by several years of experience as an
electronic music composer and performer, particularly
after realising the difficulties related to predictability
in improvised music and redundant procedures in
using electronic instruments by looking backwards at
my practice as a musician. The objectivity of the
machine describes the ability of complex systems
to explore a richer and more varied parameter space in
musical instruments through non-trivial develop-
ments. Owing to complex unpredictability, the
resulting state transitions and evolutions are funda-
mental to reaching unexplored formal solutions in live
performance and music creation.
Radical improvisation is by definition the approach

that offers the highest degree of freedom in the live act
of music performing, although it is by no means an
approach that guarantees an acceptable degree of
variety and complexity. Formally, radical improvisa-
tion can be described as a feedback loop coupling a
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human performer and a sound-generating device,
which we generally refer to as a machine (Pressing
1984). The human and the machine constitute a hybrid
higher-level system where the input is the human’s
auditory system, and the output is the set of actions
performed by the human through the sonic results
generated by the machine. We are assuming the
basic case in which the machine is not autonomous.
Similarly, the practice of electronic music composition
in the studio also resembles a feedback configuration,
although the process takes place in a non-real-time
domain. Namely, the composer working in the studio
and following a standard workflow, for example,
using software to generate and process sounds that are
eventually arranged into pieces through editors and
digital audio workstations, cycles through two main
phases: modification and result-checking. The iterative
process is repeated until the piece is complete, that is,
when it does not require further modifications.
Feedback loops can result in behaviours that

tend towards steady-state outputs, called attractors,
or outputs that oscillate through a limited number
of states, called periodic oscillations (Gleick 2011).
The hypothesis is that the principles of feedback
systems and chaos theory may also apply to feedback
configurations involving individuals, such as the
practices of improvised electronic music and electronic
music composition in the studio, as explained earlier.
For example, Pierre Boulez claimed that improvised
music is often confined within a process where
excitement and relaxation alternate (Bowers 2002).
Paraphrasing Boulez’s statement, improvised music
can sometimes be reduced to a process where musical
tension progressively builds up and finally breaks
down after it has reached a peak so that the process
can start again. This kind of behaviour resembles a
typical response of positive feedback configurations
(Heylighen and Joslyn 2001), which intrinsically limits
the variety of an improvised live performance as
global development becomes redundant. Of course,
experienced improvisers can avoid these behaviours
and ensure that redundancy is diminished as much as
possible. Though, the tendency towards redundancy
intrinsic to some feedback configurations should be
considered as it may still play a role in the unfolding of
an improvised music piece. Empirically, what I could
also observe in my practice as an improviser, besides a
tendency towards alternating tension and relaxation,
is a tendency towards retracing a limited set of
configurations in the software parameters to recall
familiar or otherwise known sonic environments,
which, ultimately, also resulted in a large-structure
redundancy.
Composers and performers have developed techni-

ques to avoid recurring patterns in improvised music.
Structured improvisation (hence non-radical) is an

example. In this case, a reduced tendency towards a
global redundant behaviour is achieved at the expense
of the freedom of the performer, especially considering
that the structures may be unrelated to the specific
sonic context. Other techniques are the definitions of
sound-related constraints or rules. In this case, the
improvising performer has the potential freedom of
exploring any number of sonic environments,
although the limitations will arise from the specific
sonic environment, which can be different each time
the piece is executed. See, for example, Duet I (1960)
by Christian Wolff (for background on other works
following a similar approach, see Dahlstedt, Nilsson
and Robair 2015; Sanfilippo 2022).
The implementation of CASes in live performance

and improvised music is yet another technique that
can be used to enhance the variety in the development
of music performance and limit the tendencies towards
redundancy of some improvised music. CASes are
structurally coupled with their context, which becomes
an essential element for their very existence, and
exhibit a non-linear and non-trivial behaviour that is
always a function of the surrounding sonic environ-
ment. This allows musical CASes to explore their
parameters objectively, making it possible to have a
variety of combinations that are virtually only limited
by the data type representing the system’s state
variable. The adaptive behaviour of such systems
can then explore a theoretically much larger number
of sonic environments, which in turn result in a much
larger number of developing curves so that the
redundancy of both timbres and forms can be
contrasted.

3.3. Losing control to gain complexity

The matter concerning the degree of control delegated
to the machine, particularly in the case of autonomous
machines, is a complicated topic that raises philo-
sophical questions of ontological nature and more
practical and empirical ones about the work of
electronic music composers and performers. It may
appear that the electronic musician has no aesthetic or
musical ability whatsoever and that the machine is the
sole entity responsible for the musical results. After
several years of working in the field of electronic
music, it also seems to be relatively common to
consider the work of a machine as intrinsically less
valuable than the work of a human. The music
generated by machines is sometimes subject to an a
posteriori judgement: despite the result initially
seeming objectively convincing for the listener,
knowing that a machine has generated the work
may penalise it and, in some cases, negatively affect
the overall experience. Furthermore, human agents
may not be actively involved during the performance,
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especially when this happens for extended periods,
which undermines the overall work’s liveness. Even
though the machine operates entirely in real-time and
in real-space, which is a live approach by definition, it
may be considered non-performative due to a lack of
direct involvement from the human agent. The
approach mentioned previously also establishes a
rigorous separation between the human and the
machine in producing a music piece: the composer is
now concerned with composing a machine that
composes sounds and music.

The fact that machine-generated music may be
considered less valuable by non-practitioners is not a
relevant issue. Unfortunately, though, the same
misconception is often found in professional environ-
ments of electronic music. There is still the
misunderstanding that music technologies and devices
are means that solely serve composers’ ideas without
affecting the aesthetic content of the musical outcome.
As stated by Di Scipio (2003), even human–machine
interaction performances follow a linear workflow,
which establishes an implicit hierarchy where the
machine is subordinated to the performer. Mutuality
and reciprocal alteration are implicit and fundamental
features in the notion of interaction. These conditions
are achievable when both the human and the machine
can perform independent actions while simultaneously
reacting to external stimuli to adjust their actions
accordingly. In other words, both entities should be
capable of generating autonomous behaviours and
non-linear dynamics.

It is indispensable to distinguish between autono-
mous and automated behaviours. Autonomous is
sometimes considered a synonym for automated,
although the implications of an autonomous design
are substantially different from standard automated
systems. In several computer music workflows, the
formal development and scheduling of sound events
are driven by stochastic processes, that is, pseudo-
randomness generators or other algorithmic rules that
determine the unfolding of the piece through a
predefined path. The formal domain, or high level,
is independent of the domain where music develops,
that is, the domain of sound itself or the low level.

On the other hand, the autonomous behaviour of
CASes is a consequence of the interrelatedness
between sound self-generation and formal self-organi-
sation, that is, the tight bond between low level and
high level in a network of non-linear interactions that
result in complex evolutions and emergent behaviours.
CASes are then particularly well suited for applica-
tions of human–machine interaction performance
and autonomous music systems, and the notion of
aesthetics of the machine is central within this
framework. In the music domain, specifically, the
ideas of complexity, non-triviality and emergence refer

to sonic evolutions with short-term and long-term
variety, with a non-linear interplay between sonic
patterns and chaotic perturbations and mutations.
Time scales and auditory thresholds, together with the
notion of an observer, are key elements for the
definition of complexity in the music domain; these
are discussed extensively in Sanfilippo (2021b).
The implementation of non-linear feedback delay
networks and recursive loops is a widespread meth-
odology not only in areas of acoustic physical
modelling (Karplus and Strong 1983; Cook 1992;
Rocchesso and Smith 1997) but also in biocybernetics
and complexity for the design of artificial intelligent
behaviours and artificial life (Heylighen and Joslyn
2001; Maturana and Varela 1980). ‘Being and
existence are emergent from all processes containing
feed-back loops’ (Morin 1977: 210–16). The emergent
nature of CASes is a key element for creating radically
new aesthetics that can challenge and enhance the
creative output of composers and performers. While
musical CASes are designed to produce a sonic output
that is structurally complex concerning the time scales
and thresholds of human perception, the particular
articulations and evolutions are unique features of
each system or, of each performance, more precisely,
that determine the personality and musicality of the
artificial entity.
The action of deliberately losing control, the action

of not doing, hence the conscious choice as a composer/
performer to discover the hidden aesthetics of an
autonomous machine such as a CAS, is a process that
carries a critical potential. The creative practice of
musical CASes is a shift from the synthesis of sound to
the synthesis of formal evolutions and artificial
expressiveness. The role of the composer becomes
primarily concerned with composing music systems
that compose music rather than assembling sonic
materials into a music piece. The aesthetics of the
machine becomes vital for the exploration of new
music through the cooperation of the human and the
artificial.

4. CONCLUSION

I have discussed the development of systems thinking
from the early cyberneticians to the modern theories
and techniques in complex systems. In the 1940s, the
interaction and exchange between groups of scholars
from different disciplines set the beginning of the
formalised study of cybernetics and systems science
that greatly contributed to today’s growth of the field.
The application of these studies to a large number of
domains ranging from psychology and sociology to
engineering and biology underlined their highly
transdisciplinary nature and connection to several
real-life phenomena.
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The early investigations in cybernetics mainly
concerned understanding the behaviours of systems
regardless of their interactions with the environment
or observers. In the 1960s, scholars investigated the
possible connections between non-trivial systems and
their surroundings, including the environment and the
observers. The study of cybernetics shifted towards
considering non-trivial systems as tightly interrelated
with their environment and observers or considering
such systems as larger systems encapsulating the
environment and the observers as components that
contribute to global behaviours. This new conception
was crucial in second-order cybernetics, which Heinz
von Foerster defined as ‘the cybernetics of observing
systems’. Systems as system-environment couples were
then regarded as self-referential entities following
metaphors of self-awareness. In philosophy, von
Glasersfeld was investigating the idea of radical
constructivism and the notion of self, which he later
described through concepts of second-order cybernet-
ics, particularly circular causality. According to his
idea, the experience of self takes place as retroactive
relationships between the entity and its surroundings.
We can see that these disciplines contributed to each
other’s growth.
The development of feedback-based music was

also significantly influenced by this way of thinking,
and it closely followed the evolution of these fields.
Feedback-based music was initially based on rather
simple mechanisms while it expanded over the 1960s
and 1970s into more articulated techniques where the
environment and self-regulation had a central role.
Today, we have seen highly advanced music systems
implementing large networks of adaptations through
which complex musical structures emerge, allowing
music technology to be explored in unconventional
ways. The aesthetics of the machine has become of
major relevance, and it underlines the importance of
agency in music systems. The composer is now
concerned with implementing autonomous systems
that expand their creative potential: the control of the
performer over the machine is an obsolete concept that
can only limit the complexity of their synergy. Novel
formalised performance modalities based on this
idea become vital, and the machine can be seen as
an extension of human aesthetics in a synergetic
relationship that is key to achieving maximal musical
expressiveness.

REFERENCES

Ashby, W. R. (1957). An Introduction to Cybernetics.
London: Chapman and Hall.

Barandiaran, X. and Moreno, A. (2006). On What Makes
Certain Dynamical Systems Cognitive: A Minimally
Cognitive Organisation Program. Adaptive Behavior
14(2): 171–85.

Boner, C. P. and Boner, C. (1966). Behavior of Sound
System Response Immediately below Feedback. Journal
of the Audio Engineering Society 14(3): 200–3.

Bowers, J. (2002). Improvising Machines: Ethnographically
Informed Design for Improvised Electro-Acoustic Music.
Masters thesis, University of East Anglia.

Brand, S. (1976). For God’s Sake, Margaret: Conversation
with Gregory Bateson and Margaret Mead. CoEvolution
Quarterly 10: 32–44.

Bridda, E. (2004). Maree Digitali. Sentireascoltare. https://
sentireascoltare.com/articoli/fennesz-intervista-maree-digitali/
(accessed 20 June 2019).

Cascone, K. (2000). The Aesthetics of Failure: Post-Digital
Tendencies in Contemporary Computer Music.
Computer Music Journal 24(4): 12–18.

Cook, P. R. (1992). A Meta-Wind-Instrument Physical
Model, and a Meta-Controller for Real-Time
Performance Control. Proceedings of the International
Computer Music Conference, San Jose, California, 273–6.

Corning, P. A. (2002). The Re-Emergence of Emergence:
A Venerable Concept in Search of a Theory. Complexity
7(6): 18–30.

Dahlstedt, P., Nilsson, P. A. and Robair, G. (2015). The
Bucket System: A Computer-Mediated Signalling System
for Group Improvisation. Proceeding of the International
Conference on New Interfaces for Musical Expression,
Baton Rouge, LA, 317–18.

Di Scipio, A. (1994). Formal Processes of Timbre
Composition Challenging the Dualistic Paradigm of
Computer Music. Proceedings of the International
Computer Music Conference, Aarhus, 202–8.

Di Scipio, A. (1997). Musica tra determinismo e indetermi-
nismo tecnologico. Musica/Realta, 53: 111–42.

Di Scipio, A. (1998). Questions Concerning Music
Technology.Angelaki: Journal of the Theoretical Humanities
3(2): 31–40.

Di Scipio, A. (2000). Tecnologia dell’esperienza musicale nel
Novecento. Rivista Italiana di Musicologia 35(1/2): 211–45.

Di Scipio, A. (2003). ‘Sound is the Interface’: From
Interactive to ecosystemic Signal Processing. Organised
Sound 8(3): 269–77.

Di Scipio, A. and Sanfilippo, D. (2019). Defining
Ecosystemic Agency in Live Performance. The Machine
Milieu Project as Practice-Based Research. Array Journal
12: 28–43.

Eldridge, A. (2007). Collaborating with the Behaving
Machine: Simple Adaptive Dynamical Systems for
Generative and Interactive Music. Unpublished doctoral
dissertation.

Eldridge, A. and Kiefer, C. (2017). The Self-Resonating
Feedback Cello: Interfacing Gestural and Generative
Processes in Improvised Performance. Proceedings of
New Interfaces for Music Expression, 25–9.

Eldridge, A., Dorin, A. and McCormack, J. (2008).
Manipulating Artificial Ecosystems. Applications of
Evolutionary Computing. EvoWorkshops. Lecture Notes
in Computer Science, vol. 4974. Berlin, Heidelberg:
Springer, 392–401. https://doi.org/10.1007/978-3-540-
78761-7_42.

Etxeberria, A., Julian Merelo, J. and Moreno, A. (1994).
Studying Organisms with Basic Cognitive Capacities in
Artificial Worlds. Intellectica 18(1): 45–69.

The Aesthetics of Musical Complex Systems 389

https://doi.org/10.1017/S1355771823000523 Published online by Cambridge University Press

https://sentireascoltare.com/articoli/fennesz-intervista-maree-digitali/
https://sentireascoltare.com/articoli/fennesz-intervista-maree-digitali/
https://doi.org/10.1007/978-3-540-78761-7_42
https://doi.org/10.1007/978-3-540-78761-7_42
https://doi.org/10.1017/S1355771823000523


Farmer, J. D. (2002). Market Force, Ecology and Evolution.
Industrial and Corporate Change 11(5): 895–953.

Farmer, J. D. and Lafond, F. (2016). How Predictable is
Technological Progress? Research Policy 45(3): 647–65.

Feenberg, A. (1992). Subversive Rationalisation:
Technology, Power, and Democracy. Inquiry 35(3-4):
301–22.

Forrest, S., Hofmeyr, S. A. and Somayaji, A. (1997).
Computer Immunology. Communications of the ACM
40(10): 88–97.

Gershenson, C. (2007). Design and Control of Self-
Organizing Systems. Mexico City: CopIt Arxives.

Gershenson, C. and Heylighen, F. (2005). How Can We
Think the Complex.Managing Organisational Complexity:
Philosophy, Theory and Application 3: 47–62.

Gleick, J. (2011). Chaos: Making a New Science. New York:
Open Road Media.

Hamman, M. (2002). From Technical to Technological: The
Imperative of Technology in Experimental Music
Composition. Perspectives of New Music 40(1): 92–120.

Heylighen, F. (2001). The Science of Self-Organization and
Adaptivity. The Encyclopedia of Life Support Systems,
5(3), 253–80.

Heylighen, F. and Joslyn, C. (2001). Cybernetics and
Second-Order Cybernetics. Encyclopedia of physical
science & technology 4: 155–70.

Holland, J. H. (1975). Adaptation in Natural and Artificial
Systems. Ann Arbor: University of Michigan Press.

Holland John. H. (2014). Complexity: A Very Short
Introduction. Oxford University Press.

Karplus, K. and Strong, A. (1983). Digital Synthesis of
Plucked-String and Drum Timbres. Computer Music
Journal 7(2): 43–55.

Kauffman, S. A. (1984). Emergent Properties in Random
Complex Automata. Physica D: Nonlinear Phenomena
10(1–2): 145–56.

Kitto, K. J. (2006). Modelling and Generating Complex
Emergent Behaviour. PhD thesis, Flinders University,
South Australia.

Krakauer, D. C. (2011). Darwinian Demons, Evolutionary
Complexity, and Information Maximisation. Chaos: An
Interdisciplinary Journal of Nonlinear Science 21(3):
037110.

Lagi, M., Bertrand, K. Z. and Bar-Yam, Y. (2011).The Food
Crises and Political Instability in North Africa and the
Middle East. https://doi.org/10.48550/arXiv.1108.2455.

Langton, C. G. (1986). Studying Artificial Life with Cellular
Automata. Physica D: Nonlinear Phenomena 22(1–3):
120–49.

Maturana, H. R. and Varela, F. J. (1980). Autopoiesis: The
Organisation of the Living. Autopoiesis and Cognition:
The Realisation of the Living 42: 59–138.

Morin, E. (1977). La nature de la nature, vol. 123. Paris:
Seuil.

Morin, E. (2007). Restricted Complexity, General
Complexity. Science and Us: Philosophy and Complexity.
Singapore: World Scientific.

Mumma, G. (1967). Creative Aspects of Live-Performance
Electronic Music Technology. Papers of 33rd National
Convention. New York: Audio Engineering Society.

Patteson, T. (2012). The Time of Roland Kayns Cybernetic
Music. Travelling Time, Sonic Acts XIV, 47–67.

Pressing, J. (1984). Cognitive Processes in Improvisation. In
Advances in Psychology, vol. 19). Amsterdam: Elsevier,
345–63.

Prigogine, I. and Nicolis, G. (1985). Self-Organisation in
Nonequilibrium Systems: Towards a Dynamics of
Complexity. In M. Hazewinkel, R. Jurkovich and
J. H. P. Paelinck (eds.) Bifurcation Analysis. Dordrecht:
Springer, 3–12.

Rocchesso, D. and Smith, J. O. (1997). Circulant and
Elliptic Feedback Delay Networks for Artificial
Reverberation. IEEE Transactions on Speech and Audio
Processing 5(1): 51–63.

Rognoni, L. (1966). La musica ‘elettronica’ e il problema
della tecnica. In Fenomenologia della musica radicale.
Laterza: Bari.

Rosenblatt, F. (1958). The Perceptron: A Probabilistic
Model for Information Storage and Organisation in the
Brain. Psychological Review 65(6): 386.

Sanfilippo, D. (2013). Turning Perturbation into Emergent
Sound, and Sound into Perturbation. Interference:
A Journal of Audio Culture 3: 121–31.

Sanfilippo, D. (2018). Time-Variant Infrastructures and
Dynamical Adaptivity for Higher Degrees of Complexity
in Autonomous Music Feedback Systems: The Order
from Noise (2017) Project. Musica/Tecnologia 12(1):
119–29.

Sanfilippo, D. (2020). Complex Musical Behaviours via
Time-Variant Audio Feedback Networks and Distributed
Adaptation: A Study of Autopoietic Infrastructures for
Real-Time Performance Systems. Unpublished doctoral
dissertation, University of Edinburgh.

Sanfilippo, D. (2021a). Complex Adaptation in Audio
Feedback Networks for the Synthesis of Music and
Sounds. Computer Music Journal 45(1): 6–23.

Sanfilippo, D. (2021b). Time-Domain Adaptive Algorithms
for Low- and High-Level Audio Information Processing.
Computer Music Journal 45(1): 24–38.

Sanfilippo, D. (2022). Towards the Formalisation of
Performance Modalities and Interfaces in Human-
Machine Interaction. Echo, a journal of music, thought,
and technology, 3.

Sanfilippo, D. and Di Scipio, A. (2017). Environment-
Mediated Coupling of Autonomous Sound-Generating
Systems in Live Performance: An Overview of the
Machine Milieu project. Proceedings of the 14th Sound
and music Computing Conference, Espoo, Finland, 5–8.

Sanfilippo, D. and Valle, A. (2013). Feedback Systems: An
Analytical Framework. Computer Music Journal 37(2):
12–27.

Steels, L. (1997). The Synthetic Modeling of Language
Origins. Evolution of Communication 1(1): 1–34.

Steels, L. (2003). Evolving Grounded Communication for
Robots. Trends in Cognitive Sciences 7(7): 308–12.

Vemuri, V. (2014). Modeling of Complex Systems:
An Introduction. London: Academic Press.

von Foerster, H. (1952). Cybernetics; Circular Causal and
Feedback Mechanisms in Biological and Social Systems.
Josiah Macy, Jr. Foundation.

390 Dario Sanfilippo

https://doi.org/10.1017/S1355771823000523 Published online by Cambridge University Press

https://doi.org/10.48550/arXiv.1108.2455
https://doi.org/10.1017/S1355771823000523


von Foerster, H. (2003). Cybernetics of Cybernetics. In
Understanding Understanding. New York: Springer, 283–6.

von Glasersfeld, E. (1979). Cybernetics, Experience, and the
Concept of Self. In M. N. Ozer (ed.) A Cybernetic
Approach to the assessment of Children: Toward a More
Humane Use of Human Beings. Boulder, CO: Westview
Press, 67–113.

Wiener, N. (1948). Cybernetics or Control and
Communication in the Animal and the Machine.
Cambridge, CA: MIT Press.

Wilensky, U. and Rand, W. (2015). An Introduction to
Agent-Based Modeling: Modeling Natural, Social, and
Engineered Complex Systems with NetLogo. Cambridge,
CA: MIT Press.

The Aesthetics of Musical Complex Systems 391

https://doi.org/10.1017/S1355771823000523 Published online by Cambridge University Press

https://doi.org/10.1017/S1355771823000523

	The Aesthetics of Musical Complex Systems
	1.. INTRODUCTION
	2.. THE EVOLUTION OF COMPLEXITY AND MUSIC FEEDBACK SYSTEMS
	2.1.. Elementary definitions of the feedback vocabulary
	2.2.. Historical and contemporary feedback music practice

	3.. THE AESTHETICS OF MUSICAL COMPLEX SYSTEMS
	3.1.. From failure to extreme functioning
	3.2.. The objectivity of the machine
	3.3.. Losing control to gain complexity

	4.. CONCLUSION
	REFERENCES



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /PageByPage
  /Binding /Left
  /CalGrayProfile (Dot Gain 20%)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.3
  /CompressObjects /Tags
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages false
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams false
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness false
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Preserve
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages false
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00000
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /CropGrayImages false
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00000
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages true
  /CropMonoImages false
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 600
  /MonoImageDepth 4
  /MonoImageDownsampleThreshold 1.00000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects true
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (U.S. Web Coated \050SWOP\051 v2)
  /PDFXOutputConditionIdentifier (CGATS TR 001)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /ENU ()
  >>
  /Namespace [
    (Adobe)
    (Common)
    (1.0)
  ]
  /OtherNamespaces [
    <<
      /AsReaderSpreads false
      /CropImagesToFrames true
      /ErrorControl /WarnAndContinue
      /FlattenerIgnoreSpreadOverrides false
      /IncludeGuidesGrids false
      /IncludeNonPrinting false
      /IncludeSlug false
      /Namespace [
        (Adobe)
        (InDesign)
        (4.0)
      ]
      /OmitPlacedBitmaps false
      /OmitPlacedEPS false
      /OmitPlacedPDF false
      /SimulateOverprint /Legacy
    >>
    <<
      /AllowImageBreaks true
      /AllowTableBreaks true
      /ExpandPage false
      /HonorBaseURL true
      /HonorRolloverEffect false
      /IgnoreHTMLPageBreaks false
      /IncludeHeaderFooter false
      /MarginOffset [
        0
        0
        0
        0
      ]
      /MetadataAuthor ()
      /MetadataKeywords ()
      /MetadataSubject ()
      /MetadataTitle ()
      /MetricPageSize [
        0
        0
      ]
      /MetricUnit /inch
      /MobileCompatible 0
      /Namespace [
        (Adobe)
        (GoLive)
        (8.0)
      ]
      /OpenZoomToHTMLFontSize false
      /PageOrientation /Portrait
      /RemoveBackground false
      /ShrinkContent true
      /TreatColorsAs /MainMonitorColors
      /UseEmbeddedProfiles false
      /UseHTMLTitleAsMetadata true
    >>
    <<
      /AddBleedMarks false
      /AddColorBars false
      /AddCropMarks false
      /AddPageInfo false
      /AddRegMarks false
      /BleedOffset [
        0
        0
        0
        0
      ]
      /ConvertColors /ConvertToRGB
      /DestinationProfileName (U.S. Web Coated \(SWOP\) v2)
      /DestinationProfileSelector /UseName
      /Downsample16BitImages true
      /FlattenerPreset <<
        /PresetSelector /MediumResolution
      >>
      /FormElements true
      /GenerateStructure false
      /IncludeBookmarks false
      /IncludeHyperlinks false
      /IncludeInteractive false
      /IncludeLayers false
      /IncludeProfiles true
      /MarksOffset 6
      /MarksWeight 0.250000
      /MultimediaHandling /UseObjectSettings
      /Namespace [
        (Adobe)
        (CreativeSuite)
        (2.0)
      ]
      /PDFXOutputIntentProfileSelector /UseName
      /PageMarksFile /RomanDefault
      /PreserveEditing true
      /UntaggedCMYKHandling /UseDocumentProfile
      /UntaggedRGBHandling /UseDocumentProfile
      /UseDocumentBleed false
    >>
  ]
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


