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1. Let $\left\{a_{n}\right\}$ be a sequence of non-negative real numbers. Suppose that

$$
M_{r, n}=\left\{\begin{array}{cl}
\left(\prod_{i=1}^{n} a_{i}\right)^{1 / n} & \text { if } r=0, \\
\left(\frac{1}{n} \sum_{i=1}^{n} a_{i}^{r}\right)^{1 / r} & \text { if } r>0, \text { or if } r<0 \text { and no } a_{i}=0, \\
0 & \text { if } r<0 \text { and some } a_{i}=0 .
\end{array}\right.
$$

Then $M_{1, n}$ is the arithmetic mean, $M_{0, n}$ the geometric mean, and $M_{r, n}$ the generalized mean of order $r$, of $a_{1}, a_{2}, \ldots, a_{n}$. By a result of Everitt [1] and McLaughlin and Metcalf [5], $\left\{n\left(M_{r, n}-M_{s, n}\right)\right\}$, where $r \geqq 1 \geqq s$, is a monotonic increasing sequence. It follows that this sequence tends to a finite or an infinite limit as $n \rightarrow \infty$. Everitt [2,3] found a necessary and sufficient condition for the finiteness of this limit in the cases $r, s=1,0$ and $r \geqq 1>s>0$. His results are included in the following theorem.

Theorem 1. Let $\left\{a_{n}\right\}$ be a sequence of non-negative real numbers, and either $r>1 \geqq s$ or $r \geqq 1>s$. Then $n\left(M_{r, n}-M_{s, n}\right)$ tends to a finite or an infinite limit as $n \rightarrow \infty$. This limit is finite if and only if (i) every $a_{n}=0$, or (ii) $r=1$ and $a_{1}+a_{2}+\ldots$ is finite, or (iii) $\sum_{n=1}^{\infty}\left(a_{n}-\alpha\right)^{2}$ is finite for some finite positive $\alpha$, and either $s \leqq 0$ and every $a_{n}>0$, or $s>0$.

The proof, which we omit, is a straightforward modification of the proofs of the cases $r, s=1,0$ and $r \geqq 1>s>0$ (see [2, 3]).

Let now the $a_{n}$ be all positive. Then, by a result of McLaughlin and Metcalf [5], the sequence $\left\{\left(M_{r, n} / M_{s, n}\right)^{n}\right\}$, where $r \geqq 0 \geqq s$, is monotonic increasing. It follows that this sequence tends to a finite or an infinite limit as $n \rightarrow \infty$. The question naturally arises as to what are the conditions under which this limit is finite. It is our main purpose in this paper to answer this question. Our answer is contained in

Theorem 2. Let $\left\{a_{n}\right\}$ be a sequence of positive numbers, and either $r>0 \geqq s$ or $r \geqq 0>s$. Then ( $\left.M_{r, n} / M_{s, n}\right)^{n}$ tends to a finite or an infinite limit as $n \rightarrow \infty$. This limit is finite if and only if $\sum_{n=1}^{\infty}\left(a_{n}-\alpha\right)^{2}$ is finite for some finite positive $\alpha$.

We prove this result in $\S 4$. We discuss some results allied to those stated above in $\S 2$ and 3. These allied results are used in our proof in § 4. We state another result in § 5 .
2. Let the $a_{n}$ be non-negative and suppose that $r>s>1$ or $1>r>s$. Then the sequence $\left\{n\left(M_{r, n}-M_{s, n}\right)\right\}$ need not be monotonic increasing. This can be seen as follows.

First, let $r>s>1,0<\delta<1, a_{1}=a_{2}=\ldots=a_{n-2}=1, a_{n-1}=(1+\delta)^{1 / r}, a_{n}=(1-\delta)^{1 / r}$ and $a_{n+1}=1$. Then

$$
\begin{equation*}
(n+1)\left(M_{r, n+1}-M_{s, n+1}\right) \geqq n\left(M_{r, n}-M_{s, n}\right) \tag{1}
\end{equation*}
$$

is equivalent to $n M_{s, n}+1 \geqq(n+1) M_{s, n+1}$. This is equivalent to $M_{1, n+1} \geqq M_{s, n+1}$, where now $a_{1}=a_{2}=\ldots=a_{n}=M$ and $a_{n+1}=1$, with $M=n^{-1 / s}\left\{n-2+(1+\delta)^{s / r}+(1-\delta)^{s / r}\right\}^{1 / s}$. The last inequality is false since $M<1$ and $s>1$ [4, p. 26]. Thus (1) is false.

Next, let $1>r>s, 0<\delta<1, a_{1}=a_{2}=\ldots=a_{n-2}=1, a_{n-1}=(1+\delta)^{1 / s}, a_{n}=(1-\delta)^{1 / s}$ and $a_{n+1}=1$. Then we can see, as in the last paragraph, that (1) is false.

Thus the sequence $\left\{n\left(M_{r, n}-M_{s, n}\right)\right\}$ is not necessarily monotonic increasing if $r>s>1$ or $1>r>s$. The question still arises as to whether Theorem 1 can be proved with " $r>s$ " in place of "either $r>1 \geqq s$ or $r \geqq 1>s$ ". I have not been able to settle this question. However, we can prove

Theorem 3. Let $\left\{a_{n}\right\}$ be a sequence of non-negative real numbers, $a_{n} \rightarrow \alpha$ as $n \rightarrow \infty, \alpha$ be finite and positive, and $r>s$. Then $n\left(M_{r, n}-M_{s, n}\right)$ tends to a finite or an infinite limit as $n \rightarrow \infty$. This limit is finite if and only if (i) $r \leqq 0$ and some $a_{n}=0$, or (ii) $\sum_{n=1}^{\infty}\left(a_{n}-\alpha\right)^{2}$ is finite, and either $s \leqq 0$ and every $a_{n}>0$, or $s>0$.

The proof, which we omit, is a straightforward modification of the proof of the corresponding part of Theorem 1.
3. Let the $a_{n}$ be positive and suppose that $r>s>0$ or $0>r>s$. Then the sequence $\left\{\left(M_{r, n} / M_{s, n}\right)^{n}\right\}$ need not be monotonic increasing. This can be seen as follows.

First, let $r>s>0,0<\delta<1, a_{1}=a_{2}=\ldots=a_{n-2}=1, a_{n-1}=(1+\delta)^{1 / r}, a_{n}=(1-\delta)^{1 / r}$ and $a_{n+1}=1$. Then

$$
\begin{equation*}
\left(M_{r, n+1} / M_{s, n+1}\right)^{n+1} \geqq\left(M_{r, n} / M_{s, n}\right)^{n} \tag{2}
\end{equation*}
$$

is equivalent to $M_{s, n}^{n s} \geqq M_{s, n+1}^{(n+1) s}$, or to $(1-\varepsilon / n)^{n} \geqq(1-\varepsilon /(n+1))^{n+1}$, where

$$
\varepsilon=2-(1+\delta)^{s / r}-(1-\delta)^{s / r}
$$

The last inequality is false [4, p. 37] since $0<\varepsilon<1$. Thus (2) is false.
Next, let $0>r>s, 0<\delta<1, a_{1}=a_{2}=\ldots=a_{n-2}=1, a_{n-1}=(1+\delta)^{1 / s}, a_{n}=(1-\delta)^{1 / s}$ and $a_{n+1}=1$. Then we can see, as in the last paragraph, that (2) is false.

Thus the sequence $\left\{\left(M_{r, n} / M_{s, n}\right)^{n}\right\}$ is not necessarily monotonic increasing if $r>s>0$ or $0>r>s$. Despite this we can prove the following analogue of Theorem 3.

Theorem 4. Let $\left\{a_{n}\right\}$ be a sequence of positive numbers, $a_{n} \rightarrow \alpha$ as $n \rightarrow \infty, \alpha$ be finite and positive, and $r>s$. Then $\left(M_{r, n} / M_{s, n}\right)^{n}$ tends to a finite or an infinite limit as $n \rightarrow \infty$. This limit is finite if and only if $\sum_{n=1}^{\infty}\left(a_{n}-\alpha\right)^{2}$ is finite.

Proof. We note that, since $r>s, M_{r, n}-M_{s, n} \geqq 0$. Since the $a_{n}>0$ and $a_{n} \rightarrow \alpha>0$ as $n \rightarrow \infty$, it follows that $M_{s, n} \rightarrow \alpha>0$ as $n \rightarrow \infty$.

Suppose that $\sum_{n=1}^{\infty}\left(a_{n}-\alpha\right)^{2}$ is finite. Then, by Theorem 3, $n\left(M_{r, n}-M_{s, n}\right)$ tends to a finite limit $L$, say, as $n \rightarrow \infty$. Thus

$$
\begin{equation*}
\left(\frac{M_{r, n}}{M_{s, n}}\right)^{n}=\left(1+\frac{M_{r, n}-M_{s, n}}{M_{s, n}}\right)^{n}=\left(1+\frac{L}{\alpha n}(1+o(1))\right)^{n} \rightarrow e^{L / \alpha}<\infty \quad \text { as } n \rightarrow \infty \tag{3}
\end{equation*}
$$

Suppose that $\sum_{n=1}^{\infty}\left(a_{n}-\alpha\right)^{2}$ is infinite. Then, since no $a_{n}=0$, by Theorem 3, $n\left(M_{r, n}-M_{s, n}\right)$ $\rightarrow \infty$ as $n \rightarrow \infty$. From this and (3),

$$
\left(\frac{M_{r, n}}{M_{s, n}}\right)^{n}>n\left(\frac{M_{r, n}-M_{s, n}}{M_{s, n}}\right) \rightarrow \infty \quad \text { as } n \rightarrow \infty
$$

This completes the proof of Theorem 4.
4. In the proof of Theorem 2 we consider the following four cases, which exhaust all possibilities:

Case 1. $\underset{n \rightarrow \infty}{\liminf } a_{n}=0$.
Case 2. $\limsup _{n \rightarrow \infty} a_{n}=\infty$.
Case 3. $0<\lambda \equiv \liminf _{n \rightarrow \infty} a_{n}<\Lambda \equiv \underset{n \rightarrow \infty}{\limsup } a_{n}<\infty$.
Case 4. $0<\alpha \equiv \lim _{n \rightarrow \infty} a_{n}<\infty$.
Let $r>0 \geqq s$ or $r \geqq 0>s$, and

$$
\begin{equation*}
\tau\left(a_{1}, a_{2}, \ldots, a_{n}\right)=\left(M_{r, n} / M_{s, n}\right)^{n} \tag{4}
\end{equation*}
$$

Then, by a result of McLaughlin and Metcalf [5],

$$
\begin{align*}
\tau\left(a_{1}, a_{2}, \ldots, a_{n}\right) & \geqq \tau\left(a_{1}, a_{2}, \ldots, a_{m}\right) \tau\left(a_{m+1}, a_{m+2}, \ldots, a_{n}\right) \\
& \geqq \tau\left(a_{1}, a_{2}, \ldots, a_{m}\right) \geqq 1 \tag{5}
\end{align*}
$$

if $1 \leqq m<n$. Also, $\tau\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ necessarily tends to a finite or an infinite limit as $n \rightarrow \infty$.
Case 1. In this case, there is an increasing sequence of integers $\{i(n)\}$ such that $a_{i(n)} \rightarrow 0$ as $n \rightarrow \infty$. Consequently, from (5),

$$
\begin{equation*}
\tau\left(a_{1}, a_{2}, \ldots, a_{i(n)}\right) \geqq \tau\left(a_{1}, a_{i(n)}\right) \tag{6}
\end{equation*}
$$

Now $M_{r, n}$ is an increasing function of $r$ for fixed $a_{1}, a_{2}, \ldots, a_{n}$. Hence, by (4) and (6), we have (i) if $r>0 \geqq s$, then

$$
\begin{aligned}
\tau\left(a_{1}, a_{2}, \ldots, a_{i(n)}\right) & \geqq\left(\frac{a_{1}^{r}+a_{i(n)}^{r}}{2}\right)^{1 / r} /\left(a_{1} a_{i(n)}\right)^{1 / 2} \\
& >2^{-1 / r}\left(a_{1} / a_{i(n)}\right)^{1 / 2} \rightarrow \infty \quad \text { as } n \rightarrow \infty,
\end{aligned}
$$

and (ii) if $r \geqq 0>s$, then, in a similar way,

$$
\tau\left(a_{1}, a_{2}, \ldots, a_{i(n)}\right)>2^{1 / s}\left(a_{1} / a_{i(n)}\right)^{1 / 2} \rightarrow \infty \quad \text { as } n \rightarrow \infty .
$$

Hence, by (4) and (5), it follows that

$$
\begin{equation*}
\left(M_{r, n} / M_{s, n}\right)^{n} \rightarrow \infty \quad \text { as } n \rightarrow \infty \tag{7}
\end{equation*}
$$

Case 2. In this case, there is an increasing sequence of integers $\{i(n)\}$ such that $a_{i(n)} \rightarrow \infty$ as $n \rightarrow \infty$. Consequently, by a modification of the argument used in Case 1, we have (7).

Case 3. In this case, there are increasing sequences of integers $\{i(n)\}$ and $\{j(n)\}$, with $i(n)<j(n)<i(n+1)$ for each $n$, such that $a_{i(n)} \rightarrow \lambda$ and $a_{j(n)} \rightarrow \Lambda$ as $n \rightarrow \infty$, where $0<\lambda<\Lambda<\infty$. Consequently, by (5),

$$
\tau\left(a_{1}, a_{2}, \ldots, a_{j(n)}\right) \geqq \prod_{t=1}^{n} \tau\left(a_{i(t)}, a_{j(t)}\right) \rightarrow \infty \quad \text { as } n \rightarrow \infty
$$

since $\tau\left(a_{i(n)}, a_{j(n)}\right) \rightarrow \tau(\lambda, \Lambda)>1$ as $n \rightarrow \infty$. Thus we have (7).
Case 4. In this case, by Theorem 4, we have that (i) (7) holds if $\sum_{n=1}^{\infty}\left(a_{n}-\alpha\right)^{2}$ is infinite, and (ii) $\left(M_{r, n} / M_{s, n}\right)^{n}$ tends to a finite limit as $n \rightarrow \infty$ if $\sum_{n=1}^{\infty}\left(a_{n}-\alpha\right)^{2}$ is finite.

It can now be seen that Theorem 2 follows from Cases 1 to 4.
5. We omit the proof of the following result, which we can deduce directly from Theorem 1 , by modifying the arguments used in the proof of Theorem 4 (see § 3).

Theorem 5. Let $\left\{a_{n}\right\}$ be a bounded sequence of non-negative real numbers, not all zero, and either $r>1 \geqq s>0$ or $r \geqq 1>s>0$. Then the conclusions of Theorem 2 are valid.

I am grateful to the referee for his helpful comments.
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