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A GENERAL INCLUSION THEOREM FOR
[-l NORLUND SUMMABILITY

BY
J. DEFRANZA

ABSTRACT. Norlund methods of summability are studied as
mappings from [; into [,. Conditions are given for an arbitrary [-]
method to include a Norlund method. In particular necessary and
sufficient conditions are given for a row finite /-] method to include
a Norlund mean.

As in [2], let p be a complex sequence, p,#0, and let P, =Yr_o Pw»
n=0,1,2,... Suppose P, is eventually non-zero. If K is the least positive
integer so that P, # 0 for all n = K, define the Norlund method of summability
N, by N,[n, k]=p._i/Py it 0=n<K,k=n, p,/P, if n=K, k=n, and 0
otherwise. Let & denote the collection of all such Norlund means. If we let
P, =P, for 0=n<K and P, =P, for n=K, then the N, transform of the
sequence x is given by N,x, where

(Np¥)a = (1/P,) X puitic
k=0
for all n=0. Throughout we write the sequence {P,} as {P,}.
Let I=1,={x |¥ | x| <o}. A matrix mapping A is called I-l if and only if
I A7'[I]=1(A). In [6], Knopp and Lorentz proved that the matrix method A
is [-1 if and only if there exists some M >0 such that

sup { ) |ankl}<M-
n=0

In [2] it is shown that for any N, € N, N, is I-1 if and only if (i) pel, and (ii)
P,0 as n — . Let N, denote the collection of all [-] Norlund methods.

In [2] it is shown that given N,, N,eN;, I(N,)<I(N,) if and only if bel,
where b(z) =p(z)/q(z) =Y, b,z". The main theorem of this paper gives condi-
tions to ensure that [(N,)< I(A), A an arbitrary [-] matrix.

2. DerFiNiTION. The matrix A is absolutely translative for the sequence {x,}
provided for j=0,1,2,...
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(i) there exists some M; >0 such that

w3

1 n=0

oo
Z Ay xk+j

k=0

}<M,, and

(ii) there exists some M, >0 such that

o

St]!p{z

n=0

Z Qe X —j

k=0

<n

where x; =0 for i <O0.
The matrix A is absolutely left translative (a.l.t) for the sequence {x,} provided
(ii) holds and absolutely right translative for {x,} provided (i) holds. The matrix
A is absolutely translative provided (i) and (ii) hold for each sequence in [(A),
with similar definitions for absolutely left and right translative.

We remark here that if A is an [-] matrix, then A is absolutely translative
for each x € l. The first theorem gives a class of [-I Ndrlund methods that are
absolutely right translative for bounded sequences in their summability fields.

THEOREM 1. Suppose N, has as its generating function the polynomial p(z) =
pPot+pi1z+---+p,z” with P,#0 for all n =0. Then N, is absolutely right transla-
tive for each bounded sequence in I(N,).

Proof. It suffices to show that if xel(N,)Nm, then the sequence x? =
(xj, Xj 41, . . . Y€ I(N,) for each j=1 and there exists some M >0 such that

sup {nzo I(pr‘”)nl} <M.

Now for any j=1 we have for all n=v,

2 INx D), = X 1(Nox)..
If 0=n<v, then
(pr(j))n = [(pr)n+j][Pn+j/Pn]_(pn+jx0+ Tt +pn+1xj~1)/Pn'

Moreover, p(z) being a polynomial implies p € l. Hence there exists numbers
€>0 and T>0 such that |P,|>&>0 for all n=0 and Y, |p.|<T. Conse-
quently, if x € I(N,) \m, we have independent of j,

v—

1 <
(NPl = Y [(NyX) il | Pasi/ Pl
0

n= n=0

+ Y [ 10+ +1Pusal [, DAPIT
n=0

<(Tle) :Z; |(Npx),] + [(sgp |xk|>/e][v,§,0 lpk|] <oo
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We remark here that x being bounded in the preceding theorem is necessary.
To demonstrate this define the sequence p as follows: po=1, p;=-2, p, =0
for all n=2. So that P,=1, P, =—1 for all n=1. Define the sequence x by
x, =2" n=0. Hence x =(2/,2/*',. . ). It then follows that (N,x?),=2' and
(N,x),, =0, n=1. Thus Y_o|(N,x?),|=2" and hence N, is not absolutely
right translative for the sequence x.

Moreover, we assert there exist [-] Norlund means whose generating func-
tions are not polynomials and which are absolutely right translative for
bounded sequences in their summability field. In particular we have the
following:

THEOREM 2. Suppose N, and N, are l-1 Norlund means with s(z) a polynomial
and q(z) not a polynomial. If p(z)=s(z)q(z), then I(N;)< I(N,). Moreover, if
I(N,) =1, then I(N,) = l(N;).

Proof. Let

Y bz =p(z)/s(z)= . g.z"

Since b el, by [2, Theorem 2] we have I(N;) < I(N,).

Now let h(z)=1/q(z)=}, h,z". If I(N,)=1, then by [2, Corollary 3], hel
Thus if a(z)=s(z)/p(z)=},a,z", by [2, Theorem 2], I(N,)<I(N;). Thus
I(N,) = I(N;).

Consider the following example. Let s(z) =1+ z. Then N; is the [-] Norlund
mean defined by so=s,=1, s, =0 for n=2. Moreover, by [2, Corollary 3],
1 2 I(Ny). It will also follow from Theorem 6 that I(N;) < m. Now let q(z) =
2a(1/2™)z". By [2, Corollary 3] it follows that [(N,) =L If we now let p(z)=
(1+2)q(z), by Theorem 2, I(N,) = l(Nj).

Let xem NI(N,). Then xe m NI(N;), since I(N,)=I(N;). By Theorem 1,
xPel(N;)=1I(N,), and N, is absolutely right translative for bounded se-
quences.

THEOREM 3. If N, € N, then N, is absolutely left translative for each x € [(N,).

Proof. Since N, € N, there exists some T>0 such that |P,_;/P,|<T for all
n=j, independent of j. If (x4)), =0, if 0=n=j—1 and x,_; if n=}, then
(pr(j))n = [(pr)n'j][Pn—]'/Pn]

where (N,x;), =0 for 0=n<j. It now follows that N, is a.l.t for each
x € l(N,).

The next theorem gives sufficient conditions for an arbitrary [-I method A to
include an [-I Norlund method N,

THEOREM 4. Suppose N, is an -1 Norlund method and A is an arbitrary 1-1
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summability method. Let p(z)=Y, p,z" and 1/p(z)=Y, B.z". If
(1) there exists some M >0 such that

sup { Z A Brc—; }<M,
I a=0 tk=j
and
ii) . o )
( im Y | X ankBk_i\ =0,
A= j=0 | k=j+A

then I(N,) < I(A).
Proof. Suppose s e l(N,) and let

tn z(l/pn) Z pn—ksk'

k=0

Then for small |z,

o

Pz = ). ( i pn_ksk>2" =p(z)s(z2),

(4] n=0 ‘k=0

S
I M8

where s(z)=Y7_, s,z". Then

s)=p(z) 3 1.Pz"

n=0

= i <kgo Pkthn—k)Zns

and it follows that s, =Y _o PutiB._x for n=0. Let

0,=(As), = é:o kS = i [ank <i=i0 Pjtjﬁk—j)]-

=0

We now assert that

O = Z [t,—Pj Z ankBk—i]‘
i=0 k=j
Consider the following array:

toPoa,0Bo+ toPoay 181+ - -

+

+ tPi@nicBo+ 6Pl 1Bt -
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Then by [5, Theorem 10] it suffices to show that for any n=0,
(@) Y=o 1P Xi—; @uiBi—i| <,
() X520 t;P;a,Bi| <= for each fixed k, and
(©) lim, _, [370 tP; Yk _jx @uicBi—i]1=0.

Now, since N, is I-l, p €l which implies sup; |P;| <. The sequence s being in
I(N,) implies {t;} € L. By (i), |Yx; @ucBi—;j| <M for all j=0, and some M. Then

)

i=0

o

6P; Y QB

k=j

<M X 14/ 1P|

<M(sup p1) ¥ It
1

< oo,

1

j
Now for each fixed k,

oo

Z 4:P;a,,;By

i=0

=16l (sup 3 laul) 2 I4] P

Since A is an l-1 method it follows that (b) holds. Finally

> 4P, Z i Br—j| = > |4 1P| > i B
i=0 k=j+A i=0 k=j+A
<(sqplt,-|><suplP;|> X | X auBi|
i i i=0 lk=j+a

We see that the right hand member tends to zero by appealing to (ii). This
completes the proof of the assertion.
We can now write

8

S
I

tj(Pi ankBk—j)
k=j

I Lpae

I

-
K
[\
e
3

where e,; = P; Y¢_; GupBi—;. Then in order to show I(N,)< I(A) it suffices to
show that the matrix (e,;) defines an [-I method.

Combining (i) with the fact that {P,} is bounded, we have there exists some
M'>0 such that

w3
i n

=0

P, Y aubBi- }<M',
k=j
which is

|5 o).
i n=0
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Thus by the Knopp-Lorentz Theorem, (e,;) is an [-I matrix. This completes the
proof.

It is an open question as to whether (i) and/or (ii) are necessary conditions in
Theorem 4. However if we now assume that A is row-finite and [-I, we have
that I(N,)< I(A) if and only if A is absolutely left translative on the sequence
B. That is,

THEOREM 5. Suppose N, is an l-l Norlund method and A is an arbitrary
row-finite -1 matrix. Let 1/p(z) =Y., B.z". Then I[(N,) < I(A) if and only if there
exists some M >0 such that

w3
1] n=0

Z A Brc—; }< M,
k=i

where m,, is the column index of the last non-zero term in the nth row of A.

Proof. Since the summability methods N, and A are both row-finite, follow-
ing the proof of Theorem 4, we can write

Hence, if o, =3Y™, tie,;, where e,; =P, Y'»; a,;.Bi—; and [(N,)<I(A), then the
matrix (e,;) defines and /-] summability method, and therefore there exists
some M >0 such that

sup { 2 |P|
] n=0

Since N, is [-l the result follows.

Conversely, if there exists such an M, then the matrix (e,;) defines an -]
summability method and hence, [(N,) < I(A).

Z i Bre— }< M.
k=j

CoroLLARY 1. Suppose N,, N, €N, and let 1/p(z)=Y, B.z". Then I(N,)<
I(N,) if and only if B l(N,).

Proof. This follows immediately from Theorem 3 and Theorem 5.

We remark here that if N,, N,eN, I(N,)<I(N,) if and only if hel(N,),
where h(z)=1/q(z) =Y, h,z".

The next theorem follows from the proof of Theorem 5. In it we show that
under certain rather broad conditions, N, maps only bounded sequences into .
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THEOREM 6. Suppose N, is an -1 method. Let 1/p(z)=B(z)=Y, B.z". If B is
a bounded sequence, then [(N,) is contained in the space of bounded sequences.

Proof. Let s l(N,). From the proof of Theorem 5, we have that for each
n=0,

Sn = Z Pkthnfk'
k=0

Let supy |P|<T and sup, |Bx| < B. Then
IsnlS Z IPkthnfk‘
k=0

<TB Y |t
k=0

<TBM
say, where Y, |t| <M.
ExampLE. Consider the Binary method of summability: that is the [-I

Norlund method generated by the sequence p given by p,=p,=1, p, =0 for
all n=2. Therefore p(z)=1+2z and

B(z)=2(—1)"z" for |z|<1.

Thus B is bounded and hence by Theorem 6, I(N,) is contained in the space of
bounded sequences.

3. In [2, Theorem?2], it was shown that for N,, N, € ¥;, [(N,) < [(N,) if and
only if the sequence bel, b(z)=q(z)/p(z) =Y, b,z". The next lemma says that
Theorem 2 of [2] and Corollary 1 are equivalent.

Lemma 1. Suppose N,, N, € N\. Then B el(N,) if and only if bel.

Proof. The proof is straight forward.
We remark here that if N,, N,eN, and r=p*q (i.e., , =pog, +" * -+ Pnlo
for n=0), then N, €N, (see Lemma 3 of [2]). Moreover

(NB).=(1/R) Y 1 B
k=0

=q./R,

since p(z)B(z)=1. Thus Bel(N,) and I(N,) < I(N,) by Corollary 1. Similarly
(N, < I(N,).

Now suppose that N,, N,, N;eN,. Let v=q *s and p =p *s. We need the
following notation.

() p(2) =Xnpaz", q(2) =X, 4uz", $(2) = X 8,27,
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(i) 1/p(z)=B(2), 1/s(z) =v(2), 1/u(z) =2, c,z", and
(i) V,=Yr_ov, if V,#0 and V, =V, if V, =0.

If I[(N,)< I(N,), then by Corollary 1, B € I[(N,). We assert that I(N,) < I(N,).
It suffices to show cel(N,). Since 1/u(z)={1/p(z){1/s(z)} for small |z|, it
implies ¢ = 3 * y. Also

Vn(ch)nz Z Vp—kCk-

k=0

Therefore the sequence {V.(N,c),} is given by,
(Bxy)x(q*s)=(B*q)*(y*s)=B*q.

But Bel(N,) and hence cel(N,). Thus I(N,)<I(N,). By the remark im-
mediately after Corollary 1 and a similar argument as above it follows that if
I(N,) < I(N,) then I(N,) < (N,). We now have,

THeorREM 7 [2, Theorem 6]. With “strictly l-weaker than” as order relation
and “*” as the binary operation, N, is an ordered abelian semigroup.

4. This section was suggested by J. Fridy. We give a class of matrix
summability methods that include certain Norlund methods. In [3] J. Fridy
introduced the following class of methods.

Let t be a sequence such that 0<t, <1 for all n=0. Define A, =(a,) by
A =t,(1—1t,)* It is easy to see that A, is an I-I method if and only if tel

We now have,

THEOREM 8. Suppose p is a non-negative sequence in I, p,>0, and let
1/p(2) =3, B.z" If limsup, |B|"*<1 and t€l, then I(N,) S I(A)).

Proof. We need to verify that the two conditions of Theorem 4 hold. First
consider

o

_ Ay Br—; = Z t,(1— tn)kBk—j

k=j

T8

=t,(1-t) Y (1— 1) Bi_;
k=j

= tn(]- - tn)j i (1 - tn)iBi
={t,(1-t,)H1/p(1—-1,)}

since B(z)=1/p(z) and lim sup, |B,|"* =1. Now

L [n(-6)Yp(-1)= S [p(1-1,)]

n=0
<o
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provided p(1—t,) is bounded away from zero. Since p, =0, p,>0 we have
p(z) =Y _o Pa2" = p, for every sequence z such that z, =0. Then 1/p(1—t,) =<
1/p, for all n. Moreover

oo o

Y lLA-t)/p-t)= ¥ [.(1-1)/p(1—1)|

n=0 n=0
and thus condition (i) of Theorem 4 holds.

To verify the second condition consider

oo

Z AicBr— = Z 1, (1= 6,)"Br_

k=j+A k=j+A

—n(-t) Y (1-4)B.

i=XA

Therefore
20 k; A Br—i| = b Z (1-1)'B: 420(1‘%)"
P (1~t")‘6i|.

But the series Y; (1—1t,)'8; converges and hence Y;—, (1—1t,)'8; = 0 as A — .
Thus by Theorem 4 we have I(N,) < I(A)).

The author is indebted to the referee whose suggestions improved the
exposition of these results.
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