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Q U A D R A T I C F U N C T I O N A L S O F nth O R D E R 

BY 

S. EASWARAN 

1. Introduction. It is well known that disconjugacy theorems for self-adjoint 
differential equations are very closely related to the study of the positivity of 
certain associated quadratic functionals. In this paper, this relationship is 
closely examined for quadratic functionals of nth order associated with self-
adjoint differential equations of order 2n. The motivation of this work comes 
from a recent paper of W. Leighton [8] on quadratic functionals of second 
order. It is shown that the method used by W. Leighton extends in a 
straightforward manner to the study of quadratic functionals of nth order, 
provided one makes use of an identity due to G. Cimmino [1]. Several authors 
have considered related problems. In particular we wish to mention the recent 
papers of G. Ladas [6], W. Simons [13], D. B. Hinton [5]. The book by C. A. 
Swanson [14] also contains many other related results. As a consequence of 
our results we can obtain several known and some new criteria for oscillation 
of 2 nth order self-adjoint differential equations. 

2. Basic assumptions. The material given in this section and the following 
one is standard, but is included here for the sake of completeness. We will be 
mainly concerned with the problem of minimization of quadratic functionals of 
the form 

(1) J[y;a,b]=\b\i pk(x)(y(k))2]dx 

where the functions pk(x) are of class Ck[a, b] and pn(jc)>0. y(k) denotes the 
kth derivative of the function y. The quadratic functional J[y;a, b] will be 
recognized as the form of second variation of a functional 

\bf(x,y,y',...,yM)dx 
Ja 

and in particular is its own second variation if the variable y is replaced by a 
suitable variation TJ. A function y will be said to be admissible if it is of class 
Cn~\a, b] and if the interval can be divided into a finite number of subinter-
vals on the closure of each of which y is of class Cn. Our problem, then, is to 
study the problem of minimizing the functional / [y; a, b] among the admissible 
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functions such that 

(2) yik\a) = ak y(k\b) = fik k = 0 , 1 , 2 , . . . , n - 1 

where ak, j3k are arbitrary constants. It can be shown by using classical 
techniques of calculus of variations that the corresponding Euler equation is 
given by 

,3> L " = | „ < - 1 ) t è ( ' " ( l ) 0 ) = 0-
3. Definition of conjugate points. The definitions given in this section can 

also be found in [6]. 
Let (Ji(x; a), i = 1, 2 , . . . , n denote n linearly independent solutions of 

(4> to-o rf-w-o fcZii:::;"-!. 
Let W[al9 cr2, . . . , <rn] denote the subwronskian whose /th row and ith column 
is o--j)(f; a). If yt(t; a), i = 1, 2 , . . . , n is any other system of n linearly indepen
dent solutions of (3), then 

n 

yt = Z <w 

where d e t ^ ) ^ 0, so that 

det(yP(x; a)) = det(aP(x; a)) • det aiy. 

Therefore, we can associate with (3) the determinant W[cri, or2, • • . , cn] which 
is unique up to a nonzero constant multiple. 

LEMMA 6. W[cri, a2,..., crn] vanishes at x = xi9 X\ ^ a if and only if there 
exists a solution of (3) having n-fold zeros at both points, a and x\. 

DEFINITION. The conjugate point of x = a, if it exists, is the smallest zero 
W[(TU a2,..., crn] greater than a. 

Next, using integration by parts, we note that 

J[y;a,bi = \i(kt\-iy(Pk/
kyyk-'-A]b

+[byLydx 
/$\ Lk = l \ r = 0 /la Ja 

r 
= By[a, ft]+ yLydx. 

Ja 
The second variation of J may easily be shown to be 

J 2 = f I pkU)(Vk))2 dx 
Ja k = 0 
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where 17 is admissible and 17( \a) = yy \b) = 0 for k = 0 ,1 ,2 , . . . , n - 1 . From 
the calculus of variations, it is known that a necessary condition the J[y; a, fc] 
possess a minimum among admissible function under fixed end point conditions 
is that J 2 ^ 0 for all admissible variations 17(x). The above considerations and 
standard techniques of the calculus of variations give the following theorem. 

THEOREM 1. If J[y; a, b] has a minimum among admissible functions y, it is 
necessary that the interval [a, b) contain no point conjugate to x = a. 

4. Cimmino-Picone identity and sufficient conditions. The above mentioned 
identity, proved in [1] is useful in deriving sufficient conditions for J2 to be 
positive. We begin with the identity. 

LEMMA 1 [1]. If crl5 cr2,..., <rn is a system of n Unearly independent solutions 
of (3) and W[au cr2,..., crn] 5* 0 on (a, b) then for any admissible function y we 
have the identity 

dA 
dx 

,*\ V / \/ <k)\2 / JW[y, o-x, or2, . . . ,crn]}2 

(6) L PkWty 0 -Pn(x)\ — - \ 
k=o I VvLo-i, (T2 , . . . , crn] ) 

where A(x) is a rational expression involving o-i(x), y(l)(x) and pi(x). 

An explicit representation for A can be found in [1], where the identity is 
proved. The important fact, observed by G. Cimmino [1], is to note that 
A(xt) = 0 if yik)(Xi) = 0, fc = 0,1, 2 , . . . , n -1. The identity reduces to relation 
(2.6) in [8] and equation 2.9 in [6]. Also we note that W[y, aru..., an] is the 
(n + l)x(n +1) determinant 

y 

y' 

cr2 

cr2 

v ( n - l ) ^ ( n - D , - ( n - l ) 

A,(n) (n) (n) 
y &i cr2 

An-1) 

cr 
(n) 

Hence, we have 

(7) J[y,a,b] = A(x)\a+\ Pn(x)\-=r =- . 

THEOREM 2. J[y; xu x2]>0 for all admissible functions y such that 

y(k)U1) = y ( k W = 0 
k = 0,1,2, . . . , n - l 
a<Xi<x2<b 

if there exists no point conjugate tox = a in [a, fc], and J = 0 if and only ify = 0. 

3 
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Proof. This is an easy consequence of identity (7) applied to the interval 
[JCI, x2], and J[y; xl9 x2] = 0 if and only if 

W[y;o-i, o-2, . . . ,o r n ] = 0 

which implies y = 0 since W[o-1? c r 2 , . . . , crn] ^ 0 in (a, b\ 

THEOREM 3. If x = b is not conjugate to x = a, there exists a unique solution of 
(3) determined by the conditions (2). 

Proof. A direct extension of theorem 2.2 in Leighton's paper [8] gives us the 
result. 

THEOREM 4. In the class of admissible functions satisfying 

y(fc)(a) = y ( » = 0 k = 0 , l , 2 n - l (*) 

J[y; a, b] is positive unless y = 0 provided there is no point conjugate to x = a on 
the interval [a, b]; when x = b is conjugate to x = a, J[y; a, b] is positive except 
along those solutions of (3) which have n-fold zeros at x = a, x = b. 

Proof. To prove the first part we define pk(x) in a slightly larger interval 
[a — e, b] in such a way as to preserve their continuity properties and note that 
there will be no conjugate point to a-e in [a-e, b] if e > 0 is sufficiently 
small. Then instead of or^x) appearing in Cimmino-Picone identity take the n 
linearly independent solutions with n-fold zeros at a - e and apply theorem 2. 
This proves the first part of the theorem. 

To prove the second part of the theorem we shall first prove that J[y, a, fc]> 
0 for admissible functions satisfying (*). If this were not true there will exist an 
admissible function z satisfying (*) such that J[z, a, b ] < 0 . Now we define a 
new admissible function y satisfying (*) as follows. 

Î
Ui(x) a < x < T i 

Z(X) T l < X < T 2 

Vt(x) T2<X<fc 

fc = 0 , l , 2 , . . . , n - l . 

where ut and Vi are solutions of (3) satisfying 

u[k)(a) = 0, u[k\r1) = z(k\rl 

vï\T2) = Z(k\T2), V[k\b) = 0 

Such solutions exist since b is conjugate to a. Further we define new solutions y1? 

y2 of (3) as follows 

y(ik)(Ti) = 0, y(ik)(*i)=nik)(xi) 
( yf\r2) = 0, yïkXx2)=v[kXx2) 

fc = 0 , 1 , . . . , n —1, a<x1<ri, r2<x2<b. 

where xu *2 will be chosen suitably. 
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Let ((Tj)isis„ be n linearly independent solutions of (3) such that 

^fc)(TX) = 0 l k = 0 , l , 2 n - 1 
(10) 

Then we see that 

<?rVi)=o | k=o, 1,2,... 

n 

yi(x)= X oLiâi(x) 

observe that W[cri, O-2, • • •, tfvj(x) ^ 0 in [a, TI) due to our assumption concern
ing a and b. For if it were zero at, some point in [a, TI) then by theorem 2, 
yi = 0. Hence we can find at by Cramer's rule and we obtain 

(11) a, = . —: (*i) 

l < i < n . Thus a* depends only on the value of Uik) at xu and can be made 
sufficiently small since Ui°(xi) -> 0 as JCI -» a for k = 0 , 1 , . . . , n -1. A similar 
argument can be made with respect to y2 as x2 —» b. 

Now define 

(
y(x)-yi(x) X1<X<T1 

y(x) T ! < X < T 2 

y(x)-y2(x) r 2 < x < x 2 . 

A simple calculation shows that 

J h ; xx, x j - J [ y ; a, &] = f £ f l ( - ^ W ' T ^ r ^ ' L ) 

(13) -f£f!if(-i)'(pkyf>)w«f-r-1>l 
L k = l \ r = 0 J 

(Tl). 

From the explicit representation of y2, yi, it can be easily seen that 
coefficients of vik)(T2), w(k)(Ti) in the above expression depend only on values 
of Mi°(xi) and v(k\x2) for, k = 0 , 1 , . . . , n - 1 and can be made arbitrarily 
small. 

So now if we choose Xi, and x2 sufficiently close to a and b respectively, such 
that the right hand side of (13) is less than -J[z, a, b]/2, we get 

rr n rr n ^T2> a> &] 
JITJ; xl9 x 2]</[y, a, b] . 

It can easily be proved that / [ y ] ^ / [ 2 ] [12, Theorem 2.2, p. 741] then 

/h;xx,x2 ]< ' ' J<0 

a contradiction to theorem 2. 
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Now if J[y; a, b] = 0 then y must be a solution of (3) (being an extremal) 
and hence a linear combination of at, i = l , 2 , ...,n and hence has rc-fold 
zeros at x = a, x = b and further along such a solution 7 = 0. 

THEOREM 5. If there is no point conjugate to x~ a on the interval (a, b), the 
unique solution of (3) satisfying (2) provides a minimum to J among admissible 
functions y(x) that satisfy (2). 

Proof. We write J[y] as follows 

J[y]=\b t Pk(x)(y(k))2 dx 
J a k=0 

where y(x) is admissible and satisfies (2). If v is any solution of (3) we can 
easily show that 

(14) J [y]-JTt>]=[ t pk((y-v)(k))2dx + 2Q, 
Ja k=0 

where 

(15) Q = \ î ÇÏ (-inPky
(k)Y(y-vf-'-A]b. 

lk = l \r=0 / J a 

If y and v both satisfy conditions (2), then it follows that Q = 0 and 
J[y]~ J[v] = JT17], where r\ = y-v and, by theorem 2 J[y]> J[v] unless y = v. 

The following comparison theorem is an easy consequence of the above 
theorems and we do not repeat the proofs. 

THEOREM 6. If, for some admissible function u, where u satisfies 

u(k\a) = u(k\b) = 0 fc = 0 , 1 , 2 , . . . , n - 1 

f I {pk-Pk)(u
(k))2dx>(b t pk(u

(k))2dx 
Ja k=0 Ja k=0 

then there exists a conjugate point of x = a with respect to 

in the open interval (a, b). 

COROLLARY. If x = b is the first conjugate point of x = a with respect to (10) 
and if 

(18) I"" £ (p k - P k ) (u ( k > ) 2 dx>0 
Ja k=0 
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where uis a solution of (16) defining the conjugate point, then the first conjugate 
point x = c of x~ a with respect to (17) lies on the interval {a, b). 

5. Oscillation criteria. W e say that the equation Lu = 0 is nonoscillatory if 
and only if there exists an a such that no nontrivial solution of this equation 
has more than one n-fold zero in [a, oo). It can be shown [6] that the above 
definition is equivalent to saying that there exists an a such that the subwrons-
kian W[a-U cr2, •. •, o*n] has no zero in (b, oo) for any fc > a. The equation is 
oscillatory if it is not nonoscillatory. It is now quite easy to obtain oscillation 
criteria for the differential equation Lu = 0 by producing an admissible function 
and an interval on which the integral inequality is violated. For example, we 
have the following theorem. 

THEOREM 7. If for any axe{a,<*>)3 a number & i > a i and there exists a 
function y(x) which satisfies 

(0 

(«) 

y w ( a x ) = ,(fcV y - W = 0 k = 0 , l , 2 , . . . , n - l 

f,IpfcW(y(k))2dx<0, 
then the equation Lu-0 is oscillatory. 

The proof of the theorem is immediate and is the same as those used by C. 
A . Swanson [14], E . S. Noussair [10], D . B . Hinton [5]. Consequently, we can 
obtain the following theorem of I. M. Glazman [9] as a corollary. 

THEOREM 8 [9]. The equation (-l)n(pnyn)(n)-poy = 0 is oscillatory if 

(x) dx b\-2n\bl
 Pn 
Jbx/2 

is bounded for sufficiently large b\ and 

Po(x) dx = oo f 
The proof of the theorem is obtained by defining y as follows. Let <o(f) = 

XjoSn_t(l-5)n~1 dx, where K is chosen so that a>(l) = l. Let y be defined as 
follows 

0 a< 

y(*) = i 

(2b1-2x\ 

= ax 

ai<x^2ai 

2ai<x: 
"2 

x>bl 
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where ai is arbitrary and bi will be chosen so that bJ2>2ai and J[y; al9 b{]< 
0. Now 

fb> 22n [ (n)(2b1-2x\2] J 

fc2 fbl 

&1 Jbx/2 

where ki, k2 are suitable constants since œ(t) is a polynomial of degree n. 
Moreover 

fbl f2"1 / x - a \ fbl/2 

Po(x)y200 dx = p0(x)co2l 1 dx + p0(x) dx 

fV , x 2(2b1-2x\ _ 
+ 1 po(x)û) I — 7 Jdx. 

Let 

p0(x)co2( -) dx = k3. 

where k3 depends only on ax. Now choose b0>4ai large enough so that 

k2 fbl fbl/2 

fci + T2^ î pn(x)dx-k3-\ po(x)dx<0 
0\ Jbx/2 Jen 

for all bx>bo. This is possible by hypothesis of the theorem. Let 

y(x)= p0(t) dt. 
Jbo/2 

Then lim^oo y(x) = °°. Choose bJ2 in the definition of y to be the last zero of 
y(x). Then bjl^boll, y (x)>0 for all x>bJ2 and 

fbl
 2 2b1-2x\ , x J „ 

co2 — ^ p o (x )dx>0 
Jbi/2 \ Oi / 

as can be proved by integration by parts and the fact that y(x)>0 for all 
x>bJ2 and o),((2b1-2x)/b1) is positive by definition of œ(t). From the above 
considerations we obtain J[y; au &i]<0, and this completes the proof. 

This research was supported by grant NRC-A-8484 through the University 
of Alberta, Edmonton, Alberta. The author would like to express his thanks to 
the referee for several helpful suggestions in the first version of this note. An 
elegant proof of Cimmino-Picone identity can be found in a recent paper by M. 
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P. Eastham, (The Picone identity for self-adjoint differential equations of even 
order, Mathematika, London, 20, 197-200 (1973)). 
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