# MATRICES WITH ELEMENTS IN A BOOLEAN RING 

A. T. BUTSON

1. Introduction. Let $\mathfrak{B}$ be a Boolean ring of at least two elements containing a unit 1 . Form the set $\mathfrak{M}$ of matrices $A, B, \ldots$ of order $n$ having entries $a_{i j}, b_{i j}, \ldots(i, j=1,2, \ldots, n)$, which are members of $\mathfrak{B}$. A matrix $U$ of $\mathfrak{M}$ is called unimodular if there exists a matrix $V$ of $\mathfrak{M}$ such that $V U=I$, the identity matrix. Two matrices $A$ and $B$ are said to be left-associates if there exists a unimodular matrix $U$ satisfying $U A=B$. The main results in this paper are the constructions of two canonical forms for left-associated matrices of $\mathfrak{M}$. The first form may be described very simply; however, it lacks the desirable property of containing the maximum possible number of rows which consist entirely of 0 's. Although the second has this property, its description is quite complicated. They are somewhat similar to the wellknown Hermite form for matrices with elements in a principal ideal ring (4); and, accordingly, use is made of them to establish analogues of several other familiar results concerning matrices with elements in a principal ideal ring. Although row equivalence (left-associativity) and a diagonal canonical form for equivalent matrices of $\mathfrak{M}$ are mentioned in (2, pp. 164-165), the author has been unable to locate his results anywhere in the literature.
2. Properties of $\mathfrak{B}$. A Boolean ring may be defined as a ring whose elements are all idempotent. It is easily shown, see (2, pp. 154-155), that it is a commutative ring of characteristic two, in the usual sense. Then for any $x$ in $\mathfrak{B}$, the element $x^{\prime}=1+x$, called the complement of $x$, satisfies $x+x^{\prime}=1$, $x x^{\prime}=0$, and $\left(x^{\prime}\right)^{\prime}=x$. Bell (1) observed that $x \vee y=x+x^{\prime} y$ is the g.c.d. of $x$ and $y$. Following is a summary of the less obvious but easily established properties of $\mathfrak{B}$ which we shall use in the sequel:
(2.1) $x x=x$;
(2.2) $\quad x y=y x$;
(2.3) $x+x=0$;
$x+x^{\prime}=1, x x^{\prime}=0,\left(x^{\prime}\right)^{\prime}=x ;$
$\bigvee_{i=1}^{n} x_{i}=x_{1} \vee x_{2} \vee \ldots \vee x_{n}=x_{1}+x_{1}^{\prime} x_{2}+x_{1}^{\prime} x_{2}^{\prime} x_{3}+\ldots+x_{1}^{\prime} x_{2}^{\prime} \ldots x_{n-1}^{\prime} x_{n}$ is the g.c.d. of $x_{1}, x_{2}, \ldots, x_{n}$;

$$
\begin{equation*}
\left(\sum_{j=1}^{t} x_{j}\right)\left(\bigvee_{i=1}^{n} x_{i}\right)=\sum_{j=1}^{t} x_{j}, \quad t=1,2, \ldots, n \tag{2.6}
\end{equation*}
$$

[^0](2.9) $\quad x y=0$ if and only if $x y^{\prime}=x$.
3. Canonical forms. In constructing the canonical forms only one type of elementary operation is needed, the addition to the elements of a row of $x$ times the corresponding elements of another row, $x$ being in $\mathfrak{B}$. Furthermore, this elementary operation can be accomplished by multiplying the given matrix on the left by an elementary matrix, namely the matrix obtained by performing the desired elementary operation upon the identity matrix $I$. If $E$ is any elementary matrix, it follows from (2.3) that $E E=I$. Quite obviously then, any elementary matrix is unimodular, and a product of unimodular matrices is unimodular. To facilitate describing the constructions, we first establish a lemma.

Lemma 3.1. For $0 \leqslant j \leqslant n$, let $A(j)=[B(j) H(n-j)]$ be the following matrix of $\mathfrak{M}$ :

$$
\left[\right]
$$

where $A=A(n)=[B(n) H(0)], H=A(0)=[B(0) H(n)]$, and $h_{p q} h_{q q}=0$, $h_{p q} h_{p p}=h_{p q}$ for $p=q+1, q+2, \ldots, n ; q=j+1, j+2, \ldots, n$. Then there exists a unimodular matrix $U_{j}$ (which is a product of elementary matrices) such that multiplying $A(j)$ on the left by $U_{j}$ leaves the last $n-j$ columns of $A(j)$ invariant, and replaces the elements $b_{k j}$ of the jth column of $A(j)$ by elements $h_{k j}$, where $h_{k j}=0$ for $k=1,2, \ldots, j-1$; and $h_{k j} h_{j j}=0, h_{k j} h_{k k}=h_{k j}$ for $k=j+1, j+2, \ldots, n$. (In terms of matrices we have

$$
A(j-1)=U_{j} A(j)=U_{j}[B(j) H(n-j)]=[B(j-1) H(n-j+1)]
$$

where it is to be understood that although $H(n-j)$ is a submatrix of $H(n-j+1)$, $B(j-1)$ is not necessarily a submatrix of $B(j))$.

Let $E_{k j}$ denote the elementary matrix obtained from $I$ by adding $x_{k j}$ times the elements of the $k$ th row to the corresponding elements of the $j$ th row, where $x_{1 j}=b_{j j}^{\prime}$;

$$
\begin{aligned}
& x_{k j}=b_{i j}^{\prime} b_{1 j}^{\prime} b_{2 j}^{\prime} \ldots b_{k-1, j}^{\prime} \\
& x_{k j}=h_{k k}^{\prime} b_{1 j}^{\prime} b_{2 j}^{\prime} \ldots b_{k-1, j}^{\prime}
\end{aligned}
$$

$$
\begin{array}{r}
k=2,3, \ldots, j-1 \\
k=j+1, \quad j+2, \ldots, n
\end{array}
$$

It is quite obvious that adding $x_{k j}$ times the elements of the $k$ th row to the corresponding elements of the $j$ th row, for $k=1,2, \ldots, j-1$, does not affect the last $n-j$ columns of $A(j)$. For $q=j+1, j+2, \ldots, k$; $k=j+1, j+2, \ldots, n$;

$$
\begin{aligned}
x_{k ; j} h_{k q} & =h_{k k}^{\prime} b_{1 j}^{\prime} b_{2 j}^{\prime} \ldots b_{k-1, j}^{\prime} h_{k g}=h_{k q} h_{k k}^{\prime} b_{1 j}^{\prime} b_{2 j}^{\prime} \ldots b_{k-1, j}^{\prime} \\
& =h_{k 9} h_{k k} h_{k k}^{\prime} b_{1 j}^{\prime} b_{2 j}^{\prime} \ldots b_{k-1, j}^{\prime}=0 .
\end{aligned}
$$

Hence adding $x_{k j}$ times the elements of the $k$ th row to the corresponding elements of the $j$ th row, for $k=j+1, j+2, \ldots, n$, does not affect the last $n-j$ columns of $A(j)$ either. Then multiplying $A(j)$ on the left by the unimodular matrix

$$
E_{j}=E_{n j} E_{n-1, j} \ldots E_{j+1, j} E_{j-1, j} \ldots E_{2 j} E_{1 j}
$$

leaves the last $n-j$ columns unaltered, and replaces $b_{j j}$ by

$$
h_{j j}=b_{1 j} \vee \ldots \vee b_{j j} \vee\left(b_{j+1, j} h_{j+1, j+1}^{\prime}\right) \vee \ldots \vee\left(b_{n j} h_{n n}^{\prime}\right) .
$$

Let $F_{k j}$, for $k=1,2, \ldots, j-1, j+1, \ldots, n$, denote the elementary matrix obtained from $I$ by adding $b_{k j}$ times the elements of the $j$ th row to the corresponding elements of the $k$ th row. Multiplication of $E_{j} A(j)$ on the left by $F_{k j}$ obviously leaves the last $n-j$ columns invariant, and replaces $b_{k j}$ by $h_{k j}=b_{k j}+b_{k j} h_{j j}$. By (2.6) and (2.3) $h_{k j}=b_{k j}+b_{k j}=0$ for $k=1,2, \ldots$, $j-1$. For $k=j+1, j+2, \ldots, n$;

$$
h_{k j} h_{j j}=\left(b_{k j}+b_{k j} h_{j j}\right) h_{i j}=b_{k j} h_{j j}+b_{k j} h_{j j}=0 .
$$

Using (2.7) we can write

$$
\begin{aligned}
h_{k j}= & \left(b_{k j}+b_{k j} h_{j j}\right)= \\
= & b_{k j} h_{j j}^{\prime} \\
= & b_{k j}\left(b_{k j} h_{k k}^{\prime}\right)^{\prime} b_{1 j}^{\prime} b_{2 j}^{\prime} \ldots b_{j j}^{\prime}\left(b_{j+1}, h_{j+1, j+1}^{\prime}\right)^{\prime} \ldots \\
& \quad\left(b_{k-1, j} h_{k-1, k-1}^{\prime}\right)^{\prime}\left(b_{k+1, j} h_{k+1, k+1}^{\prime}\right)^{\prime} \ldots\left(b_{n j} h_{n n}^{\prime}\right)^{\prime} ;
\end{aligned}
$$

and since

$$
\begin{aligned}
& \begin{array}{l}
b_{k j j}\left(b_{k j} h_{k k}^{\prime}\right)^{\prime}= \\
=b_{k j}\left(1+b_{k j} h_{k k}^{\prime}\right)=b_{k j}+b_{k j} h_{k k}^{\prime} \\
=b_{k j}\left(1+h_{k k}^{\prime}\right)=b_{k j} h_{k k} \\
h_{k j}=b_{k j} h_{k k} b_{1 j}^{\prime} b_{2 j}^{\prime} \ldots b_{j j}^{\prime}\left(b_{j+1, j} h_{j+1, j+1}^{\prime}\right)^{\prime} \ldots
\end{array} \quad\left(b_{k-1, j} h_{k-1, k-1}^{\prime}\right)^{\prime}\left(b_{k+1, j} h_{k+1, k+1}^{\prime}\right)^{\prime} \ldots\left(b_{n j} h_{n n}^{\prime}\right)^{\prime},
\end{aligned}
$$

and it is now obvious that $h_{k j} h_{k k}=h_{k j}$. Letting

$$
F_{j}=F_{n j} F_{n-1, j} \ldots F_{j+1, j} F_{j-1, j} \ldots F_{2 j} F_{1 j}
$$

it is apparent that $F_{j} E_{j}$ is the desired unimodular matrix $U_{j}$.
We remark that if $h_{j j}=0$, then by (2.8)
$b_{1 j}=b_{2_{j}}=\ldots=b_{j j}=0, \quad\left(b_{k j} h_{k k}^{\prime}\right)=0, \quad k=j+1, j+2, \ldots, n$, whence by (2.9) $b_{k j} h_{k: k}=b_{k j,}$. So in this particular case we may choose $I_{j}=I$.

We also note that if $h_{p p}=0$, then the requirement that $h_{p q} h_{p p}=h_{p q}$ implies that $h_{p q}=0$ for $q=j+1, j+2, \ldots, p$.

Theorem 3.1. For any matrix $A$ of $\mathfrak{M}$ there exists a unimodular matrix $U$ of $\mathfrak{M i}$ which is a product of elementary matrices and such that $U A=I I$ has the following properties: $h_{p q}=0$ for $q>p, h_{p q} h_{q q}=0$, and $h_{p q} h_{p p}=h_{p q}$. (Note that if a diagonal element is 0 , then the entire row consists of 0 's). This form $H$ is unique.

Successive applications of Lemma 3.1 to $A=A(n)$ for $j=n, n-1, \ldots$, yields $A(0)=[B(0) H(n)]=H$ and $U_{1} U_{2} \ldots U_{n}=U$ as the desired matrices.

To prove the uniqueness of $H$, let $U$ and $V$ be unimodular matrices such that $U A=I I$ and $V A=G$ each have the form described above. (The result that a unimodular matrix has an inverse is implied by the succeeding corollary, which is established without assuming the uniqueness of $H$. To simplify matters, we use this now.) Then $U^{-1} H=A=V^{-1} G$, and $P H=G, Q G=I I$, where $P=V U^{-1}$ and $Q=U V^{-1}$. Thus, for fixed $i$, the following systems of equations must be satisfied:

$$
\sum_{k=t}^{n} p_{i k} h_{k t}=g_{i t}, \quad \sum_{k=t}^{n} q_{i k} g_{k t}=h_{i t}, \quad t=1,2, \ldots, n,
$$

where $g_{i t}=h_{i t}=0$ for $t>i$. Consider the first system. The last equation $p_{i n} h_{n n}=0$ and the condition $h_{n t} h_{n n}=h_{n t}$ imply $p_{i n} h_{n t}=0$ for $t=1,2, \ldots, n$. Thus the first system is equivalent to

$$
\sum_{k=t}^{n-1} p_{i k} h_{k t}=g_{i t}, \quad t=1,2, \ldots, n-1
$$

The last equation $p_{i, n-1} h_{n-1, n-1}=0$ of this system and the condition $h_{n-1, t}$ $h_{n-1, n-1}=h_{n-1, t}$ imply $p_{i, n-1} h_{n-1, t}=0$ for $t=1,2, \ldots, n-1$. Thus this system may be reduced to

$$
\sum_{k=t}^{n-2} p_{i k} h_{k t}=g_{i t}, \quad t=1,2, \ldots, n-2 .
$$

Continuing this reduction for $t=n-2, n-3, \ldots, i+1$ yields $p_{i k} h_{k t}=0$ for $k>i, t=1,2, \ldots, n$, and replaces the first system by the equivalent system

$$
\sum_{k==t}^{i} p_{i k} h_{k t}=g_{i t}, \quad t=1,2, \ldots, i
$$

Similarly, the second system is equivalent to

$$
\sum_{k=1}^{i} q_{i k} g_{k t}=h_{i t}, \quad t=1,2, \ldots, i
$$

Now $p_{i i} h_{i i}=g_{i i}$ and $q_{i i} g_{i i}=h_{i i}$ imply

$$
\begin{aligned}
g_{i i} & =p_{i i} h_{i i}=p_{i i} q_{i i} g_{i i}=p_{i i} q_{i i} p_{i i} h_{i i} \\
& =q_{i i} p_{i i} h_{i i}=q_{i i} g_{i i}=h_{i i} .
\end{aligned}
$$

Thus $p_{i i} h_{i i}=h_{i i}$, and $p_{i i} h_{i t}=h_{i t}$, for $t=1,2, \ldots, i$, since $h_{i t} h_{i i}=h_{i t}$. Similarly, $q_{i i} g_{i i}=g_{i i}$ and $q_{i i} g_{i t}=g_{i t}$. Now consider

$$
\begin{aligned}
& p_{i, i-1} h_{i-1, i-1}+p_{i i} h_{i, i-1}=g_{i, i-1} \\
& q_{i, i-1} g_{i-1, i-1}+q_{i i} g_{i, i-1}=h_{i, i-1}
\end{aligned}
$$

Multiplying by $h_{i, i-1}$ and $g_{i, i-1}$, respectively, gives

$$
h_{i, i-1}=h_{i, i-1} g_{i, i-1}, \quad g_{i, i-1}=h_{i, i-1} g_{i, i-1},
$$

since $h_{i, i-1} h_{i-1, i-1}=g_{i, i-1} g_{i-1, i-1}=0$, and $p_{i i} h_{i, i-1}=h_{i, i-1}, q_{i i} g_{i, i-1}=g_{i, i-1}$. Hence $g_{i, i-1}=h_{i, i-1}$, and also $p_{i, i-1} h_{i-1, i-1}=q_{i, i-1} g_{i-1, i-1}=0$ which implies

$$
p_{i, i-1} h_{i-1, t}=q_{i, i-1} g_{i-1, t}=0, \quad t=1,2, \ldots, i-1 .
$$

Next we consider

$$
\begin{aligned}
p_{i, i-2} h_{i-2, i-2}+p_{i, i-1} h_{i-1, i-2}+p_{i i} h_{i, i-2} & =g_{i, i-2}, \\
q_{i, i-2} g_{i-2, i-2}+q_{i, i-1} g_{i-1, i-2}+q_{i i} g_{i, i-2} & =h_{i, i-2}
\end{aligned}
$$

which are simply $p_{i, i-2} h_{i-2, i-2}+h_{i, i-2}=g_{i, i-2}$ and $q_{i, i-2} g_{i-2, i-2}+g_{i, i-2}=$ $h_{i, i-2}$. Multiplying by $h_{i, i-2}$ and $g_{i, i-2}$, respectively, gives

$$
h_{i, i-2}=g_{i, i-2} h_{i, i-2}, \quad g_{i, i-2}=h_{i, i-2} g_{i, i-2} .
$$

Then $g_{i, i-2}=h_{i, i-2}$, and $p_{i, i-2} h_{i-2, i-2}=q_{i, i-2} g_{i-2, i-2}=0$ which implies

$$
p_{i, i-2} h_{i-2, t}=q_{i, i-2} g_{i-2, t}=0, \quad t=1,2, \ldots, i-2 .
$$

Continuing this procedure yields $g_{i t}=h_{i t}$ for $t=1,2, \ldots, i$. Now letting $i$ range from 1 to $n$ establishes the identity of $G$ and $H$. Hence $H$ is unique.

Corollary 3.1. Every unimodular matrix of $\mathfrak{M}$ is a product of a finite number of elementary matrices.

If the matrix $A$ in the above theorem is unimodular, then $U A=H$, being a product of unimodular matrices, is also unimodular. Then there exists a matrix $K$ such that $K H=I$. The properties of the elements of $H$ are restrictive enough to require that $H=K=I$. Since $U$ is a product of elementary matrices, say $E_{t} E_{t-1} \ldots E_{1}$, we have $E_{t} E_{t-1} \ldots E_{1} A=I$. Hence $A=E_{1}$ $E_{2} \ldots E_{t}$, the desired result. We remark that it is now obvious that $A U=I$ so that $U=A^{-1}$.

The canonical form $H$ does not have, in general, the maximum possible number of rows whose elements are all 0 's that could be obtained by elementary row operations on $A$. The succeeding lemma makes this apparent. Our procedure now will be to obtain a second canonical form for $A$ by performing elementary operations on $H$ that will replace a row wherever possible by a row of 0 's and alter the form of $H$ as little as possible.

Lemma 3.2. Let $H$ be the matrix described in the preceding theorem and $h_{j_{j}}, h_{j_{1} j_{1}}, \ldots, h_{j_{t} j_{l}}, j_{1}<j_{2}<\ldots<j_{l}$, be the diagonal elements in the last
$n-j+1$ columns of $H$ that are different from 0 . Then a necessary and sufficient condition that there exists a unimodular matrix $V_{j}$, such that multiplication of $H$ on the left by $V_{j}$ replaces $h_{j j}$ by 0 , and leaves invariant the last $n-j$ columns of $H$ and any row which consists entirely of 0 's, is that $h_{j_{j}} h_{j_{1} j_{1}} h_{j_{2} j_{2}} \ldots h_{j_{t} j_{t}}=0$.

The most general sequence of elementary operations that could be performed on the rows of $H$ and leave the necessary things invariant is: the addition of an arbitrary multiple, say $x_{j_{r}}$, of the elements of the $j$ th row to the corresponding elements of $j_{\tau}$ th row, for $r=1,2, \ldots, t$; then the addition of say $y_{j r} h^{\prime}{ }_{j r j r}$, where $y_{j r}$ is arbitrary, times the elements of the $j_{r}$ th row to the corresponding elements of the $j$ th row, for $r=1,2, \ldots, t$. This replaces $h_{j j}$ by

$$
h_{j j}+\sum_{r=1}^{t} y_{j_{r}} h_{j_{r} j_{r}}^{\prime}\left(h_{j_{r} j}+x_{j_{r}} h_{j j}\right),
$$

which is simply

$$
h_{j j}+h_{j j} \sum_{r=1}^{t} y_{j_{r}} x_{j_{r}} h_{j_{r} j_{r}}^{\prime}
$$

since

$$
h_{j_{r} j_{r}}^{\prime} h_{j_{r} j}=0
$$

In order to be able to replace $h_{j j}$ by 0 , under the required conditions it is then necessary that there exist

$$
x_{j_{r}} \text { and } y_{i_{r}}, \quad r=1,2, \ldots, t,
$$

such that

$$
h_{j j}+h_{j j} \sum_{r=1}^{t} y_{j_{r}} x_{j_{r}} h_{j_{r} j_{r}}^{\prime}=0 .
$$

By adding $h_{j j}$ to both sides we obtain the equivalent condition

$$
h_{j j} \sum_{r=1}^{t} y_{j_{r}} x_{j_{r}} h_{j_{r} j_{r}}^{\prime}=h_{j j}
$$

Since

$$
y_{j_{r}} x_{j_{r}} h_{j_{r} j_{r}}^{\prime} \bigvee_{s=1}^{t} h_{j_{s} j_{s}}^{\prime}=y_{j_{r}} x_{j_{r}} h_{j_{r} j_{r}}^{\prime}
$$

by (2.6), we have

$$
\begin{aligned}
h_{j j} \stackrel{\rightharpoonup}{s=1}_{t}^{h_{j_{s} j_{s}}^{\prime}} & =\left(h_{j j} \sum_{r=1}^{t} y_{j_{r}} x_{j_{r}} h_{j_{r} j_{r}}^{\prime}\right) \stackrel{V_{s=1}^{t}}{h_{j_{s} j_{s}}^{\prime}} \\
& =h_{j j} \sum_{r=1}^{t}\left(y_{j_{r}} x_{j_{r}} h_{j_{r} j_{r}}^{\prime}{\underset{s=1}{t}}_{h_{j_{s} j_{s}}^{\prime}}^{\prime}\right) \\
& =h_{j j} \sum_{r=1}^{t} y_{j_{r}} x_{j_{r}} h_{j_{r} j_{r}}^{\prime} \\
& =h_{j j} .
\end{aligned}
$$

But this last relation implies, by (2.9), (2.7), and (2.4), that

$$
h_{i j} h_{j_{1} j_{1}} h_{j_{2} j_{2}} \ldots h_{j_{t} j_{t}}=0
$$

Hence the condition is necessary.
Conversely, suppose

$$
h_{j_{j}} h_{j_{1} j_{1}} \ldots h_{j_{l} j_{l}}=0
$$

Then

$$
h_{j j} \bigvee_{s=1}^{t} h_{j_{s} j_{s}}^{\prime}=h_{i j}
$$

and the aforementioned sequence of operations with

$$
\begin{array}{ll}
x_{j_{r}}=1, & (r=1,2, \ldots, t), \\
y_{j_{1}}={ }_{1}, y_{j_{r}}=h_{j_{1} j_{1} h_{j_{2} j_{2}} \ldots h_{j_{r-1} j_{r-1}}} & (r=2,3, \ldots, t),
\end{array}
$$

replaces $h_{j j}$ by

$$
h_{j j}+h_{j j} \sum_{r=1}^{t} y_{j_{r}} x_{j_{r}} h_{j_{r} j_{r}}^{\prime}=h_{j j}+h_{j j} \bigvee_{r=1}^{t} h_{j_{r} j_{r}}^{\prime}=h_{j j}+h_{j j}=0
$$

and leaves the necessary things invariant. Thus the condition is sufficient and the lemma is proved.

Let us now determine precisely what happens to the elements in the first $j$ columns of $H$ when $h_{j j}$ is replaced by 0 in the manner described in Lemma 3.2. Since

$$
h_{j_{r} j_{r}^{\prime}}^{\prime} h_{j_{r}}=0,
$$

$h_{j q}$ for $q=1,2, \ldots, j-1$, is replaced by

$$
h_{j q}+h_{j q} \bigvee_{r=1}^{t} h_{j_{r} j_{r}}^{\prime}
$$

It is necessary that

$$
h_{j j} h_{j_{1} j_{1}} \ldots h_{i_{t} j_{t}}=0
$$

so that

$$
h_{j j} \bigvee_{r=1}^{t} h_{j_{r} j_{r}}^{\prime}=h_{j j}
$$

Using this and the fact that $h_{j q}=h_{j q} h_{j j}$, we have

$$
\begin{aligned}
h_{j q}+h_{j q} \bigvee_{r=1}^{t} h_{j_{r} j_{r}}^{\prime} & =h_{j q}+h_{j q} h_{j j} \bigvee_{r=1}^{t} h_{j_{r} j_{r}}^{\prime} \\
& =h_{j q}+h_{j q} h_{j j}=h_{j q}+h_{j q} \\
& =0
\end{aligned}
$$

Thus replacing $h_{j j}$ by 0 replaces $h_{j q}$, for $q=1,2, \ldots, j-1$, by 0 also. For $r=1,2, \ldots, t$ and $q=1,2, \ldots, j, h_{j_{r} q}$ is replaced by

$$
d_{j_{r} 4}=h_{j q}+h_{j_{r} q} .
$$

We observe that

$$
d_{j_{r} q} h_{q q}=\left(h_{j q}+h_{j_{r q}}\right) h_{q q}=h_{j q} h_{q q}+h_{j_{r q}} h_{q q}=0,
$$

so that the property of $H$ that the product of an element with the diagonal element above it be 0 is preserved. Although

$$
d_{j_{r} \varphi} h_{j_{r} i_{r}} \neq d_{j_{r} \varphi}
$$

in general, we note that

$$
\begin{aligned}
& d_{j_{r q}}\left(h_{j j} \vee h_{j_{r} j_{r}}\right)=\left(h_{j q}+h_{j_{r q}}\right)\left(h_{j j} \vee h_{j_{r} j_{r}}\right) \\
& =h_{j q}\left(h_{j j} \vee h_{j_{r} j_{r}}\right)+h_{j_{r q}}\left(h_{j j} \vee h_{j_{r} j_{r}}\right) \\
& =h_{j q} h_{j j}\left(h_{j j} \vee h_{j_{r} j_{r}}\right)+h_{j r q} h_{j_{r} j_{r}}\left(h_{j j} \vee h_{j_{r} j_{r}}\right) \\
& =h_{j q} h_{j j}+h_{j r q} h_{j r j_{r}}=h_{j q}+h_{j r q} \\
& =d_{j_{r} \|} \text {. }
\end{aligned}
$$

We also see that, for $q=1,2, \ldots, j$,

$$
h_{j q} h_{j_{1} j_{1}} \ldots h_{j_{t} j_{t}}=h_{j_{q}} h_{j j} h_{j_{1} j_{1}} \ldots h_{j_{t} j_{t}}=0
$$

Hence $h_{j_{r} u}$ is replaced by an element

$$
d_{j_{r} u}=h_{j q}+h_{j_{r}}
$$

such that

$$
\begin{gathered}
d_{j_{r}} h_{q q}=0, \quad h_{j q} h_{j j}=h_{j q}, \quad h_{j q} h_{j_{1} j_{1}} \ldots h_{j_{t} j_{t}}=0, \\
d_{j_{r} q}\left(h_{j j} \vee h_{j_{r} j_{r}}\right)=d_{j_{r} q .}
\end{gathered}
$$

Now let $H_{1}$ denote the matrix resulting from replacing $h_{j j}$ by 0 according to the procedure just described. We want to consider the problem of replacing a diagonal element, say $h_{i i}$, of $H_{1}$ by 0 using elementary operations that leave invariant the last $n-i$ columns and any row whose elements are all 0 's. Let

$$
h_{i_{1} i_{1}}, h_{i_{2} i_{2}}, \ldots, h_{i_{i_{v} i_{v}}}, \quad i<i_{1}<i_{2}<\ldots<i_{v}<j
$$

denote the diagonal elements of $I_{1}$ between

$$
h_{i i} \text { and } h_{j_{1} j_{1}}
$$

which are not 0 . When we attempt to parallel the discussion of Lemma 3.2 we find that, although we can add

$$
y_{i_{r}} h_{i_{r} i_{r}}^{\prime} \text {, where } y_{i_{r}} \text { is arbitrary, }
$$

times the elements of the $i_{r}$ th row to corresponding elements of the $i$ th row, we can't add

$$
y_{i_{r}} h_{j_{r} j_{r}}^{\prime} \text {, where } y_{j_{r}} \text { is arbitrary, }
$$

times the elements of the $j_{r}$ th row to the corresponding elements of the $i$ th row. In order to leave invariant the last $n-i$ columns of $H_{1}$ we must add instead

$$
y_{j_{r}} h_{j j}^{\prime} h_{j_{r} j_{r}} \text {, where } y_{j_{r}} \text { is arbitrary, }
$$

times the elements of the $j_{r}$ th row to the corresponding elements of the $i$ th row. With only this change, however, we obtain the following result. A necessary and sufficient condition that $h_{i i}$ can be replaced by 0 , by means of elementary operations that leave invariant the last $n-i$ columns and any row consisting of 0 's, is that

$$
h_{i i} h_{i_{1} i_{1}} \ldots h_{i_{v} i_{v}}\left(h_{j_{1} j_{1}} \vee h_{j j}\right)\left(h_{j_{2} j_{2}} \vee h_{j_{j}}\right) \ldots\left(h_{j_{t} j_{l}} \vee h_{j j}\right)=0 .
$$

If this condition is satisfied, to replace $h_{i i}$ by 0 we choose

$$
x_{i_{r}}=x_{j_{s}}=1, \quad r=1,2, \ldots, v, s=1,2, \ldots, t
$$

That is, we first add the $i$ th row to each succeeding row which does not consist entirely of 0 's. Then a multiple of the elements of each of these rows is added to the corresponding elements of the $i$ th row. Choosing the $y$ 's appropriately, this replaces $h_{i q}(q=1,2, \ldots, i)$, by

$$
h_{i q}+h_{i q}\left\{{\left.\underset{r=1}{v} h_{i_{r} i_{r}}^{\prime} \vee \bigvee_{s=1}^{t}\left(h_{j_{r} j_{r}}^{\prime} h_{j j}^{\prime}\right)\right\}=h_{i q}+h_{i q}=0 . . . . .}\right.
$$

We note that

$$
h_{i_{r} \ell}, \quad q=1,2, \ldots, i, r=1,2, \ldots, v
$$

is replaced by

$$
h_{i_{r} q}+h_{i q}
$$

and

$$
d_{j_{s} q}, \quad q=1,2, \ldots, i, s=1,2, \ldots, t
$$

is replaced by

$$
d_{j_{s} q}+h_{i q}=h_{j_{s} q}+h_{j q}+h_{i q}
$$

Denote this matrix by $H_{2}$.
We are now able to describe the procedure for obtaining from the first canonical form $H$ the second canonical form, which we shall call $C$. Consider successively the products

$$
h_{j_{t} j_{t}} h_{j_{t-1} j_{t-1}}, \ldots, h_{j_{t} j_{t}} \ldots h_{j j}, h_{j_{t} j_{t}} \ldots h_{j j} h_{i_{v} i_{v}}, \ldots
$$

of the diagonal elements of $H$ which are different from 0 . If none of these are 0 , then $C=I I$. Otherwise, there is a first one, say

$$
h_{j_{j}} h_{j_{1} j_{1}} \ldots h_{j_{t} j_{l}}
$$

which is 0 . In this case replace $h_{j j}$ by 0 according to the procedure described in Lemma 3.2. Let

$$
Z_{j}=\left(h_{j_{1} j_{1}} \vee h_{j j}\right)\left(h_{j_{2} j_{2}} \vee h_{j_{j}}\right) \ldots\left(h_{j_{t} j_{t}} \vee h_{j j}\right),
$$

and consider successively the products

$$
Z_{j} h_{i_{v} i_{v}}, \ldots, Z_{j} h_{i_{v} i_{v}} \ldots h_{i i}, \ldots
$$

If all of these are 0 , then $C=H_{1}$. Otherwise, there is a first one, say

$$
h_{i i} h_{i_{1} i_{1}} \ldots h_{i_{v} i_{v}} Z_{j}
$$

which is 0 . In this case, replace $h_{i i}$ by 0 as before. Let

$$
Z_{i, j}=\left(h_{i_{1} i_{1}} \vee h_{i i}\right) \ldots\left(h_{i_{v} i_{v}} \vee h_{i i}\right)\left(h_{j_{1} j_{1}} \vee h_{j j} \vee h_{i i}\right) \ldots\left(h_{j_{l} j_{l}} \vee h_{j j} \vee h_{i i}\right),
$$

and let

$$
h_{k_{1} k_{1}}, \ldots, h_{k_{w} k_{w}}, k_{1}<k_{2}<\ldots<k_{w}
$$

denote the diagonal elements in the first $i-1$ columns of $H_{2}$ which are not 0 . Consider successively the products

$$
Z_{i, j} h_{k_{w} k_{w}}, \ldots, Z_{i, j} h_{k_{w} k_{w}} \ldots h_{k_{1} k_{1}}
$$

If all of these are 0 , then $\mathrm{C}=\mathrm{H}_{2}$. Otherwise, there is a first one, say

$$
Z_{i, j} h_{k_{w} k_{w}} \ldots h_{k_{j} k_{f}}
$$

which is different from 0 . Replace $h_{k f k f}$ by 0 in , what should be by now, the obvious manner. Continuing this procedure yields the desired matrix $C$. Obviously each one of these steps can be accomplished by multiplying the particular $H_{t}$ on the left by a unimodular matrix $V_{t}$. Hence there is a unimodular matrix $V$ such that $V H=C$.

Note that replacing $h_{t \iota}$ by 0 affects the element in the $(p, q)$-position of $H_{t}$ only if $q \leqslant t<p$. Then, for $c_{p p} \neq 0$, if we let

$$
c_{q_{1} q_{1}}, c_{q_{2} a_{2}}, \ldots, c_{q_{\iota_{p}} \iota_{p} p}
$$

denote the diagonal elements of $C$ between $c_{q-1, q-1}$ and $c_{p p}$ which are 0 , we see that

$$
c_{p q}=h_{p q}+h_{q_{1 q}}+h_{q_{2} q}+\ldots+h_{q_{t}, q} .
$$

(Although the $c_{q_{r} q_{r}}$ 's include any diagonal element that was originally 0 in $I$, say

$$
h_{a_{s} q_{s}}=c_{a_{s} s_{s}}
$$

this does not affect the representation of $c_{p q}$ since the corresponding $h_{\psi_{s} 4}=0$.) We summarize all this in the following theorem.

Theorem 3.2. Let $A$ be any matrix of $\mathfrak{M}$ and $U A=H$ its first canonical form. Then there exists a unimodular matrix $V$ such that $W A=V U A=V H=C$, where $W=V U$, has the following form: $c_{p q}=0$ for $q>p$; if $c_{p p}=0$, then $c_{p q}=0$ for $q=1,2, \ldots, n ; c_{p q} c_{q q}=0$; if $c_{p p} \neq 0$ and

$$
c_{q_{1} q_{1}}, c_{q_{2} q_{2}}, \ldots, c_{q_{t}, q_{l},}
$$

denote the diagonal elements of $C$ between $c_{q-1, q-1}$ and $c_{p p}$ which are 0 , then

$$
c_{p q}=h_{p q}+h_{q_{1} q}+h_{q_{2} q}+\ldots+h_{q_{t, q}} .
$$

Furthermore, it is impossible to replace a diagonal element of C by 0 using elementary operations that leave invariant the succeeding columns and any row which consists entirely of 0 's. This form $C$ is unique.

The proof that $C$ is unique proceeds along the same lines as the proof of the uniqueness of $H$, and will be omitted. We wish to emphasize, however, that to ensure uniqueness it is absolutely necessary to add the elements of the $k$ th row to the corresponding elements of each succeeding row whose elements are not all 0 's, as the first step in replacing any diagonal element $h_{k k}$ by 0 .

Theorem 3.3. A necessary and sufficient condition that two matrices $A$ and $B$ of $\mathfrak{M}$ be left-associates is that they have the same canonical form $H$ (or C).

If $P B=A$, where $P$ is unimodular, let $U$ be a unimodular matrix such that $U A=H$ is the first canonical form of $A$. Then $H=U P B=V B$, where $V=U P$ is unimodular, so that $H$ is the first canonical form of $B$ also. Conversely, suppose that $E$ and $F$ are unimodular matrices such that $E A=$ $F B=H$ is the first canonical form of $A$ and of $B$. Then $Q B=A$, where $Q=E^{-1} F$ is unimodular, and $A$ and $B$ are left-associates.
4. Mutual left-divisibility, g.c.r.d., and l.c.l.m. Two matrices $A$ and $B$ of $\mathfrak{M}$ are said to be mutually left-divisible if and only if there exist matrices $R$ and $T$ of $\mathfrak{M}$ such that $R A=B$ and $T B=A$. It is well known that the concepts of mutual left-divisibility and left-associativity are equivalent for matrices with elements in a principal ideal ring. Steinitz (5) has shown their equivalence for matrices with elements in an algebraic domain. Kaplansky (3) considered this problem and obtained some results based on the radical of a ring. We now show that the two concepts are equivalent for matrices of $\mathfrak{M}$. If $A$ and $B$ are left-associates so that $P A=B$, where $P$ is unimodular, then $P^{-1} B=A$ and $A$ and $B$ are mutually left-divisible. Conversely, suppose $R A=B$ and $T B=A$. Let $U A=H$ and $V B=G$ be the first canonical forms of $A$ and $B$, respectively. Then $A=U^{-1} H$ and $B=V^{-1} G$ imply $R U^{-1} H=V^{-1} G$ and $T V^{-1} G=U^{-1} H$. Whence, $P H=G$ and $Q G=H$, where $P=V R U^{-1}$ and $Q=U T V^{-1}$; that is, $H$ and $G$ are mutually left-divisible. In proving the uniqueness of the first canonical form $H$, we showed that $P H=G$ and $Q G=H$, where $P$ and $Q$ are unimodular, imply $H=G$. However, the unimodularity of $P$ and $Q$ was not used anywhere in this proof. Hence, we established at that point also that if $H$ and $G$ are mutually left-divisible, then $H=G$. This enables us to state the following result.

Theorem 4.1. A necessary and sufficient condition that two matrices $A$ and $B$ of $\mathfrak{M}$ be mutually left-divisible is that they be left-associates.

Let us now consider the matrix

$$
\left[\begin{array}{ll}
A & 0 \\
B & 0
\end{array}\right]
$$

of order $2 n$. Then there exists a unimodular matrix $X$ of order $2 n$, which we write in the form of $n \times n$ blocks, such that

$$
\left[\begin{array}{ll}
X_{11} & X_{12} \\
X_{21} & X_{22}
\end{array}\right]\left[\begin{array}{ll}
A & 0 \\
B & 0
\end{array}\right]=\left[\begin{array}{ll}
D & 0 \\
0 & 0
\end{array}\right]
$$

is the first canonical form of the above matrix. Thus

$$
X_{11} A+X_{12} B=D
$$

so that every c.r.d. of $A$ and $B$ is a right divisor of $D$. Since $X$ is unimodular there exists a matrix $Y=X^{-1}$ such that

$$
\left[\begin{array}{ll}
A & 0 \\
B & 0
\end{array}\right]=\left[\begin{array}{ll}
Y_{11} & Y_{12} \\
Y_{21} & Y_{22}
\end{array}\right]\left[\begin{array}{cc}
D & 0 \\
0 & 0
\end{array}\right]
$$

whence $A=Y_{11} D, B=Y_{21} D$, so that $D$ is a c.r.d. of $A$ and $B$. Hence $D$ is a g.c.r.d. of $A$ and $B$.

The matrix $M=X_{{ }_{21}} A=X_{22} B$ is a c.l.m. of $A$ and $B$. Using an argument due to Stewart (6), we are able to show that $M$ is the l.c.l.m. of $A$ and $B$ when $D=I$. To do this, let $M_{1}=U A=V B$ be any other c.l.m. of $A$ and $B$. We can then write the following equations:

$$
\begin{gathered}
{\left[\begin{array}{ll}
X_{11} & X_{12} \\
U & V
\end{array}\right]\left[\begin{array}{ll}
A & 0 \\
B & 0
\end{array}\right]=\left[\begin{array}{ll}
D & 0 \\
0 & 0
\end{array}\right],} \\
{\left[\begin{array}{cc}
X_{11} & X_{12} \\
U & V
\end{array}\right]\left[\begin{array}{ll}
Y_{11} & Y_{12} \\
Y_{21} & Y_{22}
\end{array}\right]\left[\begin{array}{ll}
D & 0 \\
0 & 0
\end{array}\right]=\left[\begin{array}{ll}
D & 0 \\
0 & 0
\end{array}\right] .}
\end{gathered}
$$

Consider the most general solution of the equation

$$
\left[\begin{array}{ll}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{array}\right]\left[\begin{array}{cc}
D & 0 \\
0 & 0
\end{array}\right]=\left[\begin{array}{ll}
D & 0 \\
0 & 0
\end{array}\right] .
$$

Here $Z_{12}$ and $Z_{22}$ are arbitrary, but $Z_{11}$ and $Z_{21}$ must be chosen so that

$$
Z_{11} D=D, \quad Z_{21} D=0 .
$$

Subject to these conditions the following equations must hold:

$$
\begin{aligned}
& {\left[\begin{array}{cc}
X_{11} & X_{12} \\
U & V
\end{array}\right]\left[\begin{array}{ll}
Y_{11} & Y_{12} \\
Y_{21} & Y_{22}
\end{array}\right]=\left[\begin{array}{ll}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{array}\right],} \\
& {\left[\begin{array}{ll}
X_{11} & X_{12} \\
U & V
\end{array}\right]=\left[\begin{array}{ll}
Z_{11} & Z_{12} \\
Z_{21} & Z_{22}
\end{array}\right]\left[\begin{array}{ll}
X_{11} & X_{12} \\
X_{21} & X_{22}
\end{array}\right] .}
\end{aligned}
$$

In particular, it appears that $U$ has the form

$$
U=Z_{21} X_{11}+Z_{22} X_{21}
$$

But if $D=I$ the only solution of $Z_{21} D=0$ is $Z_{21}=0$. Hence it follows in this case that $U=Z_{22} X_{21}$; then from $M_{1}=U A=Z_{22} X_{21} A=Z_{22} M$ it follows that $M=X_{21} A=X_{22} B$ is indeed a l.c.l.m. of $A$ and $B$. These results are stated in the following theorem.

Theorem 4.2. In the matric equation

$$
\left[\begin{array}{ll}
X_{11} & X_{12} \\
X_{21} & X_{22}
\end{array}\right]\left[\begin{array}{ll}
A & 0 \\
B & 0
\end{array}\right]=\left[\begin{array}{ll}
D & 0 \\
0 & 0
\end{array}\right]
$$

written in the form of $n \times n$ blocks, where $X$ is unimodular, the matrix $D$ is in all cases a g.c.r.d. of $A$ and $B$; if $D=I$, then the matrix $M=X_{21} A=X_{22} B$ is a l.c.1.m. of $A$ and $B$.

Theorem 4.3. The g.c.r.d. $D$ and the l.c.l.m. $M$ of two matrices $A$ and $B$ are uniquely determined up to unimodular left factors.

If $D$ and $D_{1}$ are two g.c.r.d.'s of $A$ and $B$, then each is a c.l.m. of the other, say $D=U D_{1}$ and $D_{1}=V D$. Then by theorem $4.1, D$ and $D_{1}$ are leftassociates.

If $M$ and $M_{1}$ are two l.c.l.m.'s of $A$ and $B$, then each is a common right divisor of the other, say $M_{1}=U M$ and $M=V M_{1}$. Then by Theorem t.1, $M$ and $M_{1}$ are left-associates.
5. Conclusion. The analogy of our results to the corresponding ones for the classical case seems remarkable when one considers that a principal ideal ring contains no proper divisors of 0 , whereas every element of a Boolean ring except 1 and 0 is a proper divisor of 0 . Finally we mention that the restriction to square matrices was inessential.
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