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1. Introduction. In a recent paper1 I discussed, for a given
series S an, the relation between the conditions

(1) £<f> = sAW + wnnP-", con->0,

(2) 'Lnpan is summable (C, p),

where 0 < p < 1 and p is a positive integer. It was there proved
(Theorem 14) that (2) implies (1) but that the converse is not necessarily
true. My object in this note is to render more precise the connection
between (1) and (2) by showing that (2) is equivalent to (1'), where
(1') is (1) with the additional restriction that S n " 1 a>n is convergent.
The proof of this equivalence relation is based on a technique which
was introduced and developed by Andersen2 and is similar to the
proofs in my former paper. The note concludes with a brief dis-
cussion of the corresponding results for the case p = 1.

2. The equivalence relation for 0 <p < 1. We begin by enunci-
ating the equivalence relation in more precise form.

THBOBEM 1. / / the series S an satisfies the relation

where an -s- 0 and £ ?i-1 an is convergent, then Z np an is summable (C, p)
to the sum s' where

s' = S ann'"-i'
n=0

this series being convergent.

1 J. M. Hyslop, Proc. Edinburgh Math. Soc. (2), 5 (1938), 182-201. The notation
of the present note is the same as the notation of this paper.

2 A. F. Andersen, Studier over Cesaro's suuinutbilitetsmetode (Copenhagen, 1921).
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THEOREM 2. / / the series T,nf anis summable (C, p) to sum s, that is, if

where jSn-> 0, then 2 an satisfies the relation

where /}'„-> 0, 2 n~x f$'n is convergent and

5 ' = a0 - s 2 V-" A{-p-2) +T,

We proceed to prove these theorems.
Considering firstly Theorem 1, we have

££ A$LV v» i A[-J~2) Sf

= 2 A%Lrv> 2 A[-J~2) {sA™ + a^iiP-"}

n n n

= s 2 A^lv vfAi-V + 2 a^ixP-P 2 A%iv

?i—P — 1 n

= 0 + 2 + 2
n—p—l n

S ..v—o V01 Jut ^ J

and we may write the first expression on the right in the form1

8=0

where
n-p—l

Fq= 2 a^'

Now ,F0 = 0 and, for I ^ q ̂  p,

Fq = o {sV-«
o

so that

="'2 U^p- l - , ^ ^ " " Â  + i ̂  + 0

1This transformation is contained implicitly in Andersen, loc. cit., 42. Further
details will be found in Hyslop, loc. cit., 187 (Lemma 5).
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Now

so that, since a,, — o (1), the series

converge or diverge together. It follows from the hypothesis and
the consistency theorem for Cesaro summability that the latter series
is summable (C, p). Hence

= 8'

which proves Theorem 1.
As regards Theorem 2, it has been proved elsewhere1 that the

hypothesis implies the whole conclusion except the convergence of
£n-a/?'n. To prove that T,n~1^'n is convergent we observe, from
the proof of Theorem 1, that the condition

implies the relation

that is,
S(P) A^ , 1 n-j>-l

A-n-p-i-^-t- 0(1).

By hypothesis the left hand side tends to s. The right hand
side therefore tends to s; that is, the series 2 j3'/i)u,J>~'> A3)+1/x(> is
summable (C,£>) to s. It follows from the "special" Tauberian
theorem for Cesaro summability that this series converges to s and
therefore that the series 2 /LA"1 )S'M is convergent.

Dr Bosanquet has mentioned to me that the condition

(3) Sr^a^l is convergent,

where a<f> = c^ — c^}_x and c^ = S(^/A^\ is also equivalent2 to (2).
He obtained the equivalence of (2) and (3) by making use of a

1 J. M. Hyslop, loc. cit., 194.

" For the analogue for absolute summability see J. M. Hyslop, Pruc. Edinburgh
Math. Soc. (2), 6(1939), 114-122.
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theorem1 of Andersen and the fact that the series S?ipan and E A^an

are equi-summable2.

3. The equivalence relation for p = 1. In this case it is natural
to consider a more extended form of (1), namely,

The following theorems may be regarded as corresponding to
Theorems 1 and 2.

THEOKEM 1A. If the series 2 an satisfies the relation

S™ = sAW + XA%-» + enn*-i

where en-> 0, then £ nan is summable (C, p) to the sum — A, that is.

where e'n -> 0. Further, if 'En~1 en is convergent so also is S n " 1 e'n.

THEOREM 2A. If the series "Lnan is summable (C, p), that is,

where £n -> 0, then
S^ = s'A™ + XA1?-" + i'n n*-\

where l'n-> 0, and

« ' = o 0 + A S v-1Ai-p-2)+ S
i.=i *=i

Further if L n~1 t,n is convergent so also is S n " 1 £'„.
The first part of each of these theorems has been proved else-

where3 and we need therefore consider only the second parts. We
have

= S A<*lv

= S A%l.v S
v—0 /i = 0

1 A. F. Andersen, Proc. London Math. Soc. (2), 27 (1928), 39-71, Theorem 2A.

" An explicit proof of the equi-summability of these series does'not seem to have been
published but, as Dr Bosanquet points out, it follows readily enough from a remark of
Hardy and Littlewood, Proc. London Math. Soc. (2), 27 (1928), 348.

3 J. M. Hyslop, loc. cit., 186, 196 (Theorems 6, 16).
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where eliix
p~1 is to be taken to mean a0 — s — A when /x = 0. I t

follows that

and similarly that

Both theorems will therefore be completely proved if we show
that, when en -> 0, the two series En~1e'nand S»~1en converge or
diverge together. Now

- 1 €'n = S rc-1 cn - (p

n = l n= l

= S W-1 €„ - (p + 1) S €^ /i3"-1 S W-*"1 - ^
7 1 = 1 j * = l 7l=:iU'

= - p - 1 2 n - i € n + o ( l ) + 2 6 ,O(M-2) + o(iV-1)
n = l M = l

n=l

where KN, K'N tend to finite limits as N -& GO . The result therefore
follows.

It is perhaps worth remarking that it is possible to prove that
each of the two equivalent conditions

(4) <S(
n
p) = sA(f + XA®-1* + ajn nP-\ u,a-> 0, S n " 1 wn convergent,

(5) Sn\ XAln) + Xn*?, Xn -*0, 2 n ' 1
 Xn convergent,

is equivalent to the condition
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(6) S {va^ + pXv'1} is convergent.

The proofs of this result are similar in type to the proofs of
Theorems 1A and 2A, and we therefore omit them.

When p = 0 conditions (1), (2) and (3) become

S a n is summable (C, p),
2 a^ is convergent,

so that, from one point of view, they may be regarded as having been
generated from these three equivalent statements.

When p — 0,0^p<l the equivalence of (1'), (2) and (3) remains
valid. When p = 0, A = 0, conditions (4), (5) and (6) become

Sn = s + ojnn~1, ojn->0, S f i " 1 ^ convergent
n
2 fa, = Xn, Xn~>0> Sn - 'x , , convergent

2 nan is convergent.

Of these the second and third obviously cannot be equivalent but it
is quite easy to see that the first and third are equivalent.
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