
London Mathematical Society ISSN 1461–1570

ON THE DIMENSION OF CERTAIN GRADED LIE ALGEBRAS
ARISING IN GEOMETRIC INTEGRATION OF DIFFERENTIAL

EQUATIONS

ARIEH ISERLES and ANTONELLA ZANNA

Abstract

Many discretization methods for differential equations that evolve
in Lie groups and homogeneous spaces advance the solution in the
underlying Lie algebra. The main expense of computation is the
calculation of commutators, a task that can be made significantly
cheaper by the introduction of appropriate bases of function values
and by the exploitation of redundancies inherent in a Lie-algebraic
structure by means of graded spaces. In many Lie groups of practical
interest a convenient alternative to the exponential map is a Cayley
transformation, and the subject of this paper is the investigation of
graded algebras that occur in this context. To this end we introduce
a new concept, ahierarchical algebra,a Lie algebra equipped with
a countable number ofm-nary multilinear operations which display
alternating symmetry and a ‘hierarchy condition’. We present explicit
formulae for the dimension of graded subspaces of free hierarchical
algebras and an algorithm for the construction of their basis. The
paper is concluded by reviewing a number of applications of our
results to numerical methods in a Lie-algebraic setting.

1. Graded algebras and Lie-group methods

1.1. Geometric integration and general Lie-group solvers

An increasing amount of attention has been paid in recent years to the discretization of dif-
ferential equations that evolve on smooth manifolds. The main reason is that the invariants
and conservation laws of a differential system can be phrased by restricting the configu-
ration space to a manifold. Discretization methods that respect the manifold structure are
an important example ofgeometric integrators,computational methods that preserve the
underlying geometry and qualitative attributes of the differential system [1]. Perhaps the
most ubiquitous (and arguably most important) type of manifold that occurs in practical ap-
plications is aLie group.Thus, numerous differential equations of practical interest evolve
in Lie groups, and the conservation of this feature under discretization is often valuable and
sometimes crucial.

• Equations of classical mechanics, robotics and control theory often evolve on the
special orthogonal group SOn(R). This is also the case with several processes of
interest in numerical algebra and computational dynamics.

• Many equations in special relativity evolve in the Lorenz group SO3,1(R).
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Graded Lie algebras

• Much of quantum theory can be formulated as evolution in the unitary group Un(C).

• Conservation of volume, ubiquitous in equations of incompressible flow, corresponds
to evolution in the special linear group SLn(R).

Detailed references can be found in [1]. The central role of Lie groups in geometric in-
tegration is underscored by the fact that, as long as we can discretize a flow evolving in
a Lie group (G, say), we can also discretize differential systems evolving in an arbitrary
homogeneous space which is acted upon byG [18]. Thus, for example, a numerical scheme
that is guaranteed to respect an On(R) structure can be easily adapted to evolve on a sphere
(say, a torus), an isospectral manifold, or a Stiefel or Grassmann manifold.

Below, we survey briefly a number of state-of-the-art Lie-group integrators. A major
computational bottleneck of such algorithms is that they require substantial linear-algebra
computations. This important issue has been recently addressed in [17], employing tech-
niques of graded Lie algebras, and this has led to very substantial savings. The approach of
[17], however, cannot be applied to the recently introduced Lie-group integrators based on
the Cayley transform [6,7,11,13]. The purpose of this paper is to establish a mathematical
framework which uses a different type of graded algebras to extend the benefits of [17] to
Lie-group integrators based on the Cayley transform. As in the case of [17], the savings
implicit in our approach become increasingly apparent for high-order methods. Thus, a
fourth-order Cayley expansion from [11] requires four matrix products per step in either
a naive or a graded approach. In the case of a sixth-order method, the number of matrix
products drops from 23 to 17 with the use of graded algebras, and the savings become
considerably more pronounced for higher orders.

Although exceptions exist [5,4,15,20], most Lie-group integrators follow a set pattern.
A flow in a finite-dimensional Lie groupG can be always written in the form

Y ′ = A(t, Y )Y, t > 0, Y (t0) = Y0 ∈ G, (1)

whereA is an adequately smooth map from[t0, ∞)×G tog, the Lie algebra corresponding
to G. RepresentingY (t) = exp[�(t)]Y0, we can replace equation (1) with an equation
evolving in the Lie algebra,namely the so-called ‘dexpinv equation’

�′ = dexp−1
� A(t, e�Y0) =

∞∑
k=0

Bk

k! adk
�A(t, e�Y0), t > t0, �(t0) = O, (2)

where{Bk}k>0 are Bernoulli numbers, while adX is the adjoint operator ing,

adm
X =

m times︷ ︸︸ ︷
[X, [X, . . . , [X, Y ] · · ·]], m > 0.

Instead of solving (1) directly, we apply a numerical scheme to (2) and translate the out-
come toG with the exponential map. The reasoning underlying this approach is that, unlike
nontrivial Lie groups, Lie algebras arelinear spaces. Discretization methods that restrict
themselves, as most numerical algorithms do, to linear operations and commutation, are
guaranteed (within machine accuracy) to evolve in the Lie algebra! Although an imple-
mentation of the exponential map calls for much care and algorithmic dexterity [2], this
procedure nonetheless provides a convenient avenue toward Lie-group solvers.

Perhaps the most versatile example of a Lie-group solver that follows the above pattern is
provided byRunge–Kutta–Munthe-Kaasmethods [16]. The main idea is to apply aν-stage
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Runge–Kutta method

c1 a1,1 a1,2 · · · a1,ν

c2 a2,1 a2,2 · · · a2,ν

...
...

...
...

cν aν,1 aν,2 · · · aν,ν

b1 b2 · · · bν

(cf. [10] for Runge–Kutta formalism) to the Lie-algebraic equation (2). Denoting the ap-
proximate value of the solution of (1) at timetN by YN and lettingh = tN+1 − tN , we thus
obtain a scheme of the form

8m = h

ν∑
l=1

am,lKl,

Km = dexp−1
8m

A(tN + cmh, e8mYN),

 m = 1,2, . . . , ν,

1 = h

ν∑
m=1

bmKm,

YN+1 = e1YN.

(3)

It is of the same order of precision as the original Runge–Kutta method, but it is guaranteed
to evolve onG.

Another important example of a Lie-group solver is theMagnus expansionwhich, for
linear equationsY ′ = A(t)Y , reads

�(t) =
∫ t

t0

A(ξ)dξ − 1
2

∫ t

t0

∫ ξ1

t0

[A(ξ2), A(ξ1)]dξ2dξ1

+ 1
4

∫ t

t0

∫ ξ1

t0

∫ ξ2

t0

[[A(ξ3), A(ξ2)], A(ξ1)]dξ3dξ2dξ1

+ 1
2

∫ t

t0

∫ ξ1

t0

∫ ξ1

t0

[A(ξ3), [A(ξ2), A(ξ1)]]dξ3dξ2dξ1 + · · · ,

(4)

originally introduced by Wilhelm Magnus [14]. Recently it has been cast by Iserles and
Nørsett into a form amenable to numerical treatment [12]. This has included recursive
generation of expansion terms, and an effective treatment of multivariate integrals over
polytopes by numerical quadrature. A nonlinear version of the Magnus expansion, using
collocation, is due to Zanna [21].

Yet another example of a Lie-group solver based on reducing the problem to a Lie algebra
is theFer expansion[8]

Y (t) = e�[0](t)e�[1](t) · · ·Y0.

In the linear case the Lie-algebra functions�[i] can be obtained recursively [9]; in addition,
this procedure can be generalized to nonlinear equations [21].

1.2. Quadratic Lie groups and the Cayley transform

Runge–Kutta–Munthe-Kaas schemes, as well as Magnus and Fer expansions, can be ap-
plied to all finite-dimensional Lie groups, regardless of their structure. This is their strength,
yet it also represents a potential shortcoming. Many Lie groups possess structures that can
be exploited to construct more effective discretization methods. A case in point comprises
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quadratic Lie groups[11]: givenJ ∈ GLn(R), the set ofn × n real nonsingular matrices,
we let

G = {Y ∈ GLn(R) : YJY T = J }. (5)

Note that SOn(R), Spn and SO3,1(R) are all either quadratic Lie groups or connected
components thereof, while Un(C) and other complex quadratic groups can be obtained by
replacing equation (5) with{Y ∈ GLn(C) : YJY H = J }. Thus, quadratic Lie groups ac-
count for four out of our five examples of matrix Lie groups that are relevant in applications.
This emphasises the importance of this construct, and justifies special attention being paid
to quadratic Lie-group methods.

The main structural feature of quadratic Lie groups that can be exploited in the context
of Lie-group solvers is that we do not need to use (or approximate) the matrix exponential
in order to mapG to its Lie algebra

g = {X ∈ gln(R) : XJ + JXT = O}. (6)

An alternative is to employ theCayley transform,lettingY (t) = cay[�(t)]Y0, t > t0, where

cayX = (I − 1
2X)−1(I + 1

2X). (7)

Thus, the evaluation of the exponential—a costly procedure—is no longer required, and
can be replaced by the much cheaper matrix inversion. Moreover, in place of the dexpinv
equation (2) one obtains the considerably simplerdcayinv equation

�′ = dcay−1
� A(t, cay[�]Y0) = A − 1

2[�, A] − 1
4�A�, t > t0, �(t0) = O. (8)

This has been recognized in [13] and further exploited in [7,6]. Recently, Iserles introduced
a Cayley-transform equivalent of a Magnus expansion [11]. Specifically, for linear equations
Y ′ = A(t)Y , the function� is expanded in terms of integrals, commutators andsymmetric
productsPQR + RQP ,

�(t) =
∫ t

t0

A(ξ)dξ − 1
2

∫ t

t0

∫ ξ1

t0

[A(ξ2), A(ξ1)]dξ2dξ1

+ 1
4

∫ t

t0

∫ ξ1

t0

∫ ξ2

t0

[[A(ξ3), A(ξ2)], A(ξ1)]dξ3dξ2dξ1

− 1
4

∫ t

t0

∫ ξ1

t0

∫ ξ1

t0

A(ξ2)A(ξ1)A(ξ3)dξ3dξ2dξ1 + · · · .

(9)

The Cayley expansion (9) has a number of advantages compared to the Magnus expansion
(4): the number of terms with any given number of integrals is smaller, the radius of con-
vergence is more generous and, as we have already mentioned, there is no need whatsoever
to evaluate a matrix exponential. The general form of equation (9) has been investigated
in great detail in [11] by identifying each expansion term with abicolour rooted tree,
whereby expansion coefficients can be generated recursively and counted by combinatorial
arguments.

1.3. Quadrature and graded Lie algebras

Practical implementation of a Magnus or Cayley expansion requires the truncation of
the infinite series and an approximation of integrals by quadrature. On the face of it, the
latter task is likely to be prohibitively expensive, since each expansion term requires an
integration in a different multivariate polytope. Using a traditional cubature method would
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have required a truly enormous number of function evaluations [3]. Fortunately, the structure
of the integrals featuring in either equation (4) or equation (9) can be exploited to very good
effect, and this leads to a remarkably efficient quadrature [12]. Assuming without loss of
generality thatt0 = 0 and advancing the integration with time steph > 0, all such integrals
are of the form

I(h) =
∫

hS
L(A(ξ1), A(ξ2), . . . , A(ξr))dξrdξr−1 · · · dξ1,

whereL is a multilinear form, whileS ⊂ R is a polytope,

S = {ξ ∈ R
r : 0 6 ξi 6 ξqi

, i = 1,2, . . . , r},
with ξ0 = 1 andqi 6 max{0, i −1}, for i = 1,2, . . . , r. Letc1, c2, . . . , cν be arbitrary dis-
tinctquadrature pointsin [0, 1], and letAk = A(ckh), for k = 1,2, . . . , ν. We approximate
I(h) by the quadrature formula

Q(h) = hr
ν∑

k1=1

ν∑
k2=1

· · ·
ν∑

kr=1

bkL(Ak1, Ak2, . . . , Akr ), (10)

where the weightsbk can be constructed explicitly by integrating cardinal Lagrange in-
terpolation polynomials [11,12]. The crucial observation is that the order of accuracy of
equation (10) is precisely that of the univariate Gaussian quadrature in[0, 1] (with constant
weight function) using the nodesc1, c2, . . . , cν . In particular, letting the nodes equal the
zeros of theνth Legendre polynomial, shifted to[0, 1], we obtain

Q(h) = I(h) + O
(
h2ν+1

)
for all sufficiently smooth matrix functionsA. Note that we use the very sameν function
values in all the many integrals occurring in the expansion!

Quadrature formulae (10) require a very small number of function evaluations to compute
a Magnus or a Cayley expansion, but this is traded off for a substantial number of matrix
products: the number of combinations increases very fast as a function orr andν, and each
such combination requires the computation of a multilinear formL(Ak1, Ak2, . . . , Akr ).
Fortunately, very significant savings in linear algebra can be obtained by exploiting three
mechanisms. Firstly, combinations in one multilinear form might be identical (up to known
sign change) to different combinations of another multilinear form [12]. Secondly, expressed
in a suitable basis, many combinations can be disregarded since they are of magnitude
O
(
hq+1

)
whereq exceeds the order of the method. Thirdly, a Lie algebra possesses a wide

range of redundancies and symmetries which lead to numerous linear dependencies among
values ofL(Ak1, Ak2, . . . , Akr ) for different combinationsk. The last two mechanisms
have been analysed in great detail by Munthe-Kaas and Owren in [17] in the context of
Magnus expansions. The main purpose of the present paper is to extend their analysis to the
realm of Cayley expansions and other algorithms specific to quadratic Lie groups. We note
that, although our main purpose is to facilitate the computation of the Cayley expansion (9),
our construction lends itself to other applications, for example Runge–Kutta–Munthe-Kaas
schemes and the BCH formula in a Cayley setting.

The first crucial idea in [17] is to express the function values{A1, A2, . . . , Aν} using a
different basis, which renders the order of each term more transparent. Specifically, we use

48https://doi.org/10.1112/S1461157000000206 Published online by Cambridge University Press

https://doi.org/10.1112/S1461157000000206


Graded Lie algebras

the basis{B0, B1, . . . , Bν−1}, where

ν−1∑
l=0

1

l! (ck − 1
2)lBl = Ak, k = 1,2, . . . , ν.

The quadrature formula (10) assumes the form

Q̃(h) = hr
ν−1∑
l1=0

ν−1∑
l2=0

· · ·
ν−1∑
lr=0

b̃lL(Bl1, Bl2, . . . , Blr ), (11)

where

b̃l = 1

l1!l2! · · · lr !
∫

S

r∏
j=1

(ξj − 1
2)lj dξrdξr−1 · · · dξ1.

Assuming thatA ∈ C∞, it is trivial to verify thatBl = hlA(l)(1
2h); thereforeBl = O

(
hl
)
,

for l = 0, 1, . . . , ν−1. ConstructingL(Bl1, Bl2, . . . , Blr ) from commutators and symmetric
products, it follows at once that

hrL(Bl1, Bl2, . . . , Blr ) = O(h|l|+r ) where |l| =
r∑

j=1

lj .

We say that such a term is ofgrade|l| + r. Typically, c1, c2, . . . , cν are taken as Gauss–
Legendre points, whence equation (11) is an order-(2ν) quadrature. In that case, wecan
throw away with impunity all terms of grade exceeding 2ν, and replace equation (11) by

Q̂(h) = hr
∑

|l|62ν−r

b̃lL(Bl1, Bl2, . . . , Blr ). (12)

Inasmuch as this procedure gets rid of a very significant proportion of the expansion
terms, further savings take place by exploiting linear dependencies in the underlying Lie
algebra. In the context of ‘plain’ Lie algebras, the subject of [17], the two dependency-
generating mechanisms are the skew-symmetry[Y, X]+[X, Y ] = O and theJacobi identity
[X, [Y, Z]] + [Y, [Z, X]] + [Z, [X, Y ]] = O, valid for all X, Y, Z ∈ g.

Given the generatorsB0, B1, . . . , Bν−1, we assign to eachBl a gradeω(Bl) ∈ N. Grades
propagate naturally during the construction of a free Lie algebra: ifω(Xi) = wi , for i = 1,2,
X1 6= X2, thenω([X1, X2]) = w1 + w2. LetKm be the linear space of all words of length
m in a free Lie algebra, wherebyg = ∐

m>1 spanKm is agraded Lie algebra.In the case
ω(Bl) ≡ 1 the dimension of the linear space spanned byKm is known and given by the
familiar Witt formula.Moreover, it is possible to form recursively a basis of this space
(for example, aHall or a Lyndonbasis). A major result of [17] is a generalisation of the
Witt formula and of Hall and Lyndon bases to the case when the grades are arbitrary natural
numbers. (In the present case we are interested inw(Bl) = l+1, wherel = 0, 1, . . . , ν−1,
but other choices of grades are of independent interest, cf. [17].) Further observing that
bl = 0 for terms of even grade, Munthe-Kaas and Owren were able to reduce the number
of terms in a Magnus expansion by a remarkable factor. For example, an order-10 method
requires just 73 terms, instead of 1256567 in a naive implementation!

The formation of a free algebra for Lie algebra (6) allows the use of both commutators and
symmetric products, while its special structure implies the existence of linear dependencies
which are absent in other Lie algebras. In Section2 we define ahierarchical algebra,an
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algebraic construct which encapsulates the special features of the Lie algebra (6), and prove
that every hierarchical algebra is an extension of a Lie algebra. This is followed in Section3
by a determination of the dimension and construction of a basis of a linear space of a
given grade within the realm of freely-generated hierarchical algebras. It is interesting to
note that not just the method of analysis, but also the explicit form of our formulae, are
very different from the Witt and Munthe-Kaas–Owren framework. Finally, in Section4 we
present a number of examples that implement our results, not just in the context of Cayley
expansions (9), but also for other computational constructs for quadratic Lie algebras.

2. Hierarchical algebras

Let F be a field of characteristic 0. We recall that an algebra overF is a triple(A, +, ◦),
whereby(A, +) is an abelian group and ‘◦’ is an internal binary operation overA which
is linear in both arguments. In particular, a Lie algebrag is an algebra whereby the binary
operation ‘◦’ is usually represented by a bracket[·, ·] and obeys:

1. skew-symmetry:∀X, Y ∈ g,
[X, Y ] + [Y, X] = O; (13)

2. Jacobi identity:∀X, Y, Z ∈ g,
[X, [Y, Z]] + [Y, [Z, X]] + [Z, [X, Y ]] = O. (14)

For the time being, letg represent a set, not necessarily associated with a Lie algebra.
Assume that(g, +) is an abelian group, and let us introduce the following family ofm-nary
operations,

[[ ·, . . . , · ]]m : g× · · · × g︸ ︷︷ ︸
m copies

→ g, m = 1,2, . . . . (15)

Assume that them-nary operation (15) obeys

1. alternating symmetry:∀X1, . . . , Xm ∈ g,
[[X1, X2, . . . , Xm]]m + (−1)m[[Xm, Xm−1, . . . , X1]]m = O; (16)

2. multilinearity:∀X1, . . . , Xl−1, Xl+1, . . . Xm, Y, Z,∈ g and∀α, β ∈ F,

[[X1, . . . , Xl−1, αY + βZ, Xl+1, . . . , Xm]]m (17)

= α[[X1, . . . , Xl−1, Y, Xl+1, . . . , Xm]]m + β[[X1, . . . , Xl−1, Z, Xl+1, . . . , Xm]]m
for all 1 6 l 6 m;

3. hierarchy condition: for everyn > 1, for every index 16 l 6 m, and elements
X1, . . . , Xl−1, Xl+1, . . . , Xm ∈ g andY1, Y2, . . . , Yn ∈ g, then

[[X1, . . . , Xl−1, [[Y1, Y2, . . . , Yn]]n, Xl+1, . . . , Xm]]m
= [[X1, . . . , Xl−1, Y1, . . . , Yn, Xl+1, . . . , Xm]]m+n−1

− (−1)n[[X1, . . . , Xl−1, Yn, . . . , Y1, Xl+1, . . . , Xm]]m+n−1.

(18)

We remark that the hierarchy condition (18) links them-nary product with similar products
of higher order, thus establishing a hierarchy in the family ofm-nary operations.
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Definition 1. A hierarchical algebrais a family (g, +, {[[· · ·]]m}∞m=1), whereby(g, +) is
an abelian group and eachm-nary operation obeys the alternating symmetry condition (16),
the multilinearity (17) and the hierarchy condition (18).

The use of the symbolg, usually reserved for Lie algebras, in a hierarchical algebra
setting is justified by the result below.

Theorem 1. If (g, +, {[[· · ·]]m}∞m=1) is a hierarchical algebra, then(g, +, [[· · ·]]2) is a Lie
algebra.

Proof. It is sufficient to prove that the binary product[[· · ·]]2 obeys the Jacobi identity, since
skew-symmetry is an immediate consequence of the alternating symmetry condition (16).

Consider three arbitrary elementsX, Y, Z ∈ g. Because of the hierarchy condition,

[[X, [[Y, Z]]2]]2 = [[X, Y, Z]]3 − [[X, Z, Y ]]3,
[[Y, [[Z, X]]2]]2 = [[Y, Z, X]]3 − [[Y, X, Z]]3,
[[Z, [[X, Y ]]2]]2 = [[Z, X, Y ]]3 − [[Z, Y, X]]3.

Furthermore, the alternating symmetry condition implies that

[[X1, X2, X3]]3 = [[X3, X2, X1]]3
for everyX1, X2, X3 ∈ g. Hence we deduce that

[[X, [[Y, Z]]2]]2 + [[Y, [[Z, X]]2]]2= [[X, Y, Z]]3− [[X, Z, Y ]]3+ [[Y, Z, X]]3− [[Y, X, Z]]3
= [[X, Y, Z]]3 − [[Y, X, Z]]3 = −[[Z, [[X, Y ]]2]]2,

from which the Jacobi identity follows.

Theorem 2. Every quadratic matrix Lie algebra is a hierarchical algebra.

Proof. Consider the operation

[[X1, . . . , Xm]]m = X1X2 · · ·Xm − (−1)mXmXm−1 · · ·X1

with the usual matrix-matrix multiplication. Then, for everym > 1,

[[X1, . . . , Xm]]m + (−1)m[[Xm, . . . , X1]]m
= X1X2 · · ·Xm − (−1)mXmXm−1 · · ·X1 + (−1)m(Xm · · ·X1 − (−1)mX1 · · ·Xm)

= X1X2 · · ·Xm − (−1)mXmXm−1 · · ·X1 + (−1)mXm · · ·X1 − X1 · · ·Xm = O,

hence alternating symmetry. The multilinearity of the abovem-nary operation is immediate.
Next, let us prove the hierarchy condition. To this end, givenl ∈ {1,2, . . . , m} and the

elementsX1, . . . , Xl−1, Xl+1, . . . Xm andY1, . . . Yn ∈ g, we have

[[X1, . . . , Xl−1, [[Y1, . . . , Yn]]n, Xl+1, . . . , Xm]]m
= X1 · · ·Xl−1Y1 · · ·YnXl+1 · · ·Xm − (−1)nX1 · · ·Xl−1Yn · · ·Y1Xl+1 · · ·Xm

− (−1)mXm · · ·Xl+1Y1 · · ·YnXl−1 · · ·X1

− (−1)m+n−1Xm · · ·Xl+1Yn · · ·Y1Xl−1 · · ·X1.

However,

X1 · · ·Xl−1Y1 · · ·YnXl+1 · · ·Xm − (−1)m+n−1Xm · · ·Xl+1Yn · · ·Y1Xl−1 · · ·X1

= [[X1, · · · , Xl−1, Y1 · · ·Yn, Xl+1, · · · , Xm]]m+n−1,
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and, by the same token, we observe that the two middle terms of the right-hand side of the
above equation compose into them-nary product

−(−1)n[[X1, · · · , Xl−1, Yn, · · · , Y1, Xl+1, · · · , Xm]]m+n−1.

Hence equation (18) follows.
It remains to prove that[[ · · · ]]m is an internal operation ong, by induction onm: for

m = 1, we have[[X]]1 = 2X ∈ g for any X ∈ g. Next, let us assume that for every
k 6 m − 1 the assertion is true. We distinguish two cases: even and odd values ofm.
Considering first the case whenm is even, and lettingJ be the same matrix as in equation
(5), we have

[[X1, . . . , Xm−1, Xm]]mJ = (X1 · · ·Xm−1Xm − XmXm−1 · · ·X1)J

= (−1)mJ (XT
1 · · ·XT

m − XT
m · · ·XT

1 )

= J [[XT
1 , · · · , XT

m]]m = −J [[XT
m, . . . XT

1 ]]m
= −J [[X1, . . . Xm]]Tm,

by virtue of the alternating symmetry. Hence

[[X1, . . . , Xm−1, Xm]]m ∈ g.
Finally, whenm is odd,

[[X1, . . . , Xm]]mJ = (X1 · · ·Xm + Xm · · ·X1)J

= −J (XT
1 · · ·XT

m + XT
m · · ·XT

1 )

= −J [[X1, . . . , Xm]]Tm;
hence[[X1, . . . , Xm−1, Xm]]m ∈ g. A similar procedure is applied for complex groups,
whereby the transpose operator is replaced by the Hermitian operator. It follows that
[[X1, . . . , Xm]]m ∈ g for all values ofm. The proof is complete.

The importance of hierarchical algebras is therefore self-evident: for quadratic matrix Lie
algebras, elements of the form[[X1, . . . , Xm]]m are precisely the building blocks of the
Cayley transform (9).

It is useful to introduce the following definitions.

Definition 2. If g,h are two hierarchical algebras, we say thatπ : g→ h is a hierarchical
algebra homomorphism if

π([[X1, . . . , Xm]]m) = [[π(X1), . . . , π(Xm)]]m ∈ h, ∀X1, . . . , Xm ∈ g,
for everym = 1,2, . . ..

Similarly to the definition offree Lie algebras[17], we can introduce the definition for
a free hierarchical algebra.

Definition 3. Let I be a finite or a countable set of indices. We say that the hierarchical
algebrag is freeoverI if

1. for everyi ∈ I there correspondsXi ∈ g, andXi 6= Xj except wheni = j ;

2. for any hierarchical algebrah for which there exists a functioni → Yi ∈ h, there exists
a uniqueπ : g→ h, a hierarchical algebra homomorphism, such thatπ(Xi) = Yi .
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Given a set{Xi}i∈I , denote byg the set obtained by the termsXi , and also by all the
possible combinations of those by means of eachm-nary operation. By construction,g is a
hierarchical algebra, and, for any other hierarchical algebrah containing the termsXi , it is
true thatg ⊆ h. Henceg, which is unique up to an isomorphism, is the smallest hierarchical
algebra containing the termsXi , and will be called a hierarchical algebrageneratedby the
family {Xi}i∈I Note that suchg is free overI .

The homomorphismπ is a representation of a free hierarchical algebrag inh. In concrete
terms, ifh is a quadratic Lie algebra, for a given set of indicesI theπ(Xi) terms might be
associated to some function evaluations ofA(t) or to some linear combination of those. The
Xi can be regarded aslettersof an alphabet, and the term[[Xi1, . . . , Xim ]]m is a word of
lengthm generated byXi1, . . . , Xim . In the next section we shall be interested in counting
the number of words of given length, as well counting the words of a given weight, whenever
a weight is initially associated to each of the generatorsXi .

3. The dimension and a basis of graded linear subspaces

3.1. Graded linear spaces

Let X = {X1, X2, . . . , Xs} be a set of generators of a free hierarchical algebrag and
suppose that we are given a mapw : X → N. The natural numberw(Xl) is called thegrade
of Xl . The definition of a grade is propagated in the free hierarchical algebra in a natural
manner: provided thatw(Yj ) = vj , j = 1,2, . . . , m, we set

w([[Y1, Y2, . . . , Ym]]m) =
m∑

j=1

vj . (19)

We assume without loss of generality thatw(Xk) 6 w(Xl) for k < l, and stipulate that
w(X1) = 1. The free hierarchical algebra splits into a direct sum of linear subspaces,

g =
⊕
r>1

K s
r (w),

wherew = [w(X1), w(X2), . . . , w(Xs)] andK s
r (w) is the linear subspace generated by

all the elements ing of grade equal tor > 1. We pose the following two problems.

1. What is dimK s
r (w)?

2. How do we construct a basis ofK s
r (w)?

Theraison d’etrefor our interest in the dimension and in a basis ofK s
r (w) is implicit in

the discussion of Section1. Thus, suppose that the function valuesA1, A2, . . . , Aν generate
a free hierarchical algebra, while the multilinear form in equation (10) has been derived by
hierarchical-algebra operations. Lettingw(Al) ≡ 1, we deduce that

L(Ak1, Ak2, . . . , Akr ) ∈ K ν
r (1)

for all 1 6 k1, k2, . . . , kr 6 ν. This corresponds to the observation thatAl = O(1), for
1 6 l 6 ν, implies that

hrL(Ak1, Ak2, . . . , Akr ) = O(hr)

and the quadrature (10) is composed ofO(hr) terms. Having evaluated a basis forK ν
r (1),

we can construct all the terms in equation (10) out of basis elements by linear combinations.
Therefore, it is the dimension of the basis, rather than the number of different combinations
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in quadrature (10) and of differentr-dimensional integrals that determines the cost of the
calculation!

Considerably more important is the case whenA1, A2, . . . , Aν are replaced with the
linear combinationsB0, B1, . . . , Bν−1. We letw(Bl) = l + 1, consistently withhBl =
O(hl+1), for l = 0, 1, . . . , ν − 1. Letw? = [1,2, . . . , ν]. Since

K ν
r (w?) 3 hrL(Bl1, Bl2, . . . , Blr ) = O(h|l|+r ),

where|l| = ∑
li , we need to retain in equation (11) only terms of grade less than or equal

to 2ν. Therefore, the cost of all the quadrature formulae needed in the implementation of
the Cayley expansion (9) is reflected in the dimension ofK ν

r (w?) for r 6 2ν.
We mention in passing that our construction is similar to the concept of graded linear

spaces in Lie-algebra theory. The dimension of a grade-r subspaceN s
r (1), say, of a Lie

algebra with initial gradesw(Xl) ≡ 1, l = 1,2, . . . , s, is given by the familiarWitt formula

dimN s
r (1) = 1

r

∑
i|r

µ(i)sr/i , (20)

whereµ is theMöbius function,while a basis ofN s
r (1) can be obtained by algorithms due

to Hall and to Lyndon [17,19]. The formula (20) and the Hall basis have been generalized to
arbitrary sets of weights by Munthe-Kaas and Owren [17]. In particular, we note for future
reference that

dimN s
r (w) = 1

r

∑
i|r

µ(i)

(
n∑

k=1

λ
r/i
k

)
, (21)

whereλ1, λ2, . . . , λn, n = maxwk, are the zeros of

p(z) = zn −
s∑

i=1

zn−wi .

3.2. A generating function

Let wl = w(Xl), for l = 1,2, . . . , s. In this subsection we explicitly construct a gener-
ating function of the sequence{ds

r }r>1, where

ds
r = dimK ν

r (w).

To this end, however, we first require a technical result relating to the form of the elements
in the free hierarchical algebrag.

Definition 4. We say thatY ∈ g, whereg is a free hierarchical algebra generated by
X1, X2, . . . , Xs , is primitive if there existm > 1 andi1, i2, . . . , im ∈ {1,2, . . . , s} such
thatY = [[Xi1, Xi2, . . . , Xis ]]m. Moreover, we say that a basisB s

r of K s
r (w) is primitive if

all its elements are primitive.

As an example of a non-primitive element, consider

[[Xi1, Xi2, [[Xi3, Xi4]]2]]3.

Lemma 3. EveryY ∈ g is a linear combination of primitive elements.
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Proof. The lemma is proved by induction on the grade. Clearly,[[X1]]1 is a primitive
element. Suppose thus that the lemma is true for all elements of grade less than or equal
to n − 1, wheren > 2, and suppose thatY ∈ K s

n(w) and is non-primitive. Sinceg is the
algebra generated byX1, . . . , Xs , there exist indicesk1, . . . km, for m < n, such that

Y = [[[[Xik1,1, . . . , Xik1,k1
]]k1, [[Xik2,1, . . . , Xik2,k2

]]k2, . . . , [[Xikm,1, . . . , Xikm,km
]]km ]]m,

where[[Xikj ,1, . . . , Xikj ,kj
]]kj has gradevj < n for all 1 6 j 6 m andv1 + · · · + vm = n.

Note that[[Xikj ,1, . . . , Xikj ,kj
]]kj is a primitive element for allj 6 m. The lemma follows

by the multilinearity (17) and the hierarchy condition (18).

Definition 5. Given Y ∈ g we say thatY is of length m if it is primitive and Y =
[[Xi1, . . . , Xim ]]m. If Y is non-primitive, its length equals the maximum of the lengths
of the primitive words that compose it.

As an example, the non-primitive word[[Xi1, Xi2, [[Xi3, Xi4]]2]]3 has length four, since
it can be decomposed into

[[Xi1, Xi2, Xi3, Xi4]]4 − [[Xi1, Xi2, Xi4, Xi3]]4
a linear combination of primitive words both having length equal to four.

It is a consequence of Lemma3 that there exists a primitive basisB s
r of K s

r (w). For
everym > 1 we denote byν[s]

r,m > 0 the number ofm-nary terms inB s
r ; that is, of terms of

the form[[Xi1, Xi2, . . . , Xim ]]m. Clearly,

ds
r =

∞∑
m=1

ν[s]
r,m.

Hence, defining the generating functions

2m(z) :=
∞∑

r=1

ν[s]
r,mzr , m > 1, W(z) =

∞∑
r=1

ds
r z

r ,

we obtain

W(z) =
∞∑

m=1

2m(z). (22)

Our intention is to obtain each function2m, for m > 1, in a closed form. To this end we
commence by observing that

21(z) = q(z) :=
s∑

i=1

zwi . (23)

The reason is that21 contains precisely the contribution of all unary terms, and hence of
the generators themselves, and eachXi addszwi to the sum.

We next obtain2ms recursively, distinguishing between even and odd indicesm.

Case 1: m = 2M.
Each term[[Xi1, Xi2, . . . , Xi2M

]]2M in a primitive basis contributes an expression of the form
zwi1+wi2+···+wi2M to 22M . We need to single out the indicesi1, i2, . . . , i2M ∈ {1,2, . . . , s}
that are allowed in the basis; that is, those that do not interfere with linear independence.
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Chooset ∈ {0, 1, . . . , M − 1} and assume that

i1 = i2M, i2 = i2M−1, . . . , it = i2M+1−t, it+1 < i2M−t . (24)

In that case any choice of 16 it+2, . . . , i2M−t−1 6 s leads to a linearly independent term.
Therefore the contribution to22M is

s∑
i1=1

· · ·
s∑

it=1

s−1∑
it+1=1

s∑
i2M−t=it+1+1

s∑
it+2=1

· · ·
s∑

i2M−t−1=1

z2(wi1+···+wit )+wt+1+···+w2M−t

=
(

s∑
i=1

z2wi

)t ( s∑
i=1

zyi

)2M−2t−2 s−1∑
k=1

s∑
l=k+1

zwk+wl

= [q(z2)]t [q(z)]2M−2t−2
s−1∑
k=1

s∑
l=k+1

zwk+wl .

Moreover,
s−1∑
k=1

s∑
l=k+1

zwk+wl =
s∑

k=2

k−1∑
l=1

zwk+wl ;

therefore

s−1∑
k=1

s∑
l=k+1

zwk+wl = 1
2

s−1∑
k=1

s∑
l=k+1

zwk+wl +
s∑

k=2

k−1∑
l=1

zwk+wl


= 1

2

(
s∑

k=1

s∑
l=1

zwk+wl −
s∑

k=1

z2wk

)
= 1

2{[q(z)]2 − q(z2)}.

We thus deduce that the contributions of all the terms for this value oft is

1
2[q(z2)]t [q(z)]2M−2t−2{[q(z)]2 − q(z2)}

= 1
2{[q(z2)]t [q(z)]2M−2t − [q(z2)]t+1[q(z)]2M−2t−2}.

All possible candidates for elements in a primitive basis are obtained by allowingt in
assumption (24) to range across{0, 1, . . . , M − 1}. Note that we can always assume that
it+1 < i2M−t ; otherwise we use alternating symmetry (16) to obtain a linearly dependent
term. Therefore22M can be obtained by summing up int , series telescope and

22M(z) = 1
2

M−1∑
t=0

{[q(z2)]t [q(z)]2M−2t − [q(z2)]t+1[q(z)]2M−2t−2}

= 1
2{[q(z)]2M − [q(z2)]M}.

(25)

Case 2: m = 2M + 1.
This case is very similar, except for one important detail. We assemble all linearly inde-
pendent terms in[[Xi1, Xi2, . . . , Xi2M+1]]2M+1. For everyt = 0, 1, . . . , M − 1 we take,
similarly to assumption (24),

i1 = i2M+1, i2 = i2M, . . . , it = i2M−t+2, it+1 < i2M−t+1,
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whence the contribution to22M+1 is
1
2{[q(z2)]t [q(z)]2M−2t+1 − [q(z2)]t+1[q(z)]2M−2t−1};

the algebra is virtually identical to the previous case. However, if

i1 = i2M+1, i2 = i2M, . . . , iM = iM+2

then the middle indexiM+1 can be allowed to range across all of{1,2, . . . , s}, and this
contributes

[q(z2)]Mq(z)

to 22M+1. Summing up int leads at once to

22M+1(z) = 1
2{[q(z)]2M+1 + q(z)[q(z2)]M}. (26)

Note that this is consistent with equation (23), and therefore valid for allM > 0.
We can now substitute equations (25) and (26) in equation (22), and the outcome is the

generating function

W(z) = 1
2

∞∑
m=1

[q(z)]m + 1
2q(z)

∞∑
M=0

[q(z2)]M − 1
2

∞∑
M=1

[q(z2)]M

= 1
2

q(z)

1 − q(z)
+ 1

2
q(z)

1 − q(z2)
− 1

2
q(z2)

1 − q(z2)

= q(z) − 1
2q(z2) − 1

2[q(z)]2
[1 − q(z)][1 − q(z2)] . (27)

3.3. The dimension of graded subspaces

We intend in this subsection to find explicitlyds
r = dimK s

r . The point of departure is
the explicit formula (27) for the generating function. To expandW(z) in a Taylor series,
we need to invert polynomials 1− q(z) and 1− q(z2). This issue is explored in the next
lemma.

Lemma 4. Given any distinctθ1, θ2, . . . , θn ∈ C \ {0}, it is true that
n∏

l=1

(1 − θlz)
−1 =

∞∑
k=0

[
n∑

l=1

θk+n−1
l

ω′
n(θl)

]
zk, z ∈ C, (28)

whereωn(z) = ∏n
k=1(z − θk).

Proof. The expansion (28) is a straightforward consequence of the residuum theorem. The
poles off (z) = ∏n

l=1(1 − θlz)
−1 being simple, it is true that

n∏
l=1

(1 − θlz)
−1 =

n∑
l=1

fl

1 − θlz
,

where

fl = lim
z→θ−1

l

(1 − θlz)f (z) = θn−1
l

ω′
n(θl)

.

The lemma follows by expanding each 1− θlz as a geometric series.
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Letting n = ws = maxwk be the degree of the polynomialq, we use expansion (28)
with ϕn(z) = [1 − q(z)]−1. Therefore

ωn(z) = zn[1 − q(z−1)] = zn −
s∑

k=1

zn−wk = p(z),

the polynomialp having already been encountered in equation (21). We again denote its
zeros byλ1, λ2, . . . , λn, whereby, by equation (28),

1

1 − q(z)
=

∞∑
k=0

[
n∑

l=1

λk+1
l

q ′(λ−1
l )

]
zk.

The expansion of[1 − q(z2)]−1 can be similarly obtained, replacingz with z2.

Theorem 5. Suppose that all the zerosλ1, λ2, . . . , λn ofp away from the origin are distinct.
The dimensions of the graded subspaces are

ds
2R = 1

2

n∑
l=1

1

q ′(λ−1
l )

{λ2R+1
l − λR+1

l + 1
2λR+1

l [q(λ
−1/2
l ) + q(−λ

−1/2
l )]}, (29)

ds
2R+1 = 1

2

n∑
l=1

1

q ′(λ−1
l )

{λ2R+2
l + 1

2λ
R+3/2
l [q(λ

−1/2
l ) − q(−λ

−1/2
l )]}. (30)

Proof. Bearing in mind thatq(z) = 1 −∏n
l=1(1 − λlz), we replace function (27) with

W(z) = 1
2

[
1

1 − q(z)
− 1 − q(z)

1 − q(z2)

]
= 1

2

[
1

1 − q(z)
−
∏n

l=1(1 − λlz)

1 − q(z2)

]
. (31)

Let
n∏

l=1

(1 − λlz) =
n∑

j=0

uj z
j . (32)

Then ∏n
l=1(1 − λlz)

1 − q(z2)
=

∞∑
k=0

ϕn,k

n∑
j=0

uj z
2k+j =

∞∑
j=0

 bj/2c∑
k=b(j−n+1)/2c

uj−2kϕn,k

 zj

=
∞∑

j=0

 n∑
l=1

1

q ′(λ−1
l )

bj/2c∑
k=b(j−n+1)/2c

uj−2kλ
k+1
l

 zj ,

where we setuj = 0 outside the range 06 j 6 n.
We next consider the sum

gn,j (ξ) :=
bj/2c∑

k=b(j−n+1)/2c
uj−2kξ

k+1, n, j > 0, ξ ∈ C.

By straightforward computation

g2N,2J (ξ) =
J∑

k=J−N

u2J−2kξ
k+1 = ξJ+1

N∑
k=0

u2kξ
−k,
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g2N,2J+1(ξ) =
J∑

k=J−N+1

u2J+1−2kξ
k+1 = zJ+1

N−1∑
k=0

u2k+1ξ
−k,

g2N+1,2J (ξ) =
J∑

k=J−N

u2J−2kξ
k+1 = ξJ+1

N∑
k=0

u2kξ
−k,

g2N+1,2J+1(ξ) =
J∑

k=J−N

u2J−2k+1ξ
k+1 = ξJ+1

N∑
k=0

u2k+1ξ
−k.

We thus deduce from equation (32) that

gn,2J (ξ) = 1
2ξJ+1

[
n∏

i=1

(
1 − λi

ξ1/2

)
+

n∏
i=1

(
1 + λi

ξ1/2

)]
,

gn,2J+1(z) = 1
2zJ+3/2

[
n∏

i=1

(
1 − λi

ξ1/2

)
−

n∏
i=1

(
1 + λi

ξ1/2

)]
and, if we letξ = λl and

∏n
j=1(1 − λj z) = 1 − q(z), the explicit formulae (29) and (30)

follow from substitution in equation (31).

3.4. Examples of graded subspaces

The simplest special case is when the grades of the generators are equal,wl ≡ 1,
l = 1,2, . . . , s. In that caseq(z) = sz; thereforep(z) = zn − szn−1, and we haven = 1,
λ1 = s. Substitution in formulae (29) and (30) affirms that

ds
2R−1 = 1

2(s2R−1 + sR), ds
2R = 1

2(s2R − sR), R > 1. (33)

Table1 displays the dimensions of subspaces of graded Lie and hierarchical algebras with
s = 2 ands = 3. Note that equations (20) and (33) imply that

dimN s
r (1) ≈ sr

r
, dimK s

r (1) ≈ sr

2
, r � 1, (34)

consistently with Table1.

Table 1: The dimensions of graded subspaces of Lie and hierarchical algebras:wl ≡ 1.

Subspaces r

1 2 3 4 5 6 7 8 9 10
dimN 2

r 2 1 2 3 6 9 18 30 56 99
dimK2

r 2 1 6 6 20 28 72 120 272 496
dimN 3

r 3 3 8 18 48 116 312 810 2184 5880
dimK3

r 3 3 18 36 135 351 1134 3240 9963 29403

In our second example we lets = 2 and considerw1 = 1, w2 = n > 2. Therefore
q(z) = z+zn, an nth-degree polynomial, and the zerosλ1, λ2, . . . , λn obeyλn

l −λn−1
l = 1.

It is easy to verify thatq ′(λ−1
l ) = 1 − n + nλl , that all the zeros are simple, and that

1
2[q(z) + q(−z)] =

{
zn, n even,
0, n odd;

1
2[q(z) − q(−z)] =

{
z, n even,
z + zn, n odd.
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We deduce that for evenn,

dimK 2
2R = 1

2

n∑
l=1

1

1 − n + nλl

(λ2R+1
l − λR+1

l + λ
R+1−n/2
l )

dimK 2
2R+1 = 1

2

n∑
l=1

1

1 − n + nλl

(λ2R+2
l + λR+1

l ),

while oddn yields

dimK2
2R = 1

2

n∑
l=1

1

1 − n + nλl

(λ2R+1
l − λR+1

l ),

dimK2
2R+1 = 1

2

n∑
l=1

1

1 − n + nλl

[λ2R+2
l + λR+1

l + λ
R+1−(n−1)/2
l ].

It follows from the above formula and from equation (21) that

dimN 2
r ([1, n]) ≈ λr

max

r
, dimK2

r ([1, n]) ≈ λr+1
max

1 − n + nλmax
, r � 1, (35)

whereλmax = maxl=1,2,...,n |λl |.
Our third and last example is probably the most important within the context of geometric

integration (cf. the discussion in Subsection 3.1):wl = l, l = 1,2, . . . , s. Therefore

q(z) =
s∑

l=1

zl = z − zs+1

1 − z

andn = s. Moreover, ifq(λ−1
l ) = 1 thenλ−s−1

l = 2λl − 1; therefore

q ′(λ−1
l ) = 1 − (s + 1)λ−s

l + sλ−s−1
l

(1 − λ−1
l )2

= λl

2s − (1 + s)λl

1 − λl

.

Thus,q ′(λ−1
l ) = 0 (hence, a multiple root) may occur only forλl = [(s + 1)/2]1/s > 0.

This is impossible according to Lemma6 below, and we deduce that all theλl are distinct.
Letting s be even, we have

1
2[q(z) + q(−z)] = z2 − zs+2

1 − z2
, 1

2[q(z) − q(−z)] = z − zs+1

1 − z2
;

therefore, again lettingw? = [1,2, . . . , s],

dimK s
2R(w?) = 1

2

s∑
l=1

1 − λl

2s − (1 + s)λl

(
λ2R

l − λR
l + λR

l

λ
−s/2
l − 1

1 − λl

)

dimK s
2R+1(w

?) = 1
2

s∑
l=1

1 − λl

2s − (1 + s)λl

(
λ2R+1

l + λR+1
l

λ
−s/2
l − 1

1 − λl

)
.

Likewise, for odds,

1
2[q(z) + q(−z)] = z2 − zs+1

1 − z2
, 1

2[q(z) − q(−z)] = z − zs+2

1 − z2
,
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and we obtain

dimK s
2R(w?) = 1

2

s∑
l=1

1 − λl

2s − (1 + s)λl

(
λ2R

l − λR
l + λR

l

λ
−(s−1)/2
l − 1

1 − λl

)
,

dimK s
2R+1(w

?) = 1
2

s∑
l=1

1 − λl

2s − (1 + s)λl

(
λ2R

l + λR
l

λ
−(s−3)/2
l − 1

1 − λl

)
.

We have already observed in equations (34) and (35) that the asymptotic behaviour of
the sequences{N s

r }r>1 and{K s
r }r>1 for larger is predictable, and that the former increases

somewhat more slowly. In the present case, lettingλmax be the largest zero, we have

dimN s
r (w?) ≈ 1

r
λr

max, dimK s
r (w?) ≈ 1

2
λmax − 1

(1 + s)λmax − 2s
λr

max, r � 1.

To estimateλmax we note that lims→∞ q(z) = z(1 − z)−1. Therefore all theλl except
for one tend to zero, while, without loss of generality,λmax = λ1 → 2. More precisely,
λs+1

1 − 2λs
1 + 1 = 0 implies that

λ1 = 2 − 1

s2s
[1 + o(1)], s � 1.

Therefore, approximately,

dimN s
r (w?) ≈ 2r

r
, dimK s

r (w?) ≈ 2r−2, r, s � 1. (36)

3.5. Asymptotic behaviour

We have already observed in equations (34), (35) and (36) that the dimension of a graded
subspace of a Lie algebra is consistently smaller for larger than its hierarchical-algebra
counterpart.

Lemma 6. Let s > 2. The equation

q(z) = 1, where q(z) =
s∑

l=1

zwl , (37)

possesses a unique positive rootη ∈ (0, 1). This root is simple and all other roots of equation
(37) reside in the open disc|z| > η.

Proof. Sinceq(0) = 0 andq(1) = s > 2, it follows thatq(z) − 1 changes sign in(0, 1).
Moreover,q ′(z) > 0 for z > 0; therefore this root, which we denote byη, is simple, and it
is the unique positive root of equation (37).

Let n = maxwl . If n = 1 thenq(z) = sz for η = 1/s, and there are no other roots. The
lemma is certainly true in this case; hence we may assume in the remainder of the proof
thatn > 2. Letξ = |ξ |eiθ be another root of equation (37), and note that we have already
proved thatθ ∈ (0, 2π). Sinceq(z) is a linear combination of at least two different powers
of z, it is true that

|q(ξ)| =
∣∣∣∣∣

s∑
l=1

|ξ |wl eiθl

∣∣∣∣∣ <

s∑
l=1

|ξ |wl = q(|ξ |).

Sinceξ is a root of equation (37), we deduce thatq(|ξ |) > 1. Because of the monotonicity
of q in [0, ∞), we conclude that|ξ | > η, and the lemma follows.
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Theorem 7. Suppose that the rootsλ1, λ2, . . . , λn are distinct. Forr � 1 it is true that

dimK s
r (w)

dimN s
r (w)

= r

2ηq(η)
[1 + o(1)], (38)

whereη is the positive root of equation(37).

Proof. Since 1/ηdominates the other rootsλl , we deduce from equations (21), (29) and
(30) that, forr � 1,

dimN s
r (w) ≈ µ(1)η−r

r
= 1

rηr

dimK s
r (w) ≈ η−r−1

2q ′(η)
= 1

2q ′(η)ηr+1
.

The estimate (38) follows easily.

3.6. Multiple roots

Much of the analysis of Subsections 3.3 and 3.5 is based on the assumption that all the
roots of the equationq(z) = 1 are simple. It is easy to construct as example of a graded
hierarchical algebra with multiple roots by takings = 9 and

w(X1) = 1, w(X2) = · · · = w(X6) = 2, w(X7) = w(X8) = w(X9) = 3.

Thereforeq(z) = z + 5z2 + 3z3 and

q(z) − 1 = ((z + 1)2(3z − 1),

with a double root atz = −1. The generating function (27), of course, remains valid and
we have

W(z) = z + 4z2 − 2z3 − 18z4 − 15z5 − 6z6

(1 + z)2(1 − 3z)(1 + z)2(1 − 3z2)

= 1
8

1

(1 + z)2
+ 3

32
1

1 + z
+ 9

32
1

1 − 3z
+ 3

16
1 + 3z

1 − 3z2
− 1

16
5 − 3z

1 + z2

− 1
8

3 + 2z − 3z2

(1 + z2)2

= z + 5z2 + 9z3 + 23z4 + 72z5 + 214z6 + 630z7 + 1858z8 + 5579z9 + · · · .
This particular example is of little independent interest except that it indicates how to
generalise our analysis to the case of multiple roots. The explicit expressions (29) and (30)
are no longer valid, but they can be generalised with moderate effort. Moreover, note that
Lemma6 remains valid, and it is easy to confirm that the asymptotic estimate (38) is true
also for multiple roots.

3.7. A basis ofK s
r (w)

Our method for the formation of a basis of the graded linear subspaceK s
r (w) is noth-

ing but an algorithmic rendering of the argument in Subsection 3.2 which has led to the
generating function (27). In essence, we choose a basis of primitive elements, removing
all elements that are linearly dependent by virtue of the alternating symmetry (16). Note
that this is, in a manner of speaking, the exact opposite of the standard procedure for the
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formation of Hall or Lyndon bases of graded subspaces in Lie algebras. The basic building
blocks in the latter are iterated commutators of generators, terms of the form

[Xi1, [Xi2, [. . . , [Xim−1, Xim ] · · ·]]],
where i1, i2, . . . , im ∈ {1,2, . . . , s} and linear dependencies occur by virtue of skew-
symmetry of the commutator and of the Jacobi identity [17].

Henceforth, we denote our basis ofK s
r (w) byB s

r .

Algorithm 1. Looping throughr

Step 1. We initially let B s
r,1 consist of all the generatorsXl such thatwl = r. If there are

no such generators, we letB s
r,1 = ∅.

Step 2. For every evenm = 2M 6 r we add toB s
r,2M all the elements

[[Xi1, Xi2, . . . , Xi2M
]]2M

with the(2M)-tuplesi formed according to the following rule:
for everyt = 0, 1, . . . , M − 1 we takei such that

ij = i2M+1−j = 1,2, . . . , s, j = 1,2, . . . , 2M − t − 1, j 6= t + 1,

1 6 it+1 < i2M−t 6 s,

provided that
∑2M

j=1 wij = r.

Step 3. For every odd 36 m = 2M + 1 6 r we add toB s
r,2M+1 each element

[[Xi1, Xi2, . . . , Xi2M+1]]2M+1

for which the(2M + 1)-tuplei is either of the form

ij = i2M+2−j = 1,2, . . . , s, j = 1,2, . . . , 2M − t, j 6= t + 1,

1 6 it+1 < i2M+1−t 6 s

for somet ∈ {0, 1, . . . , M − 1} or

ij = i2M+2−j = 1,2, . . . , s, j = 1,2, . . . , M, iM+1 = 1,2, . . . , s

and, in either case,
∑2M+1

j=1 wij = r.

The algorithm above is wasteful, since it forms the samem-tuples time and again, and
discards the great majority of them since they do not lead to elements inK s

r (w). An al-
ternative algorithm, which avoids this pitfall and forms eachm-tuple just once, is ideally
suited to generate the basesB s

r for all r = 1,2, . . . , r?, wherer? > 1 is given.

Algorithm 2. Looping throughm

Step 0. LetB s
r = ∅, r = 1,2, . . . , r?.

Step 1. For everyl = 1,2, . . . , s, provided thatwl 6 r?, addXl toB s
wl

.

Step 2. For every evenm = 2M 6 r?,

t = 0, 1, . . . , M − 1,

i1, i2, . . . , it , it+2, . . . , i2M−t−1 = 1,2, . . . , s,

1 6 it+1 < i2M−t 6 s
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evaluate

ρ := 2
t∑

j=1

wij +
2M−t∑
j=t+1

wij .

If ρ 6 r?, let i2M+1−j = ij , for j = 1,2, . . . , t , and place[[Xi1, Xi2, . . . , Xi2M
]]2M

in B s
ρ .

Step 3. For everym = 2M + 1 6 r?, M > 1,

t = 0, 1, . . . , M − 1,

i1, i2, . . . , it , it+2 . . . , i2M−t = 1,2, . . . , s,

1 6 it+1 < i2M+1−t 6 s

evaluate

ρ := 2
t∑

j=1

wij +
2m+1−t∑
j=t+1

wij .

Provided thatρ 6 r?, let i2M+2−j = ij , for j = 1,2, . . . , t , and place the term
[[Xi1, Xi2, . . . , Xi2M+1]]2M+1 in B s

ρ .
Likewise, for every

i1, i2, . . . , iM+1 = 1,2, . . . , s,

if

ρ := 2
M∑

j=1

wij + wiM+1 < r?

then leti2M+2−j = ij , j = 1,2, . . . , M, and place[[Xi1, Xi2, . . . , Xi2M+1]]2M+1 in
the setB s

ρ .

The output of Algorithm 2 consists of the basesB s
r for r = 1,2, . . . , r?. We illustrate it

by the examples = 3 andw = [1,2, 3]. Lettingr? = 5, we commence by settingB3
r = ∅,

wherer = 1,2, . . . , 5. Next, we execute the following steps.

m = 1: X1 → B3
1 , X2 → B3

2 , X3 → B3
3 .

m = 2: The only possibility ist = 0, and this corresponds to terms[[Xi1, Xi2]]2. Since
1 6 i1 < i2 6 3, we obtain

[[X1, X2]]2 → B3
3 , [[X1, X3]]2 → B3

4 , [[X2, X3]]2 → B3
5 .

m = 3: Again, the only possible value ist = 0, corresponding to[[Xi1, Xi2, Xi3]]3 with
i2 = 1,2, 3 and 16 i1 < i3 6 3. Retaining just elements of grade6 5, we have

[[X1, X1, X2]]3 → B3
4 , [[X1, X2, X2]]3 → B3

5 , [[X1, X1, X3]]3 → B3
5 .

The remaining case is[[Xi1, Xi2, Xi1]]3, whencei1, i2 = 1,2, 3. We have

[[X1, X1, X1]]3 → B3
3 , [[X2, X1, X2]]3 → B3

5 , [[X1, X2, X1]]3 → B3
4 ,

[[X1, X3, X1]]3 → B3
5 .
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m = 4: We need to considert = 0 andt = 1. In the first case the terms have the form
[[Xi1, Xi2, Xi3, Xi4]]4 with i2, i3 = 1,2, 3 and 16 i1 < i4 6 3. There exists just one
such term of grade less than or equal to 5, namely

[[X1, X1, X1, X2]]4 → B3
5 .

For t = 1 our terms have the form[[Xi1, Xi2, Xi3, Xi1]]4 with i1 = 1,2, 3 and
1 6 i2 < i3 6 3. Again, just one term survives,

[[X1, X1, X2, X1]]4 → B3
5 .

m = 5: For t = 0 we have terms of the form[[Xi1, Xi2, Xi3, Xi4, Xi5]]5 for i2, i3, i4 =
1,2, 3 and 16 i1 < i5 6 3. No term of this form has grade less than or equal to 5. A
similar situation pertains to the caset = 1; the terms are[[Xi1, Xi2, Xi3, Xi4, Xi1]]5
with i1, i3 = 1,2, 3 and 16 i2 < i4 6 3. The remaining case results in the term
[[Xi1, Xi2, Xi3, Xi2, Xi1]]5 with i1, i2, i3 = 1,2, 3. One such term is of grade less
than or equal to 5, namely

[[X1, X1, X1, X1, X1]]5 → B3
5 .

The outcome is the bases

B 3
1 = {X1};

B3
2 = {X2};

B3
3 = {X3, [[X1, X2]]2, [[X1, X1, X1]]3};

B 3
4 = {[[X1, X3]]2, [[X1, X1, X2]]3, [[X1, X2, X1]]3};

B 3
5 = {[[X2, X3]]2, [[X1, X2, X2]]3, [[X1, X1, X3]]3, [[X2, X1, X2]]3,

[[X1, X3, X1]]3, [[X1, X1, X1, X2]]4, [[X1, X1, X2, X1]]4, [[X1, X1, X1, X1, X1]]5}.

4. Applications to Cayley-transform methods

4.1. The Cayley–BCH formula

The purpose of this subsection is to present an application of the formalism of hierar-
chical algebras to the derivation of the Cayley–BCH formula, a relation which in a Cayley-
transform setting corresponds to the famous Baker–Hausdorff–Campbell formula.

Let X, Y ∈ g, a quadratic algebra ofgln(R). Throughout our analysis, we identifyg
with a free hierarchical algebra. For a given sufficiently smallh > 0 we wish to derive a
functionZ(h) so that the equation

cay[Z(h)] = cay(hX)cay(hY ) (39)

holds. We refer to equation (39) as the Cayley–BCH formula.
Introducing the inverse function cay−1 of the Cayley transform (7),

cay−1W = 2(W − I )(W + I )−1,

we deduce that the function

Z(h) =
∞∑

k=1

Zkh
k
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complies with the equation

Z(h) = 2
[
cay(hX)cay(hY ) − I

]
×
[
cay(hX)cay(hY ) + I

]−1
.

Consequently,

Z(h) = 2
[
(I − 1

2hX)−1(I + 1
2hX)(I − 1

2hY )−1(I + 1
2hY ) + I

]−1

×
[
(I − 1

2hX)−1(I + 1
2hX)(I − 1

2hY )−1(I + 1
2hY ) − I

]
=
[
(I − 1

2hX)−1(I + 1
4h2XY)(I − 1

2hY )−1
]−1

×
[
(I − 1

2hX)−1(X + Y )(I − 1
2hY )−1

]
= h(I − 1

2hY )(I + 1
4h2XY)−1(X + Y )(I − 1

2hY )−1.

Multiplying both sides on the left by(I − 1
2hY ) and writing(I + 1

4h2XY)−1 as a geometric
series, we infer that

Z(h)(I − 1
2hY ) = (I − 1

2hY )

( ∞∑
k=0

(−1)k

22k
(XY )kh2k+1

)
(X + Y ),

hence the recursions

Z2k+1 = 1
2Z2kY + (−1)k

22k
(XY )k(X + Y ),

Z2k+2 = 1
2Z2k+1Y − (−1)k

22k+1
Y (XY)k(X + Y ).

k = 0, 1,2, . . . , (40)

(with starting conditionZ0 = O), that determine theZk.

Theorem 8. With the same notation as above, it is true that

Z2k+1 = (−1)k

22k+1
([[X, Y, . . . , X, Y, X]]2k+1 + [[Y, X, . . . Y, X, Y ]]2k+1),

Z2k+2 = (−1)k

22k+1
[[X, Y, . . . , X, Y ]]2k+2,

for k = 0, 1,2, . . ..

Proof. This is achieved by induction onk. For k = 0 we obtain

Z1 = 1

2
([[X]]1 + [[Y ]]1) = X + Y,

Z2 = 1

2
[[X, Y ]]2 = XY − YX,

which is clearly in agreement with the recursions (40). Next, let us assume that the assertion
is true for all integers up tok. We deduce from the recurrence relations (40) that

Z2k+1 = 1
2Z2kY + (−1)k

22k
(XY )k(X + Y )

= (−1)k−1

22k
([[X, Y, . . . , X, Y ]]2kY − (XY)k(X + Y ))
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= (−1)k

22k
(XY · · ·YX + YX · · ·XY)

= (−1)k

22k+1
([[X, Y, . . . , Y, X]]2k+1 + [[Y, X, . . . , X, Y ]]2k+1).

By a similar token,

Z2k+2 = 1
2Z2k+1Y − (−1)k

22k+1
Y (XY)k(X + Y )

= (−1)k

22k+2
([[X, Y, . . . , Y, X]]2k+1 + [[Y, X, . . . , X, Y ]]2k+1)

− (−1)k

22k+1
Y (XY)k(X + Y )

= (−1)k

22k+1
(XYX · · ·YXY + YXY · · ·XYY

− YXY · · ·XYX − YXY · · ·XYY)

= (−1)k

22k+1
[[X, Y, X, . . . , Y, X]]2k+2,

and hence the assertion is true also fork + 1. The proof is complete.

In passing, it is worthwhile to mention that, in variance from the case of the exponential
mapping, whereas

exp(hX) exp(hX) = exp(2hX),

one has

cay(hX)cay(hX) = cay(Z(h)),

for the Cayley map, where

Z(h) =
∞∑

k=0

Z2k+1h
2k+1 = 4

i

∞∑
k=0

(
ihX

2

)2k+1

= 2hX
(
I + h2X2

4

)−1
.

4.2. Adjoint operators in a Cayley-transform setting

As above, we consider two generators, sayX andY in g. We wish to derive a formula
for the hierarchical-algebra element

cay(hX)Ycay(−hX)

in terms of primitive elements of a hierarchical algebra. To this end, we observe that

cay(V ) = I + 2
∞∑

k=1

(
h

2

)k

V k, V ∈ g;

hence we obtain by direct computation

cay(hX)Ycay(−hX) = Y + 2
∞∑

k=1

(
h

2

)k

[XkY + (−1)kYXk]

+ 4
∞∑

k=2

(
h

2

)k k−1∑
j=1

(−1)k−jXjYXk−j ,
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which, using hierarchical-algebra primitive elements, translates to

cay(hX)Ycay(−hX) = 1

2
[[Y ]]1 + 2

∞∑
k=1

(
h

2

)k
[[X, . . . , X, Y ]]k+1

+ 4
∞∑

k=2

(
h

2

)k b k
2c∑

j=1

(−1)k−jαj [[X, . . . , X︸ ︷︷ ︸
j

, Y, X, . . . , X︸ ︷︷ ︸
k−j

]]k+1,

whereα1 = · · · = αb(k−1)/2c = 1 andαk/2 = 1/2 whenk is an even index. Hence, for each
k, the terms are precisely the primitive elements of lengthk with a single occurrence ofY .

Assume thatw(X) = wX andw(Y ) = wY . Then, the grade of a primitive word of length
k andk − 1 occurrences ofX is (k − 1)wX + wY ; therefore, identifying grades with order
of accuracy, in order to truncate the above formula to an orderK, we require that the above
summation be carried up to the least indexk̂ such that

K + wX − wY

wX

6 k̂

holds.
We have mentioned above that the adjoint operator in a Cayley setting is a sum of

primitive elements of the hierarchical algebra, with a single occurrence ofY . In greater
generality, denote byγR;l the number of primitive words of lengthR andl occurrences of
the letterX. Clearly,

γR;l = γR;R−l , l = 0, 1, . . . , R,

and, furthermore,

d2
R =

R∑
l=0

γR;l ,

whered2
R is the dimension of the spaceK 2

R(1).

Lemma 9. With the same notation as above, it is true that

γ2R+1;2l = γ2R;2l−1 + γ2R;2l +
(

R

l

)
, l = 0, . . . , R, (41)

γ2R+1;2l+1 = γ2R;2l + γ2R;2l+1 +
(

R

l

)
, l = 0, . . . , R, (42)

γ2R+2;2l = γ2R+1;2l−1 + γ2R+1;2l −
(

R + 1

l

)
, l = 0, . . . , R + 1, (43)

γ2R+2;2l+1 = γ2R+1;2l + γ2R+1;2l+1 −
(

R

l

)
, l = 0, . . . , R. (44)

Proof. We proceed by induction on the length of the primitive word. Let us consider the
indexR = 0 and words of length one. The only possible primitive words are[[X]]1 and
[[Y ]]1; henceγ1;0 = 1 andγ1;1 = 1, which is in accordance with equations (41) and (42)
respectively, given thatγ0;l = 0. For words of length 2, we observe thatγ2;0 = 0 = γ2;2,
since there are no[[Y, Y ]]2 and[[X, X]]2 words. Instead,γ2;1 = 1, corresponding to[[X, Y ]]2,
and equations (43) and (44) are obeyed.
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Next, let us assume that the result is true fork = 1,2, . . . , 2R. If [[X, Y . . . , Y, X]]2R

is a primitive word of length 2R with L occurrences ofX, then[[X, Y, . . . , Y, X, Y ]]2R+1,
obtained by appending aY , is a primitive word of length 2R + 1 with L occurrences of
X. Similarly, we can take a primitive word of length 2R with L − 1 occurrences ofX, and
obtain one of length 2R + 1 with L occurrences ofX by appending anX to it. However, by
doing so, we do not obtain all the primitive words, because there are no symmetric words
of length 2R. All the missing words can be obtained by choosingR slots (for instance the
first R) and lettingbL/2c lettersX occur in them. Hence

γ2R+1;L = γ2R;L−1 + γ2R,L +
(

R

bL/2c
)

,

which gives equations (41) and (42). A similar procedure applies for equations (43) and
(44), except that in this case we have to remove symmetric words which do not appear in
the set of primitive elements.

In other words, the number of words with a given number of occurrences ofX andY obeys
a generalized version of the binomial coefficient relation. Table2 shows the values ofγR;l .

Table 2: A tabulation ofγR;l
R d2

R

0 0 0
1 2 1 1
2 1 0 1 0
3 6 1 2 2 1
4 6 0 2 2 2 0
5 20 1 3 6 6 3 1
6 28 0 3 6 10 6 3 0
7 72 1 4 12 19 19 12 4 1
...

...

Each entry can be obtained as the sum of the two entries directly above, plus the corre-
sponding entry of thealternating Pascal trianglein Table3.

Table 3: The alternating Pascal triangle

R

0 0
1 1 1
2 -1 -1 -1
3 1 1 1 1
4 -1 -1 -2 -1 -1
5 1 1 2 2 1 1
6 -1 -1 -3 -2 -3 -1 -1
7 1 1 3 3 3 3 1 1
...
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Theorem 10. The generating function

0(x, y) =
∞∑

R=0

R∑
l=0

γR;lxR−lyl

for the coefficientsγR;l is

0(x, y) = x + y − xy − (x2 + y2)

(1 − x − y)(1 − x2 − y2)
.

Proof. LettingγR;l = 0 for l > R, we extend the range of second summation tol > 0. We
have

0(x, y) =
∞∑

R=0

γR;0xR +
∞∑

R=1

∞∑
l=1

γR;lxR−lyl

= x

1 − x2
+

∞∑
R=1

∞∑
l=1

γR;lxR−lyl,

sinceγ2k,0 = 0 andγ2k+1;0 = 1, k = 0, 1,2, . . .. Next, we rearrange the second sum
separating even and odd values of the first and of the second index and use Lemma9 to
obtain

0(x, y) = x

1 − x2
+

∞∑
R=0

∞∑
l=0

γ2R+1;2l+1x
2(R−l)y2l+1

+
∞∑

R=0

∞∑
l=0

γ2R+1;2l+2x
2(R−l)−1y2l+2

+
∞∑

R=0

∞∑
l=0

γ2R+2;2l+1x
2(R−l)+1y2l+1

+
∞∑

R=0

∞∑
l=0

γ2R+2;2l+2x
2(R−l)y2l+2

= x

1 − x2
+

∞∑
R=0

∞∑
l=0

[
γ2R;2l+1 + γ2R;2l +

(
R

l

)]
x2(R−l)y2l+1

+
∞∑

R=0

∞∑
l=0

[
γ2R;2l+2 + γ2R;2l+1 +

(
R

l + 1

)]
x2(R−l)−1y2l+2

+
∞∑

R=0

∞∑
l=0

[
γ2R+1;2l+1 + γ2R+1;2l −

(
R

l

)]
x2(R−l)+1y2l+1

+
∞∑

R=0

∞∑
l=0

[
γ2R+1;2l+2 + γ2R+1;2l+1 −

(
R + 1

l + 1

)]
x2(R−l)y2l+2.

Note that
∞∑

R=0

∞∑
l=0

[
γ2R;2lx

2(R−l)y2l+1 + γ2R;2l+1x
2(R−l)−1y2l+2
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+ γ2R+1;2lx2(R−l)+1y2l+1 + γ2R+1;2l+1x
2(R−l)y2l+2

]
= y0(x, y),

and that
∞∑

R=0

∞∑
l=0

[
γ2R;2l+1x

2(R−l)y2l+1 + γ2R;2l+2x
2(R−l)−1y2l+2

+ γ2R+1;2l+1x
2(R−l)+1y2l+1 + γ2R+1;2l+2x

2(R−l)y2l+2
]

= x0(x, y) − x2

1 − x2
.

Furthermore,
∞∑

R=0

∞∑
l=0

(
R

l

)
x2(R−l)y2l+1 = y

∞∑
R=0

(x2 + y2)R = y

1 − (x2 + y2)
,

∞∑
R=0

∞∑
l=0

(
R

l + 1

)
x2(R−l)−1y2l+2 = x

1 − (x2 + y2)
− x

1 − x2

∞∑
R=0

∞∑
l=0

(
R

l

)
x2(R−l)+1y2l+1 = xy

1 − (x2 + y2)

∞∑
R=0

∞∑
l=0

(
R + 1

l + 1

)
x2(R−l)y2l+2 = x2 + y2

1 − (x2 + y2)
− x2

1 − x2
.

Subsituting above and collecting terms, we deduce that

(1 − x − y)0(x, y) = x + y − xy − (x2 + y2)

1 − (x2 + y2)
,

and hence the theorem follows.

We note that, settingq(x, y) = x + y, the above generating function becomes

0(x, y) = q(x, y) − 1
2q(x2, y2) − 1

2[q(x, y)]2
[1 − q(x, y)][1 − q(x2, y2)] ,

a two-variable counterpart of equation (27).

Theorem 11. With the same notation as above, it is true that

γ2R;2l = 1

2

[(
2R

2l

)
−
(

R

l

)]
,

γ2R;2l+1 = 1

2

(
2R

2l + 1

)
,

γ2R+1;2l = 1

2

[(
2R + 1

2l

)
+
(

R

l

)]
,

γ2R+1;2l+1 = 1

2

[(
2R + 1

2l + 1

)
+
(

R

l

)]
,

for all R, l > 0.

Proof. The generating function0(x, y) can be written as

0(x, y) = 1
2

1

1 − (x + y)
+ 1

2
x + y − 1

1 − (x2 + y2)
.
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We observe that

1

1 − (x + y)
=

∞∑
k=0

k∑
l=0

(
k

l

)
xk−lyl

is the generating function of the binomial coefficients. Similarly,

1

1 − (x2 + y2)
=

∞∑
k=0

k∑
l=0

(
k

l

)
x2(k−l)y2l .

Multiplying the latter byx + y − 1 and matching powers yields the desired result.

4.3. Cayley expansions

The most important application of the counting results presented in Section 3 is to
numerical methods based on a Cayley expansion [11] for the solution of the differential
equation (1). Recall that the solution of thedcayinv equation(8) can be written as

�(t) =
∞∑

m=1

Im(t),

where the functionsIm(t) obey the recurrence relation [11]:

Im(t) = −1

2

∫ t

0
[Im−1(ξ), A(ξ)] dξ − 1

4

m−2∑
k=1

∫ t

0
Im−k−1(ξ)A(ξ)Ik(ξ) dξ, m > 3,

(45)
with starting condition

I1(t) =
∫ t

0
A(ξ) dξ.

The sum on the right-hand side of equation (45) should be considered null when the range of
indices is empty. As observed in Section 1, eachIm(t) features commutators and symmetric
products of the formPQR + RQP = [[P, Q, R]]3. We invoke the hierarchy condition of
them-nary operator and claim that

Im(h) =
∑
k

αk

∫
hS

[[A(ξk1), . . . , A(ξkm)]]m dξk1 · · · dξkm,

where the integration is performed over some polytopeS. Them-nary product is linear in
each of its components! Therefore, given quadrature pointsc1, . . . , cν in [0, 1], and denoting
Ak = A(ckh), we can approximate each of the terms∫

hS
[[A(ξk1), . . . , A(ξkm)]]m dξk1 · · · dξkm,

with a quadrature formula

Q(h) = hm
ν∑

k1=1

· · ·
ν∑

km=1

bk[[Ak1, . . . , Akm]]m,

the weightsbk being obtained by integrating products of cardinal Lagrange polynomials
over the polytopeS. In such a case all the termsAk1, . . . , Akm are representations of some
free hierarchical algebra symbolsX1, . . . , Xm, and, for each degreem we are required to

72https://doi.org/10.1112/S1461157000000206 Published online by Cambridge University Press

https://doi.org/10.1112/S1461157000000206


Graded Lie algebras

evaluate a number of terms that is bounded by the dimension of the basis ofK ν
m(1). As an

example, let us consider two Gaussian nodesc1 = 1
2 −

√
3

6 andc2 = 1
2 +

√
3

6 in [0, 1],
which we can use to generate a method of order four. Taking into account further simplifying
assumptions such as time-symmetry, a bound on the number of terms is given by the sum
of the dimensions of graded subspacesK2

m(1), form = 1, . . . ,3 (that is, nine; see Table1).
The required primitive terms are

[[A1]]1 [[A2]]1 [[A1, A2]]2 [[A1, A1, A1]]3 [[A1, A1, A2]]3
[[A1, A2, A1]]3 [[A2, A2, A1]]3 [[A2, A1, A2]]3 [[A2, A2, A2]]3.
Considerable savings occur when we choose graded algebras. Assume that{B0, B1} is a

base equivalent to{A1, A2}, but with weightsw = [1,2]. Such a basis can be obtained by
means of a Vandermonde transformation, as described in Section 1. Since the polynomial

p(z) = z2 − z − 1

has two distinct roots, namelyλ = 1±√
5

2 , according to Theorem 5,

dimK2
2R[1,2] = 1

2

2∑
l=1

1

−1 + 2λl

(λ2R+1
l − λR+1

l + λR
l )

dimK 2
2R+1[1,2] = 1

2

2∑
l=1

1

−1 + 2λl

(λ2R+2
l + λR+1

l ),

and we deduce that dimK 2
1 (w) = dimK2

2 (w) = 1 and dimK2
3 (w) = 2, yielding a total of

four terms, corresponding to

[[B0]]1, [[B1]]1, [[B0, B1]]2, [[B0, B0, B0]]3.

4.4. Runge–Kutta–Munthe-Kaas schemes in a Cayley-transform setting

As a last example, we will consider the application of our results to Runge–Kutta–
Munthe-Kaas methods when employing the Cayley transform as a map from the Lie algebra
to the corresponding Lie group. For the more general setting of homogeneous manifolds,
we refer the reader to [7].

The numerical methods in question consist of solving the differential equation (1) by
obtaining a numerical solution to thedcayinv equation(8) in g by means of a Runge–Kutta
method, and mapping back the result to the Lie groupG by means of the Cayley transform
(7). Given aν-stage Runge–Kutta scheme, defined in terms of the tableau

c1 a1,1 a1,2 · · · a1,ν

...
...

...
...

cν aν,1 aν,2 · · · aν,ν

b1 b2 · · · bν

to advance the solution by a single step fromtN to tN+1 = tN + h we compute

8m = h

ν∑
l=1

am,lK̃l,

Am = A(tN + hcm), m = 1,2, . . . , ν;
Km = dcay−1

8i
(Am),
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hence,

�n+1 = h

ν∑
m=1

bmKm,

and, finally,

YN+1 = cay(h�N+1)YN .

The matricesÃ1, . . . , Ãν are a representation of generatorsX1, . . . , Xν of the free hierar-
chical algebra, with gradesw(Xi) = 1, for i = 1,2, . . . , ν. Thus, an expansion in primitive
words requires

p∑
m=1

card{W ∈ B ν
m(1)| W has length6 3}

terms, wherep 6 2ν is the order of the numerical method in question. Again, one can use
a graded algebra generated byB0, . . . , Bν−1 with gradesw = [1,2, . . . , ν], and reduce the
number of required primitive words to

p∑
m=1

card{W ∈ B ν
m(w)| W has length6 3}.

The savings occur by virtue of the fact that usuallyB ν
m(w) has a cardinality substantially

smaller thanB ν
m(1).

We should mention that for this particular example, it is not necessarily true that the
introduction of primitive words would lead to a significantly cheaper computation, due to
the fact that, unlike the dexp−1 equation, the dcay−1 formula is finite and consists of a very
small number of terms.
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