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0. Introduction Throughout V will be a finite dimensional vector space over a field
k and T(V) will denote the tensor algebra over V. For simplicity the symbol ® will be
omitted in the writing of the elements of T(V). Let {*,}? be a basis of V ordered by
Xi<xi+i for all i. Then we order the non-commutative monomials {*,, ...*,-, | / a O and
1 < is < n for s = 1 , . . . , /} lexicographically from the left. D. Anick [1, p. 652] defines the
high term of an element b in T(V) to be the highest monomial appearing in b. As a
consequence of [1,3.2], if the set of the high terms of homogeneous relations is
combinatorically free in the sense of no overlap ambiguities, then the connected algebra
has global dimension 2. The purpose of this note is to prove this result and more for
quadratic algebras under other hypotheses on the relations.

d
Define the rank of r e V ® V to be the minimal d such that r = 2 stt, for sh t, e V if

r ¥=• 0, or to be 0 if r = 0. If we identify V ® V with Hom(V*, V) in a natural way, then the
rank of an element in V <8> V is equal to the rank of the corresponding linear map in
Hom(K*, V). For a non-zero subspace R c V ® V, define the rank of R to be the minimal
rank of non-zero elements in R. Let T(V)/(R) denote the quadratic algebra with relation
vector space R.

THEOREM 0.1. Let A be the quadratic algebra T(V)/(R) for some R with 0 ^ 7 ? c
V®V.

(1) / / rank R > dim R + 1, then
(a) A is Koszul of global dimension 2,
(b) the Hilbert series of A is HA(i) = (1 - dim Vt + dim Rt2)~\

Furthermore, if R H W ® V = 0, for some subspace W czV, then
(c) WA s W ®/l as a right A-module, and hence the subalgebra k[W] is free.

(2) / / rank R a dim R + 2, then A is a domain and has no non-trivial normal
elements.

For basic definitions such as Koszul, global dimension and so on, see [3],

1. Hypotheses. The main idea here is induction and the hypotheses (HI) and (H2)
defined below are technical to make the induction work. Let {*,}" be a basis of V. Define
projections P{,: V <8> V-»V by 7^(r) =fi if r = 2* , / • Warning: Pt is dependent on the basis

n

{xj". For r G V <8> V, rank r = dim 2 &^(r), which is independent of the choices of {x,}".

If R is a subspace of K® V, then /^(7?) := X Pi(r) is a subspace of V for every /. From
reft

now on we fix a nonzero subspace /? c V <8> V and let A be the quadratic algebra
T(V)/(R). For any subspace W c V , the multiplication W®A->WA defines a right
A -module homomorphism. Let I denote the set of all non-zero subspaces W c V such
that W®A-*WA is an isomorphism. If W e I , then / ? n W ® V = 0. Note that L is
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closed under the operation of taking non-zero subspaces; i.e., if W e I and 0 ^ W <= W,
then W E L If A is a domain, then every 1-dimensional subspace W c V is in L Let 4> be
a non-empty collection of non-zero subspaces of V. We say that <I> satisfies (HI) if, for
every W e <J>, there is a basis {*,}" of V such that {JC,-}* is a basis of W for some s < n, and
for every non-zero subspace /?'<=/?,

there is / 0 >s such that Pio(R') is a non-zero subspace of W for some W e <t>. (Cl)

If, in addition to (Cl),

there is ij > s such that ij # i0 and for all (0,0) * (a, b) e fc2, (a^0 - W/.X/?') e L, (C2)

then we say <t> satisfies (H2).

If * satisfies (H2), then for every 0¥=r e R, the dimension of 2 kPt(r) is at least 2.
In particular, rank r > 2. _ l>s

Let <3> = {W lO^W cW, for some W e 4>}. Then ^ is closed under the operation of
taking non-zero subspaces. It is routine to check that <J> satisfies (HI) (or (H2)) if and only
if <P satisfies (HI) (or (H2)). Therefore, we may assume that $ is closed under the
operation of taking non-zero subspaces if necessary. If this is the case, then (Cl) can be
replaced by the following condition:

there is /„ > s such that Ph(R') e *. (Cl')

Suppose that <t>, satisfies (HI) (or (H2)), for all i e /, where / is an index set. Then the
union (J $, satisfies (HI) (or (H2)). Therefore, for a fixed R, there is a maximal 4>W1

I E /

satisfying (HI) (a maximal $#2 satisfying (H2) respectively) that contains every set <J>
satisfying (HI) ((H2) respectively). It is obvious that O m <r <Pm. In general it is difficult to
determine <J>W, and O/^, but it is relatively easy to find one $ , (if it exists), satisfying (HI)
or (H2).

EXAMPLE 1.1. Suppose that R has dimension p less than n and suppose that there is a
basis {rtf of R and a basis {x,-}" of V such that

jot

Let W = £ kx,. Then $ := {W} satisfies (HI) for j 0 = n. D

We will use =* for equality in the (free) tensor algebra T(V), use ordinary = for
equality in A = T(V)/(R), and use the same letter/for an element in T(V) and for the
image in A. Since we are working on graded algebras, we will choose elements to
be homogeneous. For a graded module M = © Mh M>n (or M<n) is defined to be © M,

I or © A/,). The following obvious fact will be used several times.
\ i<n I

LEMMA 1.2. Let A be the quadratic algebra T(V)/(R), for some 0*R<zV<8>V.
Suppose that the multiplication induces an isomorphism W®/ = WI, for some subspaces
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W,I cA. If {gj} is a linearly independent set of I and {fj} is a subset of W such that
2 = 0, then fj = O for all j . D

PROPOSITION 1.3. Let A be the quadratic algebra r(K)/(#) for some R with
05^R e V<8> Vand suppose that there is a 3> satisfying (HI). Then O c L

Proof. Given a W e <I>, we pick a basis {*,•}" as in the definition of (HI). In particular,
s

{XJ}\ is a basis of W. It suffices to show that if 2 *A = 0 then /, = 0, for all i ̂  5. Since /4 is
/=i

graded, we may assume that f, is either 0 or homogeneous of degree d, for all i.
If d = 0, then t, e k and hence f, = 0, because {xt}\ are linearly independent. If d = 1,

J j / •' \

then 2 x,t, = 0 implies that 2 Jt,r, =* r' e i?. For any i0 > s, PJr') =*Pd 2 *,-*,-1 =* 0. By
/=i <=i \i-i /

(Cl), r' = 0. Hence f, =* P,( 2 XA) =* Z^(r') =* 0 for all i < 5.

Now suppose that d > 1. If 2 *,', = 0, then

2 xA =* 2 fi^gl + i ryg;, (El)
i=i y=i

for some r",r;- e R,ft,gj e r(K)> 0 and g|t e ^(V). We assume that 9 in (El) is as small
as possible. Write/;t=*2*,/7H. and rt• = * 2x.-ty Hence

1 1

^ , V / S J , (E2)

Passing to A we have f, = 2 r/,g7 for / < 5 and 0 = 2 rygj for i > s. Uq> 0, then {&}? are

linearly independent in A. By (Cl), there is / 0
> ^ such that PJ 2 ^rJ is a non-zero

subspace of W, for some W e $ . By induction, W'y4<f/ = \y'®v4<d. By Lemma 1.2,

0= z rl0>g/ implies that r,w = 0 for all ;'. This contradicts the fact that PJ Z krA is

non-zero. Therefore 9 = 0. It follows from (E2) that /, = 0 for all i^s, as desired. •

The following is an immediate consequence of Lemma 1.2 and Proposition 1.3.

COROLLARY 1.4. Let A be the quadratic algebra T(V)/(R), for some R with
s

0 ¥= R c V ® V. Suppose that there exists a $ satisfying (HI). Let W = 2 kx, be in $ ,
1=1

where {*,}£=, is a basis of V. Let {g;}f a A and {r^cR be linearly independent sets of
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n a

elements, and write r;=* E x,riy. Then, if io>s is as in (Cl), one has z, rhjgj¥>0. In

particular, if aiog = 2 e,o/g;, /or some a,0 and g, then a,0 ^0 .
;=1 U

Proposition 1.3 shows that <l>m <= L We shall see that <Pm = 0. if rank R s dim /? + 1.
EXAMPLE 1.5. (1) Let p < n / 2 - l and let {*,}? be a basis of V. Suppose that

R e V ® V has a basis

Let W = S kxt. Then $ := {W} satisfies (HI) for i0 = n. By Proposition 1.3, Wei. Using
is2p

this fact it is easy to check that <$> satisfies (H2) for i0 = n and /, = n - 1.
(2) Suppose that V = W © W' with IV, W 0 and 0 *> R c W ® W. Pick a basis {x,}7

of V such that {x,}i is a basis of W and {JT,}?+1 is a basis of W. Set * = {W}; then <J> clearly
satisfies (HI). Similarly, for all io,h>s and all a,bek, (aPh-bPh)(R')aW. By
Proposition 1.3, W is in L and hence every non-zero subspace of W is in L

If, moreover, rank/?^2, then, for every 0¥>R'cR, there are i o , i i>s and io^ ' i
such that, for all (0,0)#(a,fc), (aPh-bPh)(R')*O. Hence (flP^-ftP,,)^1) e L and thus
O satisfies (H2). D

2. Proof of Theorem 0.1. For an integer / the shift module M(l) of a graded module
M= © Mi is defined by M(/), = MI+/. If dim M, < « for all i, the Hilbert Series of M is

IEZ

defined to be HM(t) = S dim A//. The trivial yl-module .«4M>0 is denoted by kA.

THEOREM 2.1. Le/ Abe a quadratic algebra T(V)/(R) and suppose that there is a basis
{x,}" such that, for every non-zero subspace R' c R, Pj(R') e L, for some i. Then

(1) kA has a minimal projective resolution

0-+A(-2)'iim*-*A(-)tiimV-+A^kA-+0, (E4)

(2) A is a Koszul algebra of global dimension 2,

(3) HA(t) = (1 - dim Vt + dim rtf2)"1.

As a consequence, if there Li a $ satisfying (HI), then (1), (2), (3) hold.

Proof. Consider the exact sequence

constructed by using generators and relations. Pick a basis {r;}f=i of R. Then the boundary
mapB2:A(-2)dimR^A(-l)'iimV can be represented as a left multiplication by a matrix
B := (r,y), where r; = * 2 X/ty. We claim that B2 is injective; namely, if B(gu..., gp)

x = 0,

then g := (g , , . . . , gp) = 0. If g * 0, pick a basis for {g,K. say {gj}\, and write gT = Ng'T for a
non-zero pXv matrix N over /:. Then BNg'* = 0. Let /?' be the subspace generated by
the components of (r{ r^):=„(/!,... ,rp)N=*(xu... ,xn)BN. Then R' is non-zero.
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n v

Write r'j =* 2 *//•,}; then 2 '"Iyg/ = O for all i. By the hypothesis there is i such that

Pj(R') e L By Lemma 1.2, r,y = 0 for all;. This contradicts the fact that Pi(R') is non-zero.
Therefore d2 is injective and hence (E4) is a minimal projective resolution of kA.

The projective resolution (E4) is linear in the sense of [3, Definition 1.6], whence the
algebra A is Koszul [3, Definition 5.4]. The global dimension of A is equal to the
projective dimension of kA, equal to 2. Since dim is additive on exact sequences, it follows
from (E4) that

HA(t)(l - dim Vt + dim Rt2) = Hk/t(t) = 1.

Thus HA{t) = (1 - dim Vt + dim Rt2)~\
If there is a O satisfying (HI) then, by Proposition 1.3, the hypothesis holds for i = i0

appearing in (Cl). Therefore (1), (2), (3) hold. D

A simple case is when dim V = 3 and

rx = ax\ + bx2x3 + cx3x2,

r2 = cx\X3 + ax2, + bx^x^ = ax\ b

where a, b, c are non-zero scalars in Ac. By Example 1.1, $ = {kxx + kx2} satisfies (HI) and,
by Theorem 2.1, T(v)l(jur2) is a Koszul algebra of global dimension 2. Note that
T(V)/(rur2) is isomorphic to k(xux2)[x3, a, S], for some automorphism a and some
tr-derivation 5 of the free algebra k(xi,x2), whence it is a domain. By adding another
relation r3 = ax2 + bx^x2 + cx2xx = 0, we obtain the type-/l algebra of global dimension 3
studied in [2]. For the algebra T(V)/(ru r2, r3), there is no $ satisfying (HI) because its
global dimension is not 2.

Proof of Theorem 0.1(1). Suppose that rank R > dim R +1 = p +1 . Let $ be the set
of all non-zero subspaces of V of dimension at most p. Given a W e <I>, we pick a basis
{Xi}" of V such that {xj* is a basis of W. For every 0 ¥> R' c R, Pi(R') has dimension p or
less. Since rank R' 2= rank R >p, there is j o > p > s , P^R'y^O; and hence Ph(R') e <I>.
Thus <I> satisfies (HI), and (a) and (b) of Theorem 0.1(1) follows from Theorem 2.1.

To prove (c) we let W be a subspace of V such that RDW®V = 0. Pick a basis {*,}?
such that {jt,)i is a basis of W. Assume that 2 xfa = 0. The notation being as in (El-3), we
obtain, in a similar way, that iSs

and that

h=• S fiw^gl + Z rqgj, Vi < 5,

i1 (E5)

We pick ^ as small as possible. If <? >0, then q^p and {gi,...,gq} are linearly

independent in A. Since /?D W®V = 0, there is io>s such that W : = P j £ krA^O.

Hence W is in $ and, by Proposition 1.3, W is in L Passing to A, (E5) implies that

https://doi.org/10.1017/S0017089500032249 Published online by Cambridge University Press

https://doi.org/10.1017/S0017089500032249


328 JAMES J. ZHANG

0 = 2 r^jgj. This contradicts Lemma 1.2. Hence q = 0 and so t, = 0, for all i ^ s. Therefore

W e I, as desired. D

By the proof of (c) above we also see that if rank R > dim R + 1 then

THEOREM 2.2. Let Abe a quadratic algebra T(V)/(R) with a <J> satisfying (H2).
(1) A is a domain.
(2) Let f,ge A>0 - {0}. Iffg e WA, for some W e <D, then f e WA.

Proof. By Proposition 1.3, WA s W®A, for all We®. Without loss of generality,
we may assume that <J> is closed under the operation of taking non-zero subspaces,
whence we can use (Cl() instead of (Cl). Since A is N-graded, it suffices to prove the
following statement:

(#) Let /and g be homogeneous elements in A>0 - {0} and let W e <£. Then
(#a) fg * 0, and
(#6) if fgeWA, then fmWA.

We prove (#) by induction on m :- deg/ + degg.

Initial step: m=2.
(#a) Assume on the contrary that fg = 0. Then fg=*r' eR. Since / , g #* 0 in T(V),

r' # 0 and rank r' = rank/g = 1. This contradicts (H2). Therefore fg ¥> 0 in A.
(#b) If fg E WA, then fg = *r' + 2 x,/i, in the free algebra 7\V), where {x,K is a

basis of W. Suppose that rVO. Write f=^xiai and r '=«2 i , r / ; then we have
i i

aig = *rl +hj, for all i ^ s , and a,-g=#r/, for all />s . Thus dim

This contradicts (H2). Therefore r' = 0 and / G S A:,T(V), whence / e W04.
/ S J

Inductive step: m>2.
(#6) For any W e O, pick a basis {*,}? of V as in (H2). In particular, {x,}j is a basis of

W. If fg.e WA then, similarly to (El), fg=*2fu
wrugu» + S %' + S ^ , , for some f"w, gh

hi e r(V)>0. We choose a preimage/in T(V) such that q is as small as possible. Write

Vi < s,

/ = * 2 JC/fl,-, / i t = * 2 *i/"iv and r.- = * 2 */«• Then
i i i

= *

Passing to A, we have a,g= 2 r^g,, for all i>s. Assume that ^ > 0 . Then {g;}f are
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linearly independent in A and {rJJL x are linearly independent in R. By Corollary 1.4,
aio T4 0 for I'O as in (Cl).

If ah has degree 0 (or deg/ = 1) then, for i0 and /, as in (C2),

0 = fl,oa,,(g ~g) = ah(aiog) - aio(ahg) = £ (a,/,0, ~ ahrld)gj. (E6)

By (C2), (flitflb-fl4.fli)(|I*'/) e L By Lemma 1.2, (E6) implies that ahrial -ahrllt = 0,

for all y, which contradicts that (ahPio- a^P^lf, krA^O, as stated in (C2). Next we
1 A

consider the case when the degree of ak is positive. By (Cl'), W := 2 A:riW is in <J>.

Without loss of generality, we suppose that {rioJ}'i is a basis of W, for some l^q. Hence

aiog e W'A = W ® A By the induction hypothesis (#6), a,0 = 2 1o/W>;-, for some w; e A

Replacing /by / - 2 »)W/ (which is equal to / in .4), we obtain a,0 = 0 for this new /. (Note
that replacing / by / - 2 qwj will not change {/}}? because <? is the smallest possible, but

i=\
will change {g,}* obviously.) This contradicts aio¥=0, proved in the end of the last
paragraph. Therefore we must reject the assumption that q > 0. Hence q = 0. As a
consequence atg = 0 in A and so a, = 0, for all / > s, by the induction hypothesis (#a).
Therefore / = 2 *<fl/ e WA, as required.

(#a) Assume on the contrary that fg = 0. Then fg e WA for any W = <I>. By (#6)

proved above, f e WA; i.e., / = 2 *,a,- Hence 0 = / g = 2 x,a,g. Since WA = W®A,

flig = 0, for all I 'SJ , By the induction hypothesis (#o), o, = 0 for all i^s, whence

/ = 2 xfii = 0. This contradicts / # 0. Therefore fg ^ 0. •

EXAMPLE 2.3. Let r = Xiyi+x2y2eV®V be an element of rank 2 and # the
1-dimensional subspace kr. Hence rank R = dim R +1 . By Theorem 0.1(lc), every
1-dimensional subspace of V is in I. Suppose that ky^ + ky2 ̂  kx^ + kx2 := Wx. Then either
yi & Wx or y2 <$. Wx. Let $ be the set of all 1-dimensional subspaces of V not contained in
Wx. It is easy to check that $ satisfies (H2). By Theorem 2.2, T(V)/(r) is a domain. •

PROPOSITION 2.4. Let A be a quadratic algebra T(V)/(R) and dim V > 1. Suppose that
there is a right regular element x e V such that if fg e xA, for some / , g e A>0 - {0}, f/ie/i
/ G xA 7/ien A has no non-trivial normal elements.

Proof. Assume the contrary and let g be a non-trivial normal element. Since A is
graded we may assume that g is homogeneous of position degree. Since g is normal, there
is y e V such that gy=xgexA. By the hypothesis, g = xg0 and hence xgoy =xxg0.
Therefore goy = xg0 by cancelling the right regular element *. It follows by induction that
y =x and g^lx", for some nonzero scalar / and some positive integer n. Hence x" is
normal. Pick an element h G V - kx. By the hypothesis, hx" g xA, which contradicts the
fact that x" is normal. Therefore A has no non-trivial normal element. •
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Proof of Theorem 0.1(2). Suppose that rank R > dim R + 2 = p + 2. Let * be the set
of all non-zero subspaces of V of dimension at most p. We shall prove that <I> satisfies
(H2). By the proof of Theorem 0.1(1), 0> satisfies (HI) and Proposition 1.3, $ c L It
remains to check (C2).

For every W e $, pick a basis {x,}?=i of V such that {*,}?=] is a basis of W. For every
to,*i>s, ' o^ ' i and every (a,b) e &2, (aPia-bPt^(R) is a subspace of dimension at most
p. It suffices to show that for every O^reT?, there exist io,ix>s such that for every
(0,0)^(0,6) efc2, (aPia - bPt)[r) ¥= 0. This follows immediately from the fact that
rank r > rank/?>p +2. Hence <J> satisfies (H2). By Theorem 2.2(1), A is a domain. By
Theorem 2.2(2), the hypothesis of Proposition 2.4 holds for every nonzero element x in V.
Therefore A has no non-trivial normal element. •

If rank R > dim R + 2, then

$H2 = {W | 0¥= W c K and 7? n (W + kx)® V = 0 for all x e V}.

3. Some remarks.

REMARK 3.1. The rank of a single element of V ®V is preserved under field
extension, but the rank of a subspace of V ® V is not.

Let V be a 4-dimensional space over the real numbers U with a basis {X1,X2,A:3,JC4}
and let rx = x,x4 + x2x3 and r2 = xxx3 — x2x4. Then /?:=Rri + Rr2 has rank 2 and
7 ? c W ® W with W = Uxi + Ux2 and W = RJC3 + UxA. By Example 1.5(2), <D = {W}
satisfies (H2) and, by Theorem 2.2(1), T(V)/(R) is a domain. After extending R to
complex numbers C, the rank of the relations R <8> C becomes 1 because

(*! + £x2)(*3 + tJt4) = x,jt3 - ;t2jt4 + i(xtxA + x2x3) e R <S> C.

Hence .A®C is not a domain. In particular, there are no O satisfying (H2). Therefore
extending the base field does not preserve the hypothesis (H2) generally.

REMARK 3.2. Suppose that $ satisfies (HI) for T(V)/(R). Let R' be a non-zero
subspace of R. Then it is easy to see that $ satisfies (HI) for T(V)/(R'). As a
consequence, T(V)/(R') is Koszul of global dimension 2, for all R' with O^R'cR.

REMARK 3.3. If k is an infinite field and R is a generic subspace of V®V of
dimension less than n := dim V, then T(V)/(R) is Koszul of global dimension 2, as we will
now show. The Koszul property and global dimension are preserved by extending the
field, because the minimal projective resolution of the trivial module kA remains easily the
same. Hence, since k is infinite, we can replace it by its algebraic closure. By Theorem 2.1,
it suffices to show that there exists a <£ satisfying (HI). By Remark 3.2, we only need
consider the case when R has dimension n -1. Pick n - 1 generic elements in V <8> V as
basis elements of R

•i

Since k is algebraically closed, after changing a basis for V we may assume that asnn = 0,
for all s. Hence R has a basis consisting of elements

rs = 2 asijXiX, + xnxs (s = 1 , . . . , n - 1).

By Example 1.1, there is a $ satisfying (HI) as desired.
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REMARK 3.4. Let k be an infinite field and R a d-dimensional subspace of V <8> V with
\<d<n. Then T(V)/(R) is generically a domain. We sketch a proof next and details are
left to the interested reader. If A <8> K is a domain with field extension K over the base
field k, then A itself is a domain. By the argument of Remark 3.3, we may assume k is
algebraically closed. After changing the basis {*,}? of V we may assume that R has a basis
{rs)i and that

E + *n*j (5 = 1 , . . . , d).

By Remark 3.3 and Theorem 2.1, A = T(V)/(R) is Koszul of global dimension 2 and the
Hilbert series of A is (1 - dim Vt + dim Rt2)~K In particular, /4 has a /c-linear monomial
basis

{xtl ...*/, | for all (/ , , . . . , /,), and for 1 <p < I, {ip, ip+1) ¥> (n,s) for any s < d). (E7)

Consider the N-filtration of A induced by degxt = 1, for all n>i>d, degx, = 2, for all
i^d and degxn = 3, and let gr(A) be the associated graded ring. By definition gr(A) is a
factor ring of C := k(xt)/(ru..., rd), where Ji = E flSin*i*« + *«•*!• It is easy to see that C is

an extension of k(xu...,.. .xd,xn)/(rs) by adding xd+u... ,xn-i freely. Hence C has a
monomial basis (E7). Therefore gr(A) is isomorphic to C. Since k(xx,....... xd,xn)/(fs)
is isomorphic to Jfc(xlt... ,xd)[xn,cr], for some automorphism cr (generically), it is a
domain. Therefore C is a domain and hence A is a domain.

REMARK 3.5. Let k be an infinite field and l ^ d < n = dimV. By linear algebra, a
generic ^-dimensional subspace RcV®V has rank at least n - \Sd - \\. If k is
algebraically closed, then the rank of a generic d-dimensional subspace R is n -LVrf- l j
(proved by S. P. Smith). As a consequence, if A: is an infinite field and d ^ (Vn - | - £)2,
then a generic d-dimensional vector space R has rank at least d + 2. By Theorem 0.1(2),
/I = 7YK)/(7?) is a domain. (This is another way to prove the result in Remark 3.4 when

V^rti2

REMARK 3.6. S. P. Smith and the author [4] and [5] proved the followng result for
one-relator quadratic algebras, some of which was based on this note. Parts (1) and (2)
are well known.

Let A be a one-relator quadratic algebra T(V)l(r) for some r with O^r e V<8>V.
Then

(1) A is Koszul;
/•i\ i^- A I00 if r = *2' for some .r e K,
(2) gl. dim A = \ „
w 5 12 otherwise;
(3) A is noetherian if and only if rank r = dim V = 2;
(4) .4 is a domain if and only if rank r s 2;
(5) if .4 has a non-trivial normal element, then dim V = rank r = 2;

(6) if W <=. V and r e W®V, then the multiplication W®/4-* WA induces an
.4-module isomorphism, and hence the subalgebra k[W] is free.
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