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BEATTY SEQUENCES, CONTINUED FRACTIONS, 
AND CERTAIN SHIFT OPERATORS 

BY 

K E N N E T H B. S T O L A R S K Y 

ABSTRACT. Let 0 = 0(k) be the positive root of d2 + (k-2)d-
k = 0. Let f(n) = [(n + l)d]-[n$] for positive integers n, where [JC] 
denotes the greatest integer in x. Then the elements of the infinite 
sequence ( / ( l ) , / (2) , / (3) , . . . ) can be rapidly generated from the 
finite sequence (/(l), / ( 2 ) , . . . , f(k)) by means of certain shift 
operators. For k = 1 we can generate (the characteristic function of) 
the sequence [nd] itself in this manner. 

1. Introduction. Since the "golden mean" «=1(1 + 75) has the expansion 
l+T^rïT' • * as a simple continued fraction, it is readily associated with the 
Fibonacci sequence 1,1, 2, 3, 5, 8 , . . . . We shall show there is an apparently 
very different way in which a is associated with this sequence. Let 101010- • • 
be the sequence consisting of the 2 numbers 0,1 repeated infinitely often (in 
that order). If we repeat the first 3 numbers of this sequence infinitely often we 
get 101101101- • • . If we similarly repeat the first 5 numbers here, we get 
1011010110- •• ; for 8 we get 1011010110110101 • • •. It is clear that this 
process "converges" (see §2 for a precise definition) to a sequence a1a2a3> • • • 
where a* is 0 or 1. 

THEOREM 1. Let [JC] denote the largest integer not exceeding x. Then an = l if 
n = [ma] for some integer m, and an = 0 otherwise. 

We shall find a similar phenomenon (Theorem 2 of §3) for an infinite class of 
quadratic irrationalities, and show that it is in fact a consequence of well known 
properties of simple continued fractions. Theorem 1 is deduced from the case 
k = 1 of Theorem 2 in §4. In §5 we shall show that Theorem 2 can also be 
deduced from a general result of Markoff on simple continued fractions. The 
author believes that the list of references at the end of this paper is the first 
reasonably complete bibliography on Beatty sequences and related topics. 

Although our subject has roots in [6] and [48], it was the striking problem 
posed by the late Professor Samuel Beatty of Toronto in [5] that brought it to 
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the attention of the mathematical community at large. The topic was then 
disseminated and pursued on a worldwide basis. As items [2, 3, 5, 18-21, 25, 
34, 44, 46] indicate only inadequately, this was done nowhere more vigorously 
than in Beatty's native Canada. 

Let 0 = l + l/fc + l/fc + - • • = l+è{V(fc2 + 4)-fc}. The Beatty sequence an = 
[n6], where l < n < o ° , is central to the theory of WythofFs game and its 
generalizations [1, 3, 18, 19, 21, 22, 29, 40, 41, 43, 67, 68]. Theorem 2 of §3 
asserts that the first difference of this sequence can be generated very rapidly 
from the fe + 1 tuple ([6], [26],..., [(/c +1)6]) by means of a certain sequence 
of shift operations. In fact, let f(n) = [(n + l)6]-[n6] and let 

F = ( / ( l ) , / (2) , / (3) , . . . ) . 
Then F is a fixed point of a certain transformation T such that (i) T(F) depends 
only on the first k elements of F, and (ii) T is the limit of a sequence of shift 
operators, defined in §2, corresponding to elements of the sequence defined by 
to = 1 , h = fe, and tn = ktn-x + tn-2 for n > 2. 

Our proof hinges on the following well known result. 

LEMMA. Let n > 1. Let pjqn be the n-th convergent to the irrational number <\>. 
If a and b are integers with b>0 and \<f>b — a\<\<f>qn — pn\, then b>qn+\. 

A proof can be found, for example, in [53, p. 163]. 
The standard way of generating an is as follows. Let ax = 1 and bi = fc + 1. 

After at and bt have been generated for i < n, let an be the smallest positive 
integer which is distinct from all these at and bt, with / < n, and let bn = an + nk. 
Since 6'1 + (8 - k)'1 = 1 we have [see, e.g., 5, 21, or 52 pp. 34-35] that 
an = [n6] and bn = [n(6 + k)]. Thus {an} and {bn} are complementary Beatty 
sequences. 

2. Certain shift operators. Let C — (cu c2, c 3 , . . . ) be a finite or infinite 
sequence of integers. Let ei(C) = Ci be the ith element of the sequence C. If 
Q = (ciy, c2j,...) we say that lim,-^ Q = C if et(Cj) = ct for / sufficiently large. 

If C = ( c i , . . . , cn) and D = ( d i , . . . , dm) are /îmYe sequences, we denote by 
CD their juxtaposition; i.e., 

C D = (Ci, . . . , Cn, dU • • • , dm). 

We allow infinite juxtaposition; thus D°° is the infinite sequence of period m 
whose first m members are d\,..., <im. We denote by (C, £) the finite sequence 
whose first t elements are cl9..., ct\ i.e., 

(C, 0 = (c i , . . . , c t ) . 

Now let T = {rn}^=i be a sequence of strictly increasing positive integers. 
Define Tn(C) inductively by 

(2.1) T1(C) = (Qt1T 
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and 

(2.2) rn(C) = (Tn_1(C),rnr. 

Set 
T ( 0 = l i m T n ( 0 ; 

n—>°o 

the limit obviously exists. Note that if the sequences C and C have the same 
initial h members, then T1(C)=Tl(C) and hence T(C)=T(C). 

For example, let C = (1, 0)°° and let T= (2, 3, 5, 8,13,....) be the sequence of 
Fibonacci numbers that exceed 1. Then Tx(C) = (1,0)°°, T2(C) = (1,0,1)°°, 
T3(C) = (1, 0 , 1 , 1 , Of, and T4(C) = (1, 0 , 1 , 1 , 0 ,1 , 0,1)°°. 

3. The main result. Recall that 6 = l + l/fc + l/fc + - • • and that F = 
( / ( l ) , / (2) , / (3) , . . . ) where /(n) = [(n + l )0 ] - [*0] . 

THEOREM 2. Lef fc>2 be a positive integer and let T = {tn}n=i where t0 = l, 
h = fc, and tn = ktn-i + tn-2 for n > 2. Then 

T(F) = F. 

If k = 1 the result is valid for T = {fn}~=2. 

Before giving a proof, we require some notation and several lemmas. Given 
an irrational continued fraction x = a 0 + l/#i + l/a2 + * ' * define (as usual) sequ­
ences {pn} and {qn} inductively as follows: 

P-2 = 0 P-l = l Pn = anPn-l+Pn-2 ^ r tt > 0 , 

q _ 2 = l q-i = 0 qn = ànqn-l + qn-2 for n > 0 . 

Let rj = Pilqj. 

LEMMA 3.1. For (p = 0 + k-l we have at = k for all k, so p7 = tj+1 and q^ = tj. 

LEMMA 3.2. We have t2jcp- t2j+1>0 and t2j+2-ct2j+1>0 for / > 0 . 

Proof. For / ^ 0 , it is well known that r2j<x<r2j+i [53, p. 156], so this 
follows from Lemma 3.1. 

LEMMA 3.3 

(i) If t2j+2>m, then 

\>m<p- [mcp] > t2j+2 ~ <Pfe/+i > 0. (j ^ 0) 

(ii) If t2j+1 > m, then 

1 + [mç]- mcp > t2j<p - t2j+1>0. ( /> 1). 

Proof. This is an immediate consequence of Lemmas 3.1, 3.2, and the 
contrapositive of the Lemma quoted in the introduction; simply let b = m and 
take a = [m<p] for (i) and a = 1 + [m<p] for (ii). 
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LEMMA 3.4 

(i) If t2j+2 > m, then 

t2j+2 + [m<p] = [(t2j+l + m)<pl ( />0) 

(ii) Ift2i+i>m, then 
t2j+i + [m<p] = [(t2j + m)<p]. (j > 1). 

Proof. Let 

r = r2j-+i<p - r2/+2 +mcp- [mç] 
and 

s = mcp -[mcp]+ t2j(p - t2j+1. 

If t2j+2>m, Lemma 3.3(i) shows that [r] = 0. But upon adding [r] to the left 
side of (i), we get the right side. If t2j+1 > m, Lemma 3.3(h) shows that [5] = 0. 
But upon adding [s] to the left side of (ii), we get the right side. Thus the 
lemma is established. 

Thus we have proved 

COROLLARY 3.1. If/>1 and m<tj+u then 

[(£y + m)<p]=fi+i + [m(p]. 

We now establish 

COROLLARY 3.2. If j'> 1 and n + 1 < ti+i, then 

f(n + tj) = f(n). 

Proof. Recall that ç = 6 + k -1. Thus 

= [(n + 1 + f;)<p]- (fc - l)(n + 1 + tj) - [(n + )̂<p] + (n + ry)(fc - 1). 

By Corollary 3.1 the right side of the above is 

ti+1 + [(n + l)(p]-(tj+1 + [n<p])-(k-l) 

= [(n + l)cp]-[n<p]-(k-l) = [(n + l)0]-[n8] = f(n). 

This proves Corollary 3.2. We comment that it is not always valid for 
n + 1 = tj+i. 

We can now prove the theorem. Say k > 2, and note that n + 1 < ti+\ means 
n^tj+i — 2. The sequence F certainly agrees with itself in the first k places. 
Since h = k, the sequence Ti(F), by Corollary 3.2, will agree with F in the first 
ri + r 2 - 2 places. In general, say Tj(F) agrees with F in the first tj+i + tj — 2 
places. Since tj+i<tj+1 + tj-2, these places completely determine TJ+i(F). By 
Corollary 3.2, the sequence Tj+1(F) will agree with F in the first tj+2 + tj+i-2 
places. Thus T(F) = F. The proof for fc = 1 is the same, aside from the 
initialization. 
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4. The "golden mean" Beatty sequence. We shall now prove Theorem 1. 

For h>\ let ah = [ha] and bh = ah + h where a = i ( l + V5). Thus {ah} = 

( 1 , 3 , 4 , 6 , 8 , 9 , . . . ) . 

LEMMA 4.1. The inequality ah^n holds if and only if bh < an+i. 

Proof. If ah < n then ha < n + 1 , so 

(4.1) bh = [h(a + 1)] = [ha2] < [(n + l ) a ] = an+1. 

On the other hand, if bh < an+i then 

(4.2) 6h = [fe(a + l ) ]<(n + l)a. 

We now claim that ha < n + 1 . If not, then ha + h>n + l + h and fth = 
[ha + h] > M + 1 + h. From this and (4.2), we find 

ftHa > bh + ha > bh + ft + 1 
and 

bKa2>foha + &h, 
a contradiction to the fact that a2 = a +1. Hence ha < ft + 1 , so ah ^ ft and the 
proof is complete. 

Now let A(n) be the number of ah such that ah ^ n. 

LEMMA 4.2. The sequence ak can be defined inductively by a\ = 1 and 
dn+\ = ft + l + A(ft). 

Proof. It is clear that l < a n + i - a n < 2 and that 

n 

a n + i = l + X (flh+i-ûh). 
h = l 

Each term of the above sum is either 1 or 2, so an+i = 1 + n + l£(ft) where K(ft) 
is the number of twos. It is clear from the standard way of generating the ak 

(see §1) that K(n) is the number of bt such that bt < an +i . But by Lemma 4.1, 
we have that K(n) = A(n). This completes the proof. 

We can now prove Theorem 1. By Lemma 4.2 we have an+1-an = 
l + [ A ( n ) - A ( n - l ) ] . The expression in brackets is 1 if n = [ha] for some 
integer h and 0 otherwise. Thus the sequence of differences is, aside from an 
additive constant of 1 (which doesn't really matter), the characteristic function 
of the sequence [ha]. But we can apply the Theorem of §3 to the sequence of 
differences. This completes the proof. 

5. A proof by Markoff's theorem. Let ^ be a real number such that 
0 < f < l , and set / (m) = [(m + l )£]- [m£| . Let 
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be the expansion of £ into a simple contained fraction. Let S(c, d) be the free 
semigroup on the letters c and d. 

DEFINITION 5.1. For m > 1, let cm and dm be the sequences of elements from 
S(c, d) defined inductively by 

(5.2) 

and 

(5.3) 

for m > l . Let 

(5.4) 

Now write 

(5.5) 

Ci = cfc ld, dl = ckd 

Cm + 1 Cm" "m? ^*m + l ^ m m " m 

x=cic2c3-"=nC i* 
i = l 

i = l 

where each g£ is either c or d. 

THEOREM (MARKOFF). For m > 1 we have f(m) = 0 if gm = c and f(m) = l if 
gm = d. 

This result was originally obtained by A. A. Markoff [48] in his investigation 
of a problem of the astronomer J. Bernoulli [6]. The above formulation is from 
Venkov [65, pp. 65-68], who also gives a proof. We shall apply this to the case 

1 1 1 
(5.6) f = 0 - i = _ — — • • • 

k+ k+ k + 
to obtain an alternate proof of our own result. 

DEFINITION 5.2. For WGS(C, d), let w be the word obtained from w by 
replacing each c by ck~xd and each d by ck~xdc. For example, cd = 
ck-xdck-xdc. 

It is clear that WiW2 = ~wï • wi for words w\ and w2 in S(c, d). It is also clear 
that vv makes sense for infinite words w = a1a2a3 • • • where each at is either c 
or d. 

REMARK. We have from (5.2), (5.3), and (5.6) that 

(5.7) d = cfc_1d, c2 = (cfc-1d)k_1cfcd 

and 

(5.8) Cn+2=Cn;lcnCn + i f ° r n ~ 1 -

For the next lemma, consider S(c, d) as imbedded in G(c, d), the free group 
on c and d. 
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LEMMA 5.1. For r>\ we have 

(5.9) cicv+icr1 = ~cr. 

Proof. This is true for r = 1, since 

Ci^cT1 = (c^df^dic^dy1 = {ck-xd)kc 

= (ck-1d)k-1ck-1dc = ck-1d = cl. 

Say it is true for r < n. Then 

C\Cn+2C\ =\C\Cn+\C\ ) (C\CnC\ ) (CiC n + iCi ) 

= \cn Cn-lCfi) = Cn + \ 

and the lemma is proved. 

LEMMA 5.2. For r>\, we have 

(5.10) -
\C\ ' ' ' Cr)C\ — C\C2 ' ' ' Cr+1-

Proof. Multiply both sides by c\x on the right, and apply the previous 
lemma. 

DEFINITION 5.3. Let w1 = c1 and wn+1 = w^. Let €(wn) denote the length of 

wn; that is, the number of letters in wn. For example, €(c3d) = 4. 

LEMMA 5.3. There is a unique infinite word w such that (i) w has C\ as an 
initial segment, and (ii) w = w. In fact, w = x. 

Proof. It is clear that the lengths of the words wn are strictly increasing. 
Since each wn must be an initial segment of w, the infinite word w is unique (if 
it exists). On the other hand, the infinite word x defined in (5.4) begins with C\, 
and x = x follows from Lemma 5.2. Take w = x. This completes the proof. 

We thus have that the sequence {wn} converges to w (with essentially the 
same notion of convergence as in §2). 

LEMMA 5.4. For n>2, we have wn+i = wkwn-1. 

Proof. Define w0 = c. Then wm+1 = wm for m > 0 . Since w2 = (ck'1d)kc = 
wkw0, the lemma is valid for n = 1. Say it is true for n < m. Then 

W m + 2 = Wm + i = W^UVn-i = w L i W m 

and the lemma is proved. 

Since wn-1 = wn(w
kzlwn-2)~

1, we have 

(5.11) wn+1 = wk+\wk
nZ{wn-2y\ 

This shows that wn+1 is an initial segment of the infinite word formed by 
repeated juxtaposition of wn. Thus we once again have our result on shift 
operators. 
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6. Bibliography. Let a > 0 and |8 be real numbers, and let [x] denote the 
greatest integer in x. This bibliography attempts to list all papers concerning 
the sequence [an + (3], n = 1, 2, 3 , . . . , which can be considered as "descen­
dants" of Beatty [5], Markoff [48], and Wythoff [67]. I believe it is complete at 
least up to 1972, but perhaps this is wishful thinking. I would greatly ap­
preciate any further references. A fairly complete bibliography of this area 
should be useful, since it is notorious for the frequency with which known facts 
are rediscovered and republished. 

A quick overview of the subject is given in Coxeter [21]. For more detailed 
introductions to Beatty sequences and WythofFs game, see Niven [52, pp. 
34-45] and Connell [18] respectively. Most (if not all) of the known facts about 
Bernoulli sequences can be found in Venkov [65, pp. 65-68] and Uspensky 
[16, 17]. For research areas which are presently active, see Fraenkel [25-30] 
and Cohn [14-16]. 

The following question seems untouched: for an irrational a > 0, what can be 
said about the second difference of [cm2 + j3]? 

The author thanks A. S. Fraenkel for providing him with references [1, 6, 
27-31, 36, 38, 48, 65] and H. Cohn for [14-16]. 
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