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#### Abstract

We study G-networks with positive and negative customers and signals. We consider two types of signals: they can make a subnetwork of queues operational or down. As signals are sent by queues after a customer service completion, one can model the availability of a sub-network of queues controlled by another network of queues. We prove that under classical assumptions for G-networks and assumptions on the rerouting probabilities when a subnetwork is not operational, the steady-state distribution, if it exists, has a product form steady state distribution. Some examples are given.


## 1. INTRODUCTION

G-networks of queues have been introduced by Gelenbe in [9]. They consist of queues which contains positive (or usual) customers and signals. The first signal studied in the literature is the "negative customer signal" defined in [9]. All the signals studied so far always have some common characteristics: they are created at the end of a customer service in a queue, they route to a queue (not necessarily distinct) and they interact with the queue at their arrival. This interaction is instantaneous. After the interaction takes place, the signal disappears. The interaction may succeed or fail depending on the state or a Bernoulli trial. Signals differ by their effect on the queue they reached. Since Gelenbe's seminal paper, many signals have been studied in the literature: negative customers which delete one usual customer if there exists at least one in the queue, triggers which move a customer form one queue to another one [10] catastrophes which flushes all the customers out of the queue [7], resets which change the state according to a distribution closely related to the steady state [13]. Extensions with multiple classes of customers have been studied [14]. They allow more complex interactions between signals and queues based on the classes of customers and service disciplines: for instance in [3] a signal can change the class of a customer in a network with symmetric queues as defined by Kelly [20]. Despite these synchronized transitions on several queues (end of service and action of signal), the models previously mentioned all have a product form distribution at steady state when it exists. Such a result is proved under usual assumptions about the arrivals of customers of the outside (independent Poisson processes), service time distributions (exponential), open topology and Markov routing. Note that as the effect of a signal can be a local effect followed by the emission of another signal sent to another queue, one may obtain a complex instantaneous transition on several queues with a product form steady-state distribution [8]. Another possible extension of the theory of G-network is to
enrich the types of customers which may react to signal but do not interact anymore with servers (the so-called inert customers introduced in [4]).

G-networks had also motivated many new important results in the theory of queues. As negative customers lead to customer deletions, the original description of quasi-reversibility by arrivals and departures does not hold anymore and extensions of the quasi-reversibility definition had been proposed. At the time being, the description proposed by Chao, Miyazawa, and Pinedo in [2] looks sufficient to study queues with customers and signals. A completely different approach, based on Stochastic Process Algebra, was proposed by Harrison $[17,18]$. The main results (CAT and RCAT theorems and their extensions $[1,17,18]$ ) give some sufficient conditions for product form stationary distributions. This technique clearly has a different range of applications as it allows us to represent component based models which are much more general and more detailed than networks of queues.

Here we use the detailed global balance technique because it looks easier in the context of a network of queues with failed components which change the routing mechanisms. We investigate G-networks of queues with signals which change the availability of a sub-network. Thus a service completion in one queue may lead to the fault of another part of the network. We generalize some of the results obtained by Sauer and Daduna [22] for ordinary queues to G-queues with signals. We also allows more general failure based on the state of the queues: that is, the so-called the structure function to be consistent with Fault Trees terminology. To the best of our knowledge it is the first application of G-networks to model systems with failure of components and we hope that this new result allows us to develop more applications.

Network of positive and negative customers were introduced to model neural networks where neurones exchange inhibitory and exciting signals [11,12]. G-networks and Random Neural Networks were also used in the design of the learning process for Cognitive Packet Networks [15] or application of the Random Neural Networks to quality of service [21]. Currently there are several hundred references devoted to the subject and two books $[2,16]$ provide insight into some of the research issues, developments and applications in the area of networks of queues with customers and signals.

The technical part of the paper is organized as follows. In Section 2, we present the model and the assumptions about the signals and the failures of the subnetworks. Section 3 is devoted to the proof. For the sake of readability, the last steps of the proof are postponed in an appendix. We present some examples in Section 4 before the conclusions.

## 2. G-NETWORKS WITH UNRELIABLE NODES

We consider an open network of queues. The set of queues is partitioned into two subsets $\mathcal{S} 1$ and $\mathcal{S} 2$. Queues in $\mathcal{S} 1$ are reliable while queues in $\mathcal{S} 2$ are subjected to failures. All the queues have one server and the services are exponentially distributed with rate $\mu_{i}$ for queue $i$. The fresh arrival of customers in the queues follow independent Poisson processes with rate $\lambda_{i}$ for queue $i$ except when the system is down (see in the following the definition for a down system). Let $N 2$ be the cardinal of $\mathcal{S} 2$.

The state of a queue in $\mathcal{S} 1$ (say queue $i$ ) is the number of customers in the queue and is denoted as $n_{i}$. The state is a queue in $\mathcal{S} 2$ (say $j$ ) has two components ( $y_{j}$ and $n_{j}$ ):

- $y_{j}$ is a 0,1 value which is 0 when component $j$ is faulty, and 1 otherwise,
- $n_{j}$ is the number of customers in the queues.

We consider a structure function as for a Fault Tree [23], which is a mapping of $(0,1)^{N 2}$ to (TRUE, FALSE). The system is down when the structure function is TRUE, again like in a


Figure 1. Network of unreliable G-queues, the customer movements are represented with thin straight lines, the negative customers by thin dotted lines, the signals by thick dotted lines.

Fault Tree. However, unlike in a Fault Tree, we do not assume that the structure function is coherent. Let $\mathbf{F}(\mathbf{Y})$ be the structure function. The behavior of an arbitrary queue in $\mathcal{S} 2$ only depends on the value of the structure function. Such a structure function generalizes the conjunction function proposed in [22].

The network contains usual and negative customers, and two types of signal (see Fig. 1 for an exemple). The first type of signal change the value of $y_{j}$ to 1 when it arrived to queue $j$ in $\mathcal{S} 2$. It is denoted as a $T$ signal. The other type of signal, denoted as an $F$ signal changes the value of $y_{j}$ to 0 . After changing the value of $y_{j}$, the signals disappear from the network immediately. If the value of $y_{j}$ was already the targeted value of the signal, it has no effect and it vanishes. Signals appear after a service completion of a customer in a queue of $\mathcal{S} 1$ and are routed to queues of $\mathcal{S} 2$.

Negative customers were introduced by Gelenbe in [9]. At their arrival, they delete a customer already in the queue and disappear immediately. If the queue is already empty, a negative customers disappears at its arrival. Without loss of generality we assume that there is no arrivals of negative customers or signals from the outside.

Positive customers are queued, they receive service or are deleted by negative customers. At the completion of a service, they move to another queue. More precisely, at the completion of its service in queue $i$ in $\mathcal{S} 1$, a customer may:

- route as a customer to a queue (say $k$ ) in $\mathcal{S} 1$ or $\mathcal{S} 2$ with probability $P_{i, k}$;
- route as a negative customer to a queue (say $k$ ) in $\mathcal{S} 1$ or $\mathcal{S} 2$ with probability $Q_{i, k}$;
- route as a $T$ signal to a queue (say $j$ ) in $\mathcal{S} 2$ with probability $T_{i, j}$;
- route as a $F$ signal to a queue (say $j$ ) in $\mathcal{S} 2$ with probability $F_{i, j}$;
- leave the system with probability $d_{i}$.

Of course the have the normalization: for all $i$ in $\mathcal{S} 1$

$$
\begin{equation*}
d_{i}+\sum_{k \in \mathcal{S} 1 \cup \mathcal{S} 2} P_{i, k}+\sum_{j \in \mathcal{S} 1 \cup \mathcal{S} 2} Q_{i, k}+\sum_{j \in \mathcal{S} 2} T_{i, j}+\sum_{j \in \mathcal{S} 2} F_{i, j}=1 . \tag{1}
\end{equation*}
$$

The behavior of customers in queues of $\mathcal{S} 2$ is much simpler: at the completion of its service in queue $i$ in $\mathcal{S} 2$, a customer may:

- route as a customer to a queue (say $k$ ) in $\mathcal{S} 2$ with probability $P_{i, k}$;
- route as a negative customer to a queue (say $k$ ) in $\mathcal{S} 2$ with probability $Q_{i, k}$;
- leave the system with probability $d_{i}$.

We also have a normalization equation: for all $i$ in $\mathcal{S} 2$

$$
\begin{equation*}
d_{i}+\sum_{k \in \mathcal{S} 2} P_{i, k}+\sum_{k \in \mathcal{S} 2} Q_{i, k}=1 . \tag{2}
\end{equation*}
$$

When the structure function is TRUE, the system is down and all the queues in $\mathcal{S} 2$ are blocked until the structure function becomes FALSE. No services are allowed and no arrivals of customers are possible (either from the outside or from the queue in $\mathcal{S}$ 1, see below for the consequence of an arrival in that case). Thus is it not possible for a customer to leave a queue in $\mathcal{S} 2$ when this subnetwork is down. The only possible events are the reception of a $T$ signal or a $F$ signal which may change the structure function.

The movement of customers between queues depend on the nature of the customers (positive or negative) and the set of queues involved. The negative customers arriving in a down system are rejected with probability one. We also assume that the customers arriving from $\mathcal{S} 1$ or from the outside to subnetwork $\mathcal{S} 2$ when it is down, are rerouted to $\mathcal{S} 1$ or to the outside according to a distribution of probability. This distribution is the same for all customers and does not depend of the source of the customer. Let $r(i)$ be the probability that a customer arriving a to queue in $\mathcal{S} 2$ while the structure function is TRUE is rerouted to queue $i$ in $\mathcal{S}$. Similarly, let $r 0$ be the probability that such a customer is routed to the outside and leaves the network. We clearly have

$$
r 0+\sum_{i \in \mathcal{S} 1} r(i)=1
$$

For the sake of readability and without loss of generality, we assume that there exist nor arrivals of signals neither arrivals of negative customers from the outside of the network.

## 3. MAIN RESULTS

Let $X_{t}$ be the processes defined by $\left.\left(n_{i}(t)\right)_{i \in \mathcal{S} 1},\left(n_{j}(t)\right)_{j \in \mathcal{S} 2}\right)$. Let us denote by $Y_{t}$, the process $\left.\left(y_{j}(t)\right)_{j \in \mathcal{S} 2}\right)$. Clearly, $\left(X_{t}, Y_{t}\right)$ is a Markov chain.

We also assume that if all queue in $\mathcal{S} 2$ receives both $F$ signals and $T$ signals: for all $j \in \mathcal{S} 2$,

$$
\sum_{i \in \mathcal{S} 1} T(i, j) \neq 0 \quad \text { and } \quad \sum_{i \in \mathcal{S} 1} F(i, j) \neq 0 .
$$

This is a necessary condition for the irreducibility of the chain.
Notation: $e_{i}$ is an integer vector of the appropriate size the entries of which are all zero except entry $i$ which is equal to $1 . Y \odot(j, L o)$ denotes the vector $Y$ with entry $j$ equals to value $L o$.

Theorem 3.1: Assume that $\left(X_{t}, Y_{y}\right)$ is ergodic, If the following relations hold

$$
\begin{equation*}
r(i)=\frac{\sum_{k \in \mathcal{S} 2} \mu_{k} \rho_{k} P_{k, i}}{\sum_{j \in \mathcal{S} 2} \lambda_{j}+\sum_{k \in \mathcal{S} 1} \mu_{k} \rho_{k} \sum_{j \in \mathcal{S} 2} P_{k, j}}, \tag{3}
\end{equation*}
$$

and

$$
\begin{equation*}
r 0=\frac{\sum_{k \in \mathcal{S} 2} \mu_{k} \rho_{k} d_{k}+\sum_{k \in \mathcal{S} 2} \sum_{j \in \mathcal{S} 2} \mu_{j} \rho_{j} Q_{j, k}+\sum_{k \in \mathcal{S} 2} \sum_{j \in \mathcal{S} 2} \mu_{j} \rho_{j} \rho_{k} Q_{j, k}}{+\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} \rho_{i} \rho_{j} Q_{i, j}}, \tag{4}
\end{equation*}
$$

then the Markov chain has a product form steady-state distribution. More precisely

$$
\begin{equation*}
\pi(X, Y)=C \prod_{i \in \mathcal{S} 1}\left(1-\rho_{i}\right)\left(\rho_{i}\right)^{x_{i}} \prod_{j \in \mathcal{S} 2}\left(1-\rho_{j}\right)\left(\rho_{j}\right)^{x_{j}}\left(\beta_{j}\right)^{y_{j}}\left(1-\beta_{j}\right)^{1-y_{j}} \tag{5}
\end{equation*}
$$

where, $C$ is a normalization constant and for all $i \in \mathcal{S} 1$,

$$
\begin{equation*}
\rho_{i}=\frac{\lambda_{i}+\sum_{k \in \mathcal{S} 1 \cup \mathcal{S} 2} \mu_{k} \rho_{k} P_{k, i}}{\mu_{i}+\sum_{k \in \mathcal{S} 1} \mu_{k} \rho_{k} Q_{k, i}} \tag{6}
\end{equation*}
$$

and for all $j \in \mathcal{S} 2$,

$$
\begin{equation*}
\rho_{j}=\frac{\lambda_{j}+\sum_{k \in \mathcal{S} 1 \cup \mathcal{S} 2} \mu_{k} \rho_{k} P_{k, j}}{\mu_{j}+\sum_{k \in \mathcal{S} 1 \cup \mathcal{S} 2} \mu_{k} \rho_{k} Q_{k, j}}, \tag{7}
\end{equation*}
$$

and for all $j \in \mathcal{S} 2$,

$$
\begin{equation*}
\beta_{j}=\frac{\sum_{i \in \mathcal{S} 1} \mu_{i} \rho_{i} T_{i, j}}{\sum_{i \in \mathcal{S} 1} \mu_{i} \rho_{i} T_{i, j}+\sum_{i \in \mathcal{S} 1} \mu_{i} \rho_{i} F_{i, j}} . \tag{8}
\end{equation*}
$$

Proof: it is based on the Chapman-Kolmogorov equation for the steady state. First, let us write the equation and then we will check the guessed solution given by Eqs. (6)-(8). Note that in the following equation all the terms implying a queue in subnetwork $\mathcal{S} 2$ must take into account if the subnetwork is operational or not. As the global balance equation is rather complex, we label all the terms. They receive a label with a $L$ prefix for the left-hand side and with a $R$ prefix with the right-hand side. The labels are then used to describe how we perform algebraic manipulations to avoid to write the loyal balance equation.

The first three terms of the left-hand side describe the arrivals of customers form the outside while the last two models the services. The arrivals occur without constraint in subnetwork $\mathcal{S} 1$, but it is only possible to enter a queue in $\mathcal{S} 2$ when subnetwork $\mathcal{S} 2$ s operating. Finally, we have to take into account the fresh arrivals coming to subnetwork $\mathcal{S} 2$ which are rerouted to $\mathcal{S} 1$ (Term [L3]).

Let us now describe the right-hand side. The first three terms describe the arrivals in subnetwork $\mathcal{S} 1$ [R1], subnetwork $\mathcal{S} 2$ [R2], or subnetwork $\mathcal{S} 1$ after being rejected in $\mathcal{S} 2$ because it is not operational [R3]. The terms [R4] and [R5] represent the departure of
customers from respectively subnetwork $\mathcal{S} 1$ and $\mathcal{S} 2$.

$$
\begin{align*}
\pi(X, Y) & \left(\sum_{i \in \mathcal{S} 1} \lambda_{i}+\sum_{j \in \mathcal{S} 2} \lambda_{j} \mathbf{1}_{\mathbf{n o t}} \mathbf{F}(\mathbf{Y})+\sum_{j \in \mathcal{S} 2} \lambda_{j}(1-r 0) \mathbf{1}_{\mathbf{F}(\mathbf{Y})}\right.  \tag{L1,L2,L3}\\
& \left.+\sum_{i \in \mathcal{S} 1} \mu_{i} \mathbf{1}_{\mathbf{x}_{\mathbf{i}}>\mathbf{0}}+\sum_{j \in \mathcal{S} 2} \mu_{j} \mathbf{1}_{\mathbf{x}_{\mathbf{j}}>\mathbf{0}} \mathbf{1}_{\text {not } \mathbf{F}(\mathbf{Y})}\right)  \tag{L4,L5}\\
= & \sum_{i \in \mathcal{S} 1} \lambda_{i} \mathbf{1}_{\mathbf{x}_{\mathbf{i}}>\mathbf{0}} \pi\left(X-e_{i}, Y\right)  \tag{R1}\\
& +\sum_{j \in \mathcal{S} 2} \lambda_{j} \mathbf{1}_{\mathbf{x}_{\mathbf{j}}>\mathbf{0}} \pi\left(X-e_{j}, Y\right) \mathbf{1}_{\mathbf{n o t} \mathbf{F}(\mathbf{Y})}  \tag{R2}\\
& +\sum_{j \in \mathcal{S} 2} \lambda_{j} \sum_{i \in \mathcal{S} 1} \mathbf{1}_{\mathbf{x}_{\mathbf{i}}>\mathbf{0}} \pi\left(X-e_{i}, Y\right) \mathbf{1}_{\mathbf{F}(\mathbf{Y})} r(i)  \tag{R3}\\
& +\sum_{i \in \mathcal{S} 1} \mu_{i} d_{i} \pi\left(X+e_{i}, Y\right)  \tag{R4}\\
& +\sum_{j \in \mathcal{S} 2} \mu_{j} d_{j} \pi\left(X+e_{j}, Y\right) \mathbf{1}_{\mathbf{n o t}} \mathbf{F}(\mathbf{Y})  \tag{R5}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 1} \mu_{i} P_{i, k} \pi\left(X+e_{i}-e_{k}, Y\right) \mathbf{1}_{\mathbf{x}_{\mathbf{k}}>\mathbf{0}}  \tag{R6}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 1} \mu_{i} Q_{i, k} \pi\left(X+e_{i}+e_{k}, Y\right)  \tag{R7}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 1} \mu_{i} Q_{i, k} \pi\left(X+e_{i}, Y\right) \mathbf{1}_{\mathbf{x}_{\mathbf{k}}=\mathbf{0}}  \tag{R8}\\
& +\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{j} P_{j, k} \pi\left(X+e_{j}-e_{k}, Y\right) \mathbf{1}_{\mathbf{n o t}} \mathbf{F}(\mathbf{Y})  \tag{R9}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 1} \mu_{i} \pi\left(X+e_{i}-e_{k}, Y\right) P_{i, j} r(k) \mathbf{1}_{\mathbf{F}(\mathbf{Y})} \mathbf{1}_{\mathbf{x}_{\mathbf{k}}>\mathbf{0}}  \tag{R10}\\
& +\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{j} Q_{j, k} \pi\left(X+e_{j}+e_{k}, Y\right) \mathbf{1}_{\text {not }} \mathbf{F}(\mathbf{Y})  \tag{R11}\\
& +\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{j} Q_{j, k} \pi\left(X+e_{j}, Y\right) \mathbf{1}_{\mathbf{n o t}} \mathbf{F}(\mathbf{Y}) \mathbf{1}_{\mathbf{x}_{\mathbf{k}}=\mathbf{0}}  \tag{R12}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} P_{i, j} \pi\left(X+e_{i}-e_{j}, Y\right) \mathbf{1}_{\mathbf{x}_{\mathbf{j}}>\mathbf{0}} \mathbf{1}_{\text {not }} \mathbf{F}(\mathbf{Y})  \tag{R13}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} Q_{i, j} \pi\left(X+e_{i}+e_{j}, Y\right) \mathbf{1}_{\mathbf{n o t}} \mathbf{F}(\mathbf{Y})  \tag{R14}\\
& +\sum_{j \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} Q_{i, j} \pi\left(X+e_{i}, Y\right) \mathbf{1}_{\mathbf{n o t}} \mathbf{F}(\mathbf{Y}) \mathbf{1}_{\mathbf{x}_{\mathbf{j}}=\mathbf{0}}  \tag{R15}\\
& \mu_{i} Q_{i, j} \pi\left(X+e_{i}, Y\right) \mathbf{1}_{\mathbf{F}(\mathbf{Y})}  \tag{R16}\\
&
\end{align*}
$$

$$
\begin{align*}
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} \pi\left(X+e_{i}, Y\right) P_{i, j} r 0 \mathbf{1}_{\mathbf{F}(\mathbf{Y})}  \tag{R17}\\
& +\sum_{j \in \mathcal{S} 2} \sum_{i \in \mathcal{S} 1} \mu_{j} P_{j, i} \pi\left(X+e_{j}-e_{i}, Y\right) \mathbf{1}_{\mathbf{n o t} \mathbf{F}(\mathbf{Y})} \mathbf{1}_{\mathbf{x}_{\mathbf{i}}>\mathbf{0}}  \tag{R18}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} T_{i, j} \mathbf{1}_{\mathbf{y}_{\mathbf{j}}=\mathbf{1}}\left(\pi\left(X+e_{i}, Y \odot(j, 0)\right)+\pi\left(X+e_{i}, Y \odot(j, 1)\right)\right.  \tag{R19}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} F_{i, j} \mathbf{1}_{\mathbf{y}_{\mathbf{j}}=\mathbf{0}}\left(\pi\left(X+e_{i}, Y \odot(j, 0)\right)+\pi\left(X+e_{i}, Y \odot(j, 1)\right)\right) . \tag{R20}
\end{align*}
$$

Terms [R6] to [R14] are associated to the same set of events, but differ by the subnetworks involved in the migration of customers. More precisely, Term [R6] models the end of service for a customer in $\mathcal{S} 1$ followed by a migration in $\mathcal{S} 1$. Terms [R7] and [R8] represent the end of service followed by a migration in $\mathcal{S} 1$ as a negative customer which succeeds [R7] or which fails because the queue is empty [R8]. Terms [R9] to [R11] models the same events for both queues in $\mathcal{S} 2$, while Terms [R12] to [R14] describe the same set of events when it is originated in $\mathcal{S} 1$ and the destination is in $\mathcal{S} 2$ and $B$ is operational. Term [R15] models an end of service in $\mathcal{S} 1$ followed by a migration of a negative customer to $\mathcal{S} 2$ when subnetwork $B$ is not operational. Remember that the negative customer is dropped. Similarly, Terms [R16] and [R17] model an end of service in $\mathcal{S} 1$ followed by a tentative of migration to a queue in $\mathcal{S} 2$ when subnetwork $\mathcal{S} 2$ is not operational. Thus, the customers are sent in another queue of $\mathcal{S} 1[\mathrm{R} 16]$ or sent to the outside [R17].

Term [R18] represents the migration of a customer from a queue in $\mathcal{S} 2$ to a queue in $\mathcal{S} 1$. Remember that there is no negative customer migration from $\mathcal{S} 2$ to $\mathcal{S} 1$. Finally, Terms [R19] and [R20] describe the generation of signals at the completion of a customer service in a queue of $\mathcal{S} 1$ moving to a queue of $\mathcal{S} 2$. The first one represents the $T$ signal while the last one models the F signal.

We divide both terms by $\pi(X, Y)$ and use the multiplicative form for the steady-state solution (i.e., Eq. (5)) and perform the following simplifications:

$$
\begin{align*}
& \frac{\pi\left(X+e_{i}, Y\right)}{\pi(X, Y)}= \rho_{i}, \quad \frac{\pi(X, Y \odot(j, 1))}{\pi(X, Y)}=\mathbf{1}_{\mathbf{y}_{\mathbf{j}}=\mathbf{1}}+\frac{\beta_{j}}{1-\beta_{j}} \mathbf{1}_{\mathbf{y}_{\mathbf{j}}=\mathbf{0}}, \\
& \frac{\pi(X, Y \odot(j, 0))}{\pi(X, Y)}= \mathbf{1}_{\mathbf{y}_{\mathbf{j}}=\mathbf{0}}+\frac{1-\beta_{j}}{\beta_{j}} \mathbf{1}_{\mathbf{y}_{\mathbf{j}}=\mathbf{1}}, \quad \frac{\pi\left(X+e_{i}, 1\right)}{\pi(X, Y)}=\rho_{i}\left(\mathbf{1}_{\mathbf{y}_{\mathbf{j}}=\mathbf{1}}+\frac{\beta_{j}}{1-\beta_{j}} \mathbf{1}_{\mathbf{y}_{\mathbf{j}}=\mathbf{0}}\right) . \\
& \sum_{i \in \mathcal{S} 1} \lambda_{i}+\sum_{j \in \mathcal{S} 2} \lambda_{j} \mathbf{1}_{\mathbf{n o t} \mathbf{F}(\mathbf{Y})}+\sum_{j \in \mathcal{S} 2} \lambda_{j}(1-r 0) \mathbf{1}_{\mathbf{F}(\mathbf{Y})}  \tag{L1,L2,L3}\\
&+\sum_{i \in \mathcal{S} 1} \mu_{i} \mathbf{1}_{\mathbf{x}_{\mathbf{i}}>\mathbf{0}}+\sum_{j \in \mathcal{S} 2} \mu_{j} \mathbf{1}_{\mathbf{x}_{\mathbf{j}}>\mathbf{0}} \mathbf{1}_{\mathbf{n o t} \mathbf{F}(\mathbf{Y})}  \tag{L4,L5}\\
&= \sum_{i \in \mathcal{S} 1} \lambda_{i} \frac{1}{\rho_{i}} \mathbf{1}_{\mathbf{x}_{\mathbf{i}}>\mathbf{0}}  \tag{R1}\\
&+\sum_{j \in \mathcal{S} 2} \lambda_{j} \frac{1}{\rho_{j}} \mathbf{1}_{\mathbf{x}_{\mathbf{j}}>\mathbf{0}} \mathbf{1}_{\mathbf{n o t} \mathbf{F}(\mathbf{Y}), \mathrm{L} 3}  \tag{R2}\\
&+\sum_{j \in \mathcal{S} 2} \lambda_{j} \sum_{i \in \mathcal{S} 1} \frac{1}{\rho_{i}} \mathbf{1}_{\mathbf{x}_{\mathbf{i}}>\mathbf{0}} \mathbf{1}_{\mathbf{F}(\mathbf{Y})} r(i) \tag{R3}
\end{align*}
$$

$$
\begin{align*}
& +\sum_{i \in \mathcal{S} 1} \mu_{i} d_{i} \rho_{i}  \tag{R4}\\
& +\sum_{j \in \mathcal{S} 2} \mu_{j} d_{j} \rho_{j} \mathbf{1}_{\text {not }} \mathbf{F}(\mathbf{Y})  \tag{R5}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 1} \mu_{i} P_{i, k} \frac{\rho_{i}}{\rho_{k}} \mathbf{1}_{\mathbf{x}_{\mathbf{k}}>\mathbf{0}}  \tag{R6}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 1} \mu_{i} Q_{i, k} \rho_{i} \rho_{k}  \tag{R7}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 1} \mu_{i} Q_{i, k} \rho_{i} \mathbf{1}_{\mathbf{x}_{\mathbf{k}}=\mathbf{0}}  \tag{R8}\\
& +\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{j} P_{j, k} \frac{\rho_{j}}{\rho_{k}} \mathbf{1}_{\text {not } \mathbf{F}(\mathbf{Y})} \mathbf{1}_{\mathbf{x}_{\mathbf{k}}>\mathbf{0}}  \tag{R9}\\
& +\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{j} Q_{j, k} \rho_{j} \rho_{k} \mathbf{1}_{\text {not }} \mathbf{F}(\mathbf{Y})  \tag{R10}\\
& +\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{j} Q_{j, k} \rho_{j} \mathbf{1}_{\mathbf{x}_{\mathbf{k}}=\mathbf{0}} \mathbf{1}_{\text {not }} \mathbf{F}(\mathbf{Y})  \tag{R11}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} P_{i, j} \frac{\rho_{i}}{\rho_{j}} \mathbf{1}_{\mathbf{x}_{\mathbf{j}}>\mathbf{0}} \mathbf{1}_{\text {not }} \mathbf{F}(\mathbf{Y})  \tag{R12}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} Q_{i, j} \rho_{j} \rho_{i} \mathbf{1}_{\text {not }} \mathbf{F}(\mathbf{Y})  \tag{R13}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} Q_{i, j} \rho_{i} \mathbf{1}_{\text {not } \mathbf{F}(\mathbf{Y})} \mathbf{1}_{\mathbf{x}_{\mathbf{j}}=\mathbf{0}}  \tag{R14}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} Q_{i, j} \rho_{i} \mathbf{1}_{\mathbf{F}(\mathbf{Y})}  \tag{R15}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 1} \mu_{i} \frac{\rho_{i}}{\rho_{k}} P_{i, j} r(k) \mathbf{1}_{\mathbf{F}(\mathbf{Y})} \mathbf{1}_{\mathbf{x}_{\mathbf{k}}>\mathbf{0}}  \tag{R16}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} \rho_{i} P_{i, j} r 0 \mathbf{1}_{\mathbf{F}(\mathbf{Y})}  \tag{R17}\\
& +\sum_{j \in \mathcal{S} 2} \sum_{i \in \mathcal{S} 1} \mu_{j} P_{j, i} \frac{\rho_{j}}{\rho_{i}} \mathbf{1}_{\text {not } \mathbf{F}(\mathbf{Y})} \mathbf{1}_{\mathbf{x}_{\mathbf{i}}>\mathbf{0}}  \tag{R18}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} \rho_{i} T_{i, j} \mathbf{1}_{\mathbf{y}_{\mathbf{j}}=\mathbf{1}}\left(1+\frac{1-\beta_{j}}{\beta_{j}}\right)  \tag{R19}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} \rho_{i} F_{i, j} \mathbf{1}_{\mathbf{y}_{\mathbf{j}}=\mathbf{0}}\left(1+\frac{\beta_{j}}{1-\beta_{j}}\right) . \tag{R20}
\end{align*}
$$

Some results are proved in the following Lemmas. The complete proof is postponed in an appendix.

Lemma 3.1: We have:

$$
[\mathrm{R} 19]+[\mathrm{R} 20]=\sum_{j \in \mathcal{S} 2} \sum_{i \in \mathcal{S} 1} \mu_{i} \rho_{i}\left(T_{i, j}+F_{i, j}\right) .
$$

Let us now consider Eq. (8) which defines $\beta_{j}$. After substitution in [R19] we get:

$$
\begin{aligned}
\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} \rho_{i} T_{i, j} \mathbf{1}_{\mathbf{y}_{\mathbf{j}}=\mathbf{1}}\left(\frac{1}{\beta_{j}}\right) & =\sum_{j \in \mathcal{S} 2} \mathbf{1}_{\mathbf{y}_{\mathbf{j}}=\mathbf{1}}\left(\frac{1}{\beta_{j}}\right) \sum_{i \in \mathcal{S} 1} \mu_{i} \rho_{i} T_{i, j} \\
& =\sum_{j \in \mathcal{S} 2} \mathbf{1}_{\mathbf{y}_{\mathbf{j}}=\mathbf{1}}\left(\sum_{i \in \mathcal{S} 1} \mu_{i} \rho_{i} T_{i, j}+\sum_{i \in \mathcal{S} 1} \mu_{i} \rho_{i} F_{i, j}\right) .
\end{aligned}
$$

Similarly, with [R20], we get:

$$
\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} \rho_{i} F_{i, j} \mathbf{1}_{\mathbf{y}_{\mathbf{j}}=\mathbf{0}}\left(\frac{1}{1-\beta_{j}}\right)=\sum_{j \in \mathcal{S} 2} \mathbf{1}_{\mathbf{y}_{\mathbf{j}}=\mathbf{0}}\left(\sum_{i \in \mathcal{S} 1} \mu_{i} \rho_{i} T_{i, j}+\sum_{i \in \mathcal{S} 1} \mu_{i} \rho_{i} F_{i, j}\right) .
$$

As $\mathbf{1}_{\mathbf{y}_{\mathbf{j}}=\mathbf{0}}+\mathbf{1}_{\mathbf{y}_{\mathbf{j}}=\mathbf{1}}=1$ for all states, the proof is complete.
Property 3.1: Clearly, $\mathbf{1}_{\mathbf{x}_{\mathbf{k}}=\mathbf{0}}=1-\mathbf{1}_{\mathbf{x}_{\mathbf{k}}>\mathbf{0}}$. Thus we substitute this trivial relation in all the terms containing $\mathbf{1}_{\mathbf{x}_{\mathbf{k}}=\mathbf{0}}$. The negative terms are moved to the left-hand side. The property is applied to [R14], R[11] and [R8].

Application to [R14]:

$$
\begin{aligned}
{[\mathrm{R} 14] } & =\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} Q_{i, j} \rho_{i} \mathbf{1}_{\text {not } \mathbf{F}(\mathbf{Y})} \mathbf{1}_{\mathbf{x}_{\mathbf{j}}=\mathbf{0}} \\
& =\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} Q_{i, j} \rho_{i} \mathbf{1}_{\text {not } \mathbf{F}(\mathbf{Y})}-\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} Q_{i, j} \rho_{i} \mathbf{1}_{\text {not } \mathbf{F}(\mathbf{Y})} \mathbf{1}_{\mathbf{x}_{\mathbf{j}}>\mathbf{0}} .
\end{aligned}
$$

The first term is gathered with [R15] to get

$$
[\mathrm{R} 15]=\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} Q_{i, j} \rho_{i},
$$

and [R14] is canceled. The second term is moved to the left-hand side and added with [L5].

$$
[\mathrm{L} 5]=\sum_{j \in \mathcal{S} 2} \mathbf{1}_{\mathbf{x}_{\mathbf{j}}>\mathbf{0}} \mathbf{1}_{\mathbf{n o t}}^{\mathbf{F}(\mathbf{Y})}\left(\mu_{j}+\sum_{i \in \mathcal{S} 1} \mu_{i} Q_{i, j} \rho_{i}\right) .
$$

Application to [R11]:
We perform the same operation and we get a new value for [L5] and [R11].

$$
[\mathrm{R} 11]=\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{j} Q_{j, k} \rho_{j} \mathbf{1}_{\text {not }} \mathbf{F}(\mathbf{Y})
$$

The second term is moved to the left-hand side and added with [L5] after a permutation of indices.

$$
[\mathrm{L} 5]=\sum_{j \in \mathcal{S} 2} \mathbf{1}_{\mathbf{x}_{\mathbf{j}}>\mathbf{0}} \mathbf{1}_{\mathbf{n o t}} \mathbf{F}(\mathbf{Y})\left(\mu_{j}+\sum_{i \in \mathcal{S} 1} \mu_{i} \rho_{i} Q_{i, j}+\sum_{k \in \mathcal{S} 2} \mu_{k} \rho_{k} Q_{k, j}\right) .
$$

Application to [R8]:

With a similar manipulation, we obtain:

$$
[\mathrm{R} 8]=\sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 1} \mu_{i} \rho_{i} Q_{i, k}
$$

The second term is moved to the left-hand side and added with [L5] after a permutation of indices.

$$
[\mathrm{L} 4]=\sum_{i \in \mathcal{S} 1} \mathbf{1}_{\mathbf{x}_{\mathbf{i}}>\mathbf{0}}\left(\mu_{j}+\sum_{i \in \mathcal{S} 1} \mu_{k} \rho_{k} Q_{k, i}\right)
$$

We now show how the rerouting probabilities when the subnetwork is down can be taken into account. Let us begin with $r(i)$.

Property 3.2: Let us add [R3] and [R16] and factorize after a permutation of indices.

$$
[\mathrm{R} 3]+[\mathrm{R} 16]=\mathbf{1}_{\mathbf{F}(\mathbf{Y})} \sum_{i \in \mathcal{S} 1} \frac{r(i)}{\rho_{i}} \mathbf{1}_{\mathbf{x}_{\mathbf{i}}>\mathbf{0}}\left(\sum_{j \in \mathcal{S} 2} \lambda_{j}+\sum_{k \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{k} \rho_{k} P_{k, j}\right)
$$

After substitution of the value of $r(i)$ from Eq. (3), we get:

$$
[\mathrm{R} 3]+[\mathrm{R} 16]=\mathbf{1}_{\mathbf{F}(\mathbf{Y})} \sum_{i \in \mathcal{S} 1} \frac{1}{\rho_{i}} \mathbf{1}_{\mathbf{x}_{\mathbf{i}}>\mathbf{0}} \sum_{j \in \mathcal{S} 2} \mu_{j} \rho_{j} P_{j, i} .
$$

After addition with [R18], the step function $\mathbf{1}_{\mathbf{F}(\mathbf{Y})}$ vanishes:

$$
[\mathrm{R} 3]+[\mathrm{R} 16]+[\mathrm{R} 18]=\sum_{i \in \mathcal{S} 1} \frac{1}{\rho_{i}} \mathbf{1}_{\mathbf{x}_{\mathbf{i}}>\mathbf{0}} \sum_{j \in \mathcal{S} 2} \mu_{j} \rho_{j} P_{j, i}
$$

Consider now $r 0$
Property 3.3: In a first step, we rewrite [L3] as follows:

$$
[\mathrm{L} 3]=\sum_{j \in \mathcal{S} 2} \lambda_{j}(1-r 0) \mathbf{1}_{\mathbf{F}(\mathbf{Y})}=\sum_{j \in \mathcal{S} 2} \lambda_{j} \mathbf{1}_{\mathbf{F}(\mathbf{Y})}-\sum_{j \in \mathcal{S} 2} \lambda_{j} r 0 \mathbf{1}_{\mathbf{F}(\mathbf{Y})} .
$$

The first term is added to [L2] which becomes $\sum_{j \in \mathcal{S} 2} \lambda_{j}$. The second term is moved to the right-hand side and added to [R17] which becomes:

$$
[\mathrm{R} 17]=\sum_{j \in \mathcal{S} 2} \mathbf{1}_{\mathbf{F}(\mathbf{Y})} r(0)\left(\lambda_{j}+\sum_{i \in \mathcal{S} 1} \mu_{i} \rho_{i} P_{i, j}\right)
$$

Taking into account the definition of $r 0$ in Eq. (4) we get:

$$
\begin{aligned}
{[\mathrm{R} 17]=} & \mathbf{1}_{\mathbf{F}(\mathbf{Y})}\left(\sum_{k \in \mathcal{S} 2} \mu_{k} \rho_{k} d_{k}+\sum_{k \in \mathcal{S} 2} \sum_{j \in \mathcal{S} 2} \mu_{j} \rho_{j} Q j k\right. \\
& \left.+\sum_{k \in \mathcal{S} 2} \sum_{j \in \mathcal{S} 2} \mu_{j} \rho_{j} \rho_{k} Q j k+\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} \rho_{i} \rho_{j} Q i j\right) .
\end{aligned}
$$

The first term is added to [R5] to obtain:

$$
[\mathrm{R} 5]=\sum_{j \in \mathcal{S} 2} \mu_{j} d_{j} \rho_{j}
$$

The second term is added to [R11] and we get (do not forget that [R11] has already been changed using Property 3.1):

$$
[\mathrm{R} 11]=\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{j} \rho_{j} Q_{j, k}
$$

The third term is added to [R10] which becomes:

$$
[\mathrm{R} 10]=\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{j} \rho_{j} \rho_{k} Q_{j, k} .
$$

Finally, the fourth term is added to [R13] and we get:

$$
[\mathrm{R} 13]=\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} \rho_{i} \rho_{j} Q_{i, j} .
$$

It is important to remark that after this step, all the step function $\mathbf{1}_{\mathbf{F}(\mathbf{Y})}$ or $\mathbf{1}_{\mathrm{not}} \mathbf{F}(\mathbf{Y})$ have disappeared from the balance equation.

Lemma 3.2: The following relation (i.e., Eq. (9)) is the flow equation of the model.

$$
\begin{align*}
\sum_{i \in \mathcal{S} 1} \lambda_{i}+\sum_{j \in \mathcal{S} 2} \lambda_{j}= & \sum_{i \in \mathcal{S} 1} \mu_{i} \rho_{i} d_{i}+\sum_{j \in \mathcal{S} 2} \mu_{j} \rho_{j} d_{j}+\sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 1} \mu_{i} \rho_{i} \rho_{k} Q_{i, k}+\sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 1} \mu_{i} \rho_{i} Q_{i, k} \\
& +\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{j} \rho_{j} \rho_{k} Q_{j, k}+\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{j} \rho_{j} Q_{j, k}+\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} \rho_{i} \rho_{j} Q_{i, j} \\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} \rho_{i} Q_{i, j}+\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} \rho_{i} \rho_{j}\left(T_{i, j}+F_{i, j}\right) . \tag{9}
\end{align*}
$$

Note that this equation has a simple physical interpretation. Assume that the structure function is always FALSE. The left-hand side describes the arrivals of customer from the outside in both subnetworks while the right-hand side describe the various ways a customer can leave the network and go back to the outside: usual departure, deletion by a negative customers, transformation into a negative customer and transformation into a signal.

Proof: Consider Eq. (6). After multiplication of both sides of the equation by the denominator and summation for all $\in \mathcal{S} 1$ we get:

$$
\sum_{i \in \mathcal{S} 1} \mu_{i} \rho_{i}+\sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 1} \mu_{k} \rho_{k} \rho_{i} Q_{k, i}=\sum_{i \in \mathcal{S} 1} \lambda_{i}+\sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 1} \mu_{k} \rho_{k} P_{k, i}+\sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 2} \mu_{k} \rho_{k} P_{k, i}
$$

Similarly, using Eq. (7) for all $j \in \mathcal{S} 2$,

$$
\begin{gathered}
\sum_{j \in \mathcal{S} 2} \mu_{j} \rho_{j}+\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 1} \mu_{k} \rho_{k} Q_{k, j} \rho_{j}+\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{k} \rho_{k} Q_{k, j} \rho_{j} \\
=\sum_{j \in \mathcal{S} 2} \lambda_{j}+\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 1} \mu_{k} \rho_{k} P_{k, j}+\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{k} \rho_{k} P_{k, j}
\end{gathered}
$$

Thus, after reordering, and some permutation of indices,

$$
\begin{align*}
\sum_{i \in \mathcal{S} 1} \lambda_{i}+\sum_{j \in \mathcal{S} 2} \lambda_{j}= & \sum_{i \in \mathcal{S} 1} \mu_{i} \rho_{i}\left(1-\sum_{k \in \mathcal{S} 1} P_{i, k}-\sum_{k \in \mathcal{S} 2} P_{i, k}\right) \\
& +\sum_{j \in \mathcal{S} 2} \mu_{j} \rho_{j}\left(1-\sum_{k \in \mathcal{S} 1} P_{j, k}-\sum_{k \in \mathcal{S} 2} P_{j, k}\right)+\sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 1} \mu_{i} \rho_{i} \rho_{k} Q_{i, k} \\
& +\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{j} \rho_{j} \rho_{k} Q_{j, k}+\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} \rho_{i} \rho_{j} Q_{i, j} \tag{10}
\end{align*}
$$

After substitution using the normalization equations (i.e., Eqs. (1) and (2)) we get Eq. (9).

And to complete the characterization of the steady-state distribution, one can easily obtain the two following properties.

Property 3.4: The normalization constant $C$ is equal to 1 .

Proof: By summation for the probability for all the states of the Markov chain.
Property 3.5: The parameters $\rho_{i}, i \in \mathcal{S} 1$ and $\rho_{j}$ for $j \in \mathcal{S} 2$ can be computed with the envelope algorithm presented in [5].

Proof: Indeed, even if the model is quite different, the flow equation on parameters $\rho_{i}$, $i \in \mathcal{S} 1$ and $\rho_{j}$ for $j \in \mathcal{S} 2$ are the same that the ones studied by Gelenbe for networks of queues with negative customers [9]. The algorithm developed in [5] is proved to solve these flow equations and it can be used here. The fact that several models of queues with signals may exhibit the same flow equations had already been mentioned in [6] and it was suggested that it can give some highlights on the models which have a steady-state distribution with a multiplicative form.

It is worthy to remark that the way that the parameters $r 0$ and $r(i)$ are related to the loads of the queues has a physical interpretation. Indeed, combining the normalization of probabilities with Eqs. (3) and (4), we obtain:

$$
\begin{aligned}
\sum_{j \in \mathcal{S} 2} \lambda_{j}+\sum_{k \in \mathcal{S} 1} \mu_{k} \rho_{k} \sum_{j \in \mathcal{S} 2} P_{k, j}= & \sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 2} \mu_{k} \rho_{k} P_{k, i}+\sum_{k \in \mathcal{S} 2} \mu_{k} \rho_{k} d_{k}+\sum_{k \in \mathcal{S} 2} \sum_{j \in \mathcal{S} 2} \mu_{j} \rho_{j} Q_{j, k} \\
& +\sum_{k \in \mathcal{S} 2} \sum_{j \in \mathcal{S} 2} \mu_{j} \rho_{j} \rho_{k} Q_{j, k}+\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} \rho_{i} \rho_{j} Q_{i, j},
\end{aligned}
$$

and this relation is a flow equation for subnetwork $\mathcal{S} 2$ when it is operational. The left-hand side describes the incoming customers (either fresh customers or migration from $\mathcal{S} 1$ ), while the right-hand side represents all the possibilities for a customer to leave $\mathcal{S} 2$ either by a deletion due to the arrival of a negative customer coming from $\mathcal{S} 1$ or $\mathcal{S} 2$, or after a service followed by a migration, a departure, or a transformation into a negative customer. Clearly, these assumptions on $r 0$ and $r(i)$ make the flows during periods of failures consistent with the lows during availability periods.


Figure 2. Topology for Example 1: the customer movements are represented with thin straight lines, the negative customers by thin dotted lines, the signals by thick dotted lines.

## 4. EXAMPLES

We present two examples to describe in a more detailed manner the various possibilities for the structure function and the rerouting mechanisms.

### 4.1. Rejecting Positive Customers in a Blocked Sub-Network

In this first example, we present a model where the structure function is more complex than a simple conjunction and a routing matrix which implies that the positive customers are rejected when the sub-network is not operational. More precisely, we assume that subnetworks $\mathcal{S} 1$ and $\mathcal{S} 2$ contain respectively 2 and 3 queues (see Fig. 2), labeled 1 to 2 for $\mathcal{S} 1$ and 3 to 5 for $\mathcal{S} 2$. We also assume that the structure function is $y_{4} O R\left(y_{5} A N D y_{3}\right)$. This is typically a structure function associated with a Fault Tree and it is much more general than a conjunction of the boolean values.

We assume that there is no positive customer migration from $\mathcal{S} 2$ to $\mathcal{S} 1: P_{j, i}=0$ for all $j$ in $\mathcal{S} 2$ and $i$ in $\mathcal{S} 1$. Therefore, according to Eqs. (4) and (3), we have $r(i)=0$ for all $i$ in $\mathcal{S} 1$ and $r 0=1$ because of the normalization. All the customers sent to $\mathcal{S} 2$ are rejected when $\mathcal{S} 2$ is not operational.

For that model, the fixed point equation on $\rho_{k}$ becomes: for all $i \in \mathcal{S} 1$,

$$
\begin{equation*}
\rho_{i}=\frac{\lambda_{i}+\sum_{k=1}^{2} \mu_{k} \rho_{k} P_{k, i}}{\mu_{i}+\sum_{k=1}^{2} \mu_{k} \rho_{k} Q_{k, i}}, \tag{11}
\end{equation*}
$$

and for all $j \in \mathcal{S} 2$,

$$
\begin{equation*}
\rho_{j}=\frac{\lambda_{j}+\sum_{k=1}^{2} \mu_{k} \rho_{k} P_{k, j}}{\mu_{j}+\sum_{k=1}^{5} \mu_{k} \rho_{k} Q_{k, j}}, \tag{12}
\end{equation*}
$$

This is a generalization of the stalling model on G-queues with signals. Note however that the signals are not interrupted when $\mathcal{S} 2$ is not available, unlike positive and negative customers.


Figure 3. Network of unreliable G-queues, the customer movements are represented with thin straight lines, the negative customers by thin dotted lines, the signals by thick dotted lines.

### 4.2. A System with Signal Feedback

We consider a network with 4 queues partitioned into two subsets (queues 1 and 2 in $\mathcal{S} 1$, queues 3 and 4 in $\mathcal{S} 2$ ) as depicted in Fig. 3. We assume that there is no arrival of fresh customers in $\mathcal{S} 1$ (i.e., for all $i$ in $\mathcal{S} 1, \lambda_{i}=0$ ). To obtain an irreducible Markov chain, we add that $\lambda_{j}>0$ for all $j \in \mathcal{S} 2$ and that for all $i$ in $\mathcal{S} 1$ there exists a directed path from a queue in $\mathcal{S} 2$ to queue $i$ for a positive customer (i.e., in matrix $P$ ).

Negative customers are restricted to migrate inside the subnetworks where they have been created. Thus, the only interaction between the subnetworks are:

- a flow of $T$ and $F$ signals from $\mathcal{S} 1$ to $\mathcal{S} 2$,
- a flow of positive customers from $\mathcal{S} 2$ to $\mathcal{S} 1$.

Inside subnetworks, there exist migrations of positive and negative customers. Of course according to the rerouting mechanism, when subnetwork $\mathcal{S} 2$ is not operational, the arrivals of fresh customers are rerouted to $\mathcal{S} 1$. The probabilities $r 0$ and $r(i)$ are simplified to take into account the assumptions on the routing matrices:

$$
\begin{equation*}
r(i)=\frac{\mu_{3} \rho_{3} P_{3, i}+\mu_{4} \rho_{4} P_{4, i}}{\lambda_{3}+\lambda_{4}}, \tag{13}
\end{equation*}
$$

and

$$
\begin{equation*}
r 0=\frac{\sum_{k=3}^{4} \mu_{k} \rho_{k} d_{k}+\sum_{k=3}^{4} \sum_{j=3}^{4} \mu_{j} \rho_{j} Q_{j, k}+\sum_{k=3}^{4} \sum_{j=3}^{4} \mu_{j} \rho_{j} \rho_{k} Q_{j, k}}{\lambda_{3}+\lambda_{4}}, \tag{14}
\end{equation*}
$$

Such a network exhibits an unusual behavior. Assume that subnetwork $\mathcal{S} 2$ is backlogged and subnetwork $\mathcal{S} 1$ is empty. Some customers may be routed to $\mathcal{S} 1$ at the end of a service in $\mathcal{S} 2$. Thus after a delay (i.e., service time) they return to $\mathcal{S} 2$ as a $F$ signal which makes subnetwork $\mathcal{S} 2$ fails. This sequence of events describes how a service in $\mathcal{S} 2$ provokes, in a probabilistic manner and after some delays, a failure of subnetwork $\mathcal{S} 2$.

Not the that the chain is still irreducible because it is still possible to receive a $T$ signal sent after a service in $\mathcal{S} 1$. The customer which becomes a $T$ signal may have joined
a queue in $\mathcal{S} 1$ from the outside, even if the arrival rate of fresh customers is 0 . Indeed, as subnetwork $\mathcal{S} 2$ is not available, fresh customers trying to reach $\mathcal{S} 2$ are rerouted with a positive probability to $\mathcal{S} 1$.

## 5. CONCLUSION

Negative customers have previously been used to describe failed customers [19], but it is the first time, to the best of our knowledge that signals are used to model the failure of a queue or a subset of a network provoked by another part of the network. The failure of a subnetwork can be generalized easily in several directions. First, it is possible to consider several subnetworks associated with several structure function and the network still have a product form solution when it is ergodic. It is also possible to consider closed topology for $\mathcal{S} 2$ if we assume that there are no negative customers in $\mathcal{S} 2$ (it is sufficient to consider that $Q_{k, j}=0$ for all $j$ in $\mathcal{S} 2$ and $k$ in $\mathcal{S} 1 \cup \mathcal{S} 2$.

Another possible generalization consists in allowing a more complex routing mechanism (i.e., for instance, which can be state dependent). Remember that is this paper, $r(i)$ does not depend of the queue which is targeted by the customer. We are investigating how we can make this probability dependent of all the queues involved in the re-routing process and how we can make some re-routing for the negative customers. To the best of our knowledge such a result does not exist in the literature on G-networks.
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## APPENDIX

After taking into account Lemmas 3.1, and 3.2 and Properties 3.1 and 3.2 the global balance equation becomes:

$$
\begin{align*}
& \sum_{i \in \mathcal{S} 1} \lambda_{i}+\sum_{j \in \mathcal{S} 2} \lambda_{j}+\sum_{i \in \mathcal{S} 1} \mathbf{1}_{\mathbf{x}_{\mathbf{i}}>\mathbf{0}}\left(\mu_{i}+\sum_{k \in \mathcal{S} 1} \mu_{k} \rho_{k} Q_{k, i}\right)  \tag{L1,L2,L4}\\
& \quad+\sum_{j \in \mathcal{S} 2} \mathbf{1}_{\mathbf{x}_{\mathbf{j}}>\mathbf{0}} \mathbf{1}_{\mathbf{n o t}} \mathbf{F}(\mathbf{Y})  \tag{L5}\\
& =\sum_{i \in \mathcal{S} 1} \lambda_{i} \frac{1}{\rho_{i}} \mathbf{1}_{\mathbf{x}_{\mathbf{i}}>\mathbf{0}}  \tag{R1}\\
& \left.\quad+\sum_{i \in \mathcal{S} 1} \mu_{i} \rho_{i} Q_{i, j}+\sum_{k \in \mathcal{S} 2} \mu_{k} \rho_{k} Q_{k, i}\right)  \tag{R2}\\
& \quad \lambda_{j} \frac{1}{\rho_{j}} \mathbf{1}_{\mathbf{x}_{\mathbf{j}}>\mathbf{0}} \mathbf{1}_{\mathbf{n o t}} \mathbf{F}(\mathbf{Y})  \tag{R4}\\
& \quad+\sum_{i \in \mathcal{S} 1} \mu_{i} d_{i} \rho_{i}  \tag{R5}\\
& \quad+\sum_{j \in \mathcal{S} 2} \mu_{j} d_{j} \rho_{j}  \tag{R6}\\
& \quad+\sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 1} \mu_{i} P_{i, k} \frac{\rho_{i}}{\rho_{k}} \mathbf{1}_{\mathbf{x}_{\mathbf{k}}>\mathbf{0}}  \tag{R7}\\
& \quad+\sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 1} \mu_{i} Q_{i, k} \rho_{i} \rho_{k}  \tag{R8}\\
& \quad+\sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 1} \mu_{i} Q_{i, k} \rho_{i}
\end{align*}
$$

$$
\begin{align*}
& +\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{j} P_{j, k} \frac{\rho_{j}}{\rho_{k}} \mathbf{1}_{\text {not } \mathbf{F}(\mathbf{Y})} \mathbf{1}_{\mathbf{x}_{\mathbf{k}}>\mathbf{0}}  \tag{R9}\\
& +\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{j} Q_{j, k} \rho_{j} \rho_{k}  \tag{R10}\\
& +\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{j} Q_{j, k} \rho_{j}  \tag{R11}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} P_{i, j} \frac{\rho_{i}}{\rho_{j}} \mathbf{1}_{\mathbf{x}_{\mathbf{j}}>\mathbf{0}} \mathbf{1}_{\mathbf{n o t} \mathbf{F}(\mathbf{Y})}  \tag{R12}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} Q_{i, j} \rho_{j} \rho_{i}  \tag{R13}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} \rho_{i} Q_{i, j}  \tag{R15}\\
& +\sum_{j \in \mathcal{S} 2} \sum_{i \in \mathcal{S} 1} \mu_{j} P_{j, i} \frac{\rho_{j}}{\rho_{i}} \mathbf{1}_{\mathbf{x}_{\mathbf{i}}>\mathbf{0}}  \tag{R18}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} \rho_{i}\left(T_{i, j}+F_{i, j}\right) \tag{R19}
\end{align*}
$$

We now substitute the solution for $\rho_{i}$ for all $i$ in $\mathcal{S} 1$. Remember that:

$$
\rho_{i}=\frac{\lambda_{i}+\sum_{k \in \mathcal{S} 1 \cup \mathcal{S} 2} \mu_{k} \rho_{k} P_{k, i}}{\mu_{i}+\sum_{k \in \mathcal{S} 1} \mu_{k} \rho_{k} Q_{k, i}},
$$

After substitution, Term [L4] cancels with Terms [R1], [R6] and [R18]. Similarly, the definition of $\rho_{j}$ for $j$ in $\mathcal{S} 2$ implies that Term [L5] cancels with Terms [R2], [R9] and [R12]. Finally we get:

$$
\begin{align*}
& \sum_{i \in \mathcal{S} 1} \lambda_{i}+\sum_{j \in \mathcal{S} 2} \lambda_{j}  \tag{L1,L2,}\\
&= \sum_{i \in \mathcal{S} 1} \mu_{i} d_{i} \rho_{i}  \tag{R4}\\
& \quad+\sum_{j \in \mathcal{S} 2} \mu_{j} d_{j} \rho_{j}  \tag{R5}\\
& \quad+\sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 1} \mu_{i} Q_{i, k} \rho_{i} \rho_{k}  \tag{R7}\\
&+\sum_{i \in \mathcal{S} 1} \sum_{k \in \mathcal{S} 1} \mu_{i} Q_{i, k} \rho_{i}  \tag{R8}\\
&+\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{j} Q_{j, k} \rho_{j} \rho_{k}  \tag{R10}\\
&+\sum_{j \in \mathcal{S} 2} \sum_{k \in \mathcal{S} 2} \mu_{j} Q_{j, k} \rho_{j} \tag{R11}
\end{align*}
$$

$$
\begin{align*}
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} Q_{i, j} \rho_{j} \rho_{i}  \tag{R13}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} \rho_{i} Q_{i, j}  \tag{R15}\\
& +\sum_{i \in \mathcal{S} 1} \sum_{j \in \mathcal{S} 2} \mu_{i} \rho_{i}\left(T_{i, j}+F_{i, j}\right) \tag{R19}
\end{align*}
$$

And this is the flow equation stated in Lemma 3.2. This completes the proof.

