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We introduce the special issue on “Learning, Optimization, and the Theory of G-Networks”
of the journal Probability in the Engineering and Informational Sciences that appears in
2019. We first outline some of the applications and developments of G-Networks which
motivate the ongoing interest for this area, including some areas which could not be
covered in this special issue. We then briefly discuss the contributions presented in the ten
papers that are published in this special issue in the context of related work.
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INTRODUCTION TO THE SPECIAL ISSUE

Within the field of probabilistic networks and queueing theory, the area of G-Networks began
with the papers [8–10,34] which introduced the “primitive” model of queueing networks
with negative and positive customers and their product form steady-state solution. Starting
from the theory of Queueing Networks with Product Form Solutions [31,32,53], G-Networks
developed rapidly with the help of several generalizations [11,38].

Simultaneously with the development of the initial theoretical results, diverse applica-
tions emerged in distinct areas such as:

• Self-aware and autonomic computer networks [3,5,7,20,40], including the concept
of “energy aware routing” [29] and the performance of networks where packets are
opportunistically [42] or autonomously routed [16,39].

• Adaptive management of Cloud systems [54,55],
• Machine learning (ML) [12,27] and Deep Learning with Random Neural Networks

[36], and their applications to image and object recognition,
• The modeling of Gene Regular Networks [18,45,52] and their exploitation for the

detection of anomalies that can lead to disease [46,46–49],
• The link between G-Networks and Genetic Algorithms [14,15] and its application to

network routing [41].
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• The new concept of Energy Packet Networks for the optimization of energy con-
sumption in ICT and systems where the inflow of energy, and the consumption of
energy, are both intermittent and can be represented by random processes [1,21–26].
These also gave rise to new product form solutions [44] and applications [51].

• Cybersecurity [4,17,28,35,50] with its implications in the security of Cyber-Physical
Systems [35].

• Queueing networks with tightly coupled behaviors [2] that arise in the study of
distributed systems [33], and the ability of G-Networks to compute the steady-state
behavior of distributed systems that operate under the effect of dynamic control
algorithms [30].

Let us also mention other work which develops a product form solution for an (economic)
market composed of N English auctions [19] where customers are buyers that arrive accord-
ing to a random process, select some auction, and bid for a product with a probability that
may depend on the current value that has been attained by that product. Customers leave
the marketplace if they are successful in purchasing the product, and may go to some other
auction (or may leave the market) if they are unsuccessful. This analysis leads to a closed
form expression for the equilibrium price of all the products in the market, jointly with the
number of customers that are present at each of the auctions.

Thus, both the theoretical developments and the potential for new applications have
played an important role in the development of G-Networks.

This special issue includes papers which represent both of these trends toward more
theory and also broader applications, and we list them in the following order:

(1) “Random Neural Network Methods and Deep Learning,” by Yonghua Yin.
(2) “HRNN4F: Hybrid Deep Random Neural Network for Multi-Channel Fall Activity,”

by Hadi Larijani, Ahsen Tahir, Jawad Ahmed, Gordon Morison, Dawn Skelton and
Ryan Gibson.

(3) “Accurate, Energy-Efficient Classification with Spiking Random Neural Networks,”
by Mohamed Mahdy, Khaled Hussain and Erol Gelenbe.

(4) “G-Networks and the Optimization of Supply Chains,” by Yi Wang.
(5) “Optimal Energy Distribution with Energy Packet Networks,” by Yunxiao Zhang.
(6) “Energy Packet Networks with Multiple Energy Packets,” by Josu Doncel and Jean-

Michel Fourneau.
(7) “A Random Access G-Network: Stability, Stable Throughput and Queueing Analy-

sis,” by Ioannis Dimitriou and Nikolaos Pappas.
(8) “Equilibrium balking strategies in the repairable M/M/1 G-retrial queue with

complete removals,” by Shan Gao, Deran Zhang, Hua Dong and Xianchao Wang.
(9) “Finding Non-Stationary State Probabilities of Open Markov Networks with Multi-

ple Resources and Various Features,” by Mikhail Matalytski and Dimitry Kopats.
(10) “Product Form Markovian Queueing Systems with Multiple Resources,” by Valeriy

Naumov, Valeriy and Konstantin Samouylov.

The first three papers cover G-Network applications for Machine Learning. The first paper
reviews the use of the Random Neural Network (RNN), which is the simplest form of a
G-Network for Deep Learning and offers some comparisons of its computational complexity
and learning accuracy, showing its significant advantages over other methods that use convo-
lutional networks or other techniques. The second paper describes the use of an RNN-based
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Deep Learning in a specific application where motion is detected and used to predict or infer
that a person is falling. On the other hand, the third paper presents experimental results
related to the use of the RNN on several standard applications using the RNN’s Gradient
Descent LearningAlgorithm [27], providing evidence of the high classification accuracy and
low computational cost of this approach. An extended version of this paper that contains
pointers to the datasets and software which has been used can be found in [43].

The next two papers both use G-Networks with “signals and batch removals” [13] as a
tool for optimizing the income obtained from a supply chain, in paper (4), and for choosing
the optimal allocation of energy to different servers so as to minimize the average response
time of jobs in (5). This is an original application of G-Networks that is also discussed in [37].
Just like the previous paper, the next paper (6) also discusses G-Networks that represent
the flow of energy and of jobs or data packets, both represented by discrete entities, where
multiple energy packets can be consumed by a data packet.

The following two papers suggest extensions of G-Network models. In the paper (7), the
authors introduce a random access model [6] to represent a service mechanism with collisions
and repeated trials, which is modified to include negative customers that can destroy certain
other customers, and the model is solved under some restrictive assumptions. On the other
hand, in (8) the authors also mix a queue with balking and services with retrials together
with the effect of negative customers.

Finally the last two papers discuss extensions to G-Network models and their analytical
solutions.

We hope that this rich panoply of problems will provide inspiration to many researchers
on the theory and applications of stochastic networks, and also suggest ideas for new
approaches for modeling the different practical systems that have been described in this
paper.
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