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MULTIPARAMETER WEIGHTED ERGODIC THEOREMS 

ROGER L. JONES AND JAMES OLSEN 

ABSTRACT. In this paper we show that multi-dimensional bounded Besicovitch 
weights are good weights for the pointwise ergodic theorem for Dunford-Schwartz 
operators and positively dominated contractions of LP. This in particular implies new 
weighted results for multi-parameter measure preserving point transformations. The 
proofs show that Besicovitch weights are a very natural class when considered from 
the operator point of view. We also show that for 1 < r < oo, the r-bounded Besicov­
itch classes are all the same, generalizing a result of Bellow and Losert. 

0. Introduction. Let (X,X,p) denote a cr-finite measure space. Let T\,Ti,...,Td 

denote a family of d linear operators mapping LP(X) to itself. In some cases we will 
assume the operators are on all Lp spaces, 1 < p < oo and in other cases we will assume 
p > 1 fixed. We will be concerned with classes of weights {a(k) : k G ZJ} such that the 
limit of averages 

(1) lim ^X>(k)T k /M, 
N^oo | IN | k = 0 

exists a.e. for a l l / G LP, where Tk = l\x 7^2 • • • T^d. Here and throughout the paper, we 
will write N for (iVi, N2,..., N^), 0 for (0,0, . . . , 0), etc. If the limit (1) exists, we will say 
the sequence of weights {a(k)}kGZ+ is a good sequence for T\, T2,..., Td. 

The first question that must be addressed before we can discuss multiparameter the­
orems is what we mean when we write liiriN-+oo^(N). Unless we specify to the contrary 
in the statement of the theorem, we will mean unrestricted rectangular convergence, that 
is, if N = (N\,N2, • •. ,Nj), then limN_^oo A(N) = L means that given e > 0 there is an 
integer No such that if min{7Vi, N2,..., Nd} > No then |A(N) — L| < e. In a similar way, 
if we write lim sup j^^ A(N) we mean 

lim sup A(N). 
^ o ^ 0 0 minjA^Af, ,...,^}>/V0 

In special situations we will also consider "square convergence" and "restricted rect­
angular convergence". 

The class of weights we will consider are the Besicovitch sequences in ZJ. In the case 
of a single transformation, Besicovitch weights are defined to be the class of sequences 
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a(k) such that given e > 0, there is a trigonometric polynomial xjj€ such that 

limsup - ^2 \a(K) — ^e(k)\ < e, 
n n k=0 

and bounded Besicovitch weights are bounded weights in this class. In one dimension, 
bounded Besicovitch weights have been studied by several authors, including Baxter 
and Olsen [BO], Ryll-Nardzewski [R], Bellow and Losert [BL] and Olsen [O]. In par­
ticular [BO] show that for positively dominated contractions of LP, p fixed, 1 < p < oo, 
r-bounded Besicovitch sequences (that is, sequences where the lr norm replaces the tx 

norm in the definition), are good weights for LP pointwise convergence when r > q 
and - + - = 1. Later [BL] showed that all the r-bounded Besicovitch classes coincide, 

p q 

thus showing that bounded Besicovitch weights are good weights for LP pointwise con­
vergence. Multiparameter versions of their results are also known in the special case 
where the weights are products of bounded Besicovitch sequences. (See [C] or [03] 
where techniques of Frangos and Sucheston [FS] are used to reduce the problem to the 
one-dimensional case. These techniques do not directly apply to our case because the 
weights are not products of one dimensional weights.) 

In this paper we generalize the notion of Besicovitch sequences to the multiparam­
eter case, and show that the results of [BO] and [BL] extend to this case as well. We 
also show that although the multi-dimensional r-bounded Besicovitch classes coincide, 
the restriction that the Besicovitch classes be bounded is unnecessary to obtain the re­
sults analogous to those of [BO]. It also follows from our methods that for commuting 
Dunford-Schwartz operators and bounded Besicovitch sequences, the convergence of 
(1) occurs for/ £ Ll(X) when convergence is "restricted rectangular convergence". The 
methods used to obtain the results in this paper are closely related to the methods used 
in [BO] to obtain the one-parameter results. The proof of Theorem 3.1, showing that the 
r-bounded Besicovitch classes are all the same, is different, even in one dimension, from 
what is given in [BL], and is self contained. 

The convergence theorems obtained below are new in the case of each 7/ induced by 
a measure preserving point transformation. That is, Tjf(x) = f(jtx), where 77 is measure 
preserving. The proofs of the theorems in this special case are particuarily simple when 
given in the more general operator setting. The key point of the proof is that if T is a 
Dunford-Schwartz operator, and À is a complex number of modulus 1, then the operator 
AT is also a Dunford-Schwartz operator. A similar remark holds for positively dominated 
contractions of LP, p fixed, 1 < p < oo. Because of this, the proofs of Theorems 1.2 
and 2.4 below show that Besicovitch weights are a very natural class of weights from an 
operator theory point of view. In particular, our results show that if T\,..., Td are induced 
by measure preserving point transformations, then bounded Besicovitch sequences are 
good for T\,..., Td on all LP spaces for 1 < p < oo, and for the special L1 cases given in 
Section 1. We also have that r-Besicovitch sequences are good for T\,..., Td considered 
as operators on LP where - + - = 1 and q < r. 
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1. Dunford-Schwartz operators. In this section we define the d-dimensional 
analogs of Besicovitch sequences, and prove that they are good weights for the pointwise 
ergodic theorem and Dunford-Schwartz operators. 

DEFINITION 1.1. We say that {a(k)} is r-Besicovitch if for every e > 0 there is a 
sequence of trigonometric polynomials in d variables, ipe, such that 

(2) l i m s u P ^ Ï Ë | « ( k ) - ^ ( k ) | r < e . 
N^oo |™| k=0 

We denote this class by B(r). 
We say that {a(k)} is r-bounded Besicovitch if {«(k)} G B(r) (1l°°. 
By Besicovitch sequences we will mean sequences in #(1), and bounded Besicovitch 

sequences will mean sequences in 5(1) D £°°. 
With this notation we can state our first Theorem, which is a direct generalization of 

the one-parameter version in [O]. 

THEOREM 1.2. Let T = (T\, T2,..., Td) denote d (possibly not commuting) Dunford-
Schwartz operators, i.e. ||7}||i < 1 and 117/11oo < 1 for all i, \ < i < d. For Tk = 
7*' Tk

2
2 •--Tk

d
d

f we have 

J™ i ^ N £ a ( k ) T k / « 

exists a.e. for every f G LP, 1 <p < 00, and all bounded Besicovitch sequences {a(k)}. 

PROOF. Let (A1,..., Ad) G CJ, with | A,-1 = 1, / = 1,2,..., d, then the theorem holds 
when a(k) = Xk

{
] Xk

2
2 • • • XkJ since Tk = A*1 Xk

2
2 • • • Xk

d
dTk is also a d-parameter sequence 

of Dunford-Schwartz operators, and the theorem holds for ^-parameter sequences of 
Dunford-Schwartz operators when a(k) = 1. Clearly the theorem holds for finite linear 
combinations of such sequences, and hence holds for trigonometric polynomials in d 
variables. 

Let \Tt\ be the linear modulus of Tt and |T| = \TX | • • • \Td\. If/ G L°°(X), then for 
every e > 0 we have 

- ^ NE a(k)Tk/ = - L NE (fl(k) - w£(k))Tk/+ y ^ E 'w e (k)T k / , 
\iy\ k=0 l^l k=0 1^1 k=0 

showing that for any/ G L°°(X), we have 

1 N - l 

1̂ 1 k=0 MS"" ( k ) T l / 
l^l k=0 

1̂ 1 k=0 

<\{f\\ooT^^:\a(k)-we(k)\<e 
1̂ 1 k=0 
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We already know that we have a.e. convergence for the averages 

1 N - l 

w £ wf(k)Tk/, 
1̂ 1 k=0 

and hence we have a.e. convergence of 

1 N - l 

w\ £a(k)Tk/ 

1̂ 1 k=0 

for a l l / G L°°(X). Since L°°(X) is dense in each LP(X), p> 1, we have a.e. convergence 
of these averages for a l l / in a dense class of LP(X) for 1 < p < oo. We will have a.e. 
convergence for al l / G Z/(X) if we have an appropriate maximal inequality. The neces­
sary maximal inequality follows from the observation that since the sequence {^(k)} is 
bounded Besicovitch, there is a bound b such that |a(k)| < b for all k. Consequently 

1 N - l 

^ I > ( k ) T k / 
1̂ 1 k-0 

^supkk^E'lTVl^^EVlVl-
k 1̂ 1 k=0 1̂ 1 k=0 

The theorem now follows from the maximal ergodic theorem for Dunford-Schwartz op­
erators, and by the fact that the linear modulus of a Dunford-Schwartz operator is a 
Dunford-Schwartz operator. 

REMARK. AS a special case, this result includes the case of measure preserving point 
transformations, however, this result is itself a special case of Theorem 2.4 below. The 
proof was given in this special case to show how natural the bounded Besicovitch classes 
are in this setting, and to provide motivation for the more general results proven later. 

REMARK. The problem with the case p = 1 in Theorem 1.2 is the failure of a weak 
type (1,1) maximal inequality for multiparameter operators with the unrestricted rectan­
gular convergence we are using. However in the case of finite measure we can extend 
the result to the class L(\ogL)d~lL, and in the case of infinite measure spaces, to a class 
of functions introduced by Fava [F]. See also [ES]. 

THEOREM 1.3. Define the class 

Rd = {/ : j m > t } ^ (log ^ d» < oo for each t > 0 

Then bounded Besicovitch sequences {^(k)}kGZ^ are good for all Dunford-Schwartz op­
erators T\,..., Tj, and all f G Rd-i, i-e> the averages (1) converge a.e. for all f G Rd-i-

PROOF. Let T\,..., Tj be Dunford-Schwartz operators, {a(k)} a bounded Besicov­
itch sequence. Let Tk = Tk

x
x • • • Tk

d
d where k = (kx,...,kd). Define 

^Hf = T^Nj: a(k)Tkf 
1̂ 1 k=0 

https://doi.org/10.4153/CJM-1994-017-8 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1994-017-8


WEIGHTED ERGODIC THEOREMS 347 

and 
Mf(x) = sup \Brf(x)\ 

N 

where B^ is the operator AN defined above, with each a(k) = 1, and the operators 
| T\ | , . . . , | Td\ replacing T\,...,Td.By Corollary 1.7, p. 200 of [K], we know there exists 
a constant Cd such that 

fi(x : Mf(x) > At) < Cd Jm>t} M (log ^ j dv 

for a l l / G Rrf-i- For Ni and N2 and/ > 0, we have 

| A N / - A N / | = \ANl(f-fn)-AN2(f-fn)+AN]fn-ANJn\ 

where {/„} is an increasing sequences of functions in If,p fixed,/? > 1 converging t o / 
a.e. We have 

\A^(f-fn)-A^2(f-fn)\<2\\a(k)\\^M(f-fn) 

Corollary 1.7 of [K] now implies that M(f — fn) approaches 0 a.e. Let e > 0. For a.e. 
x, choose n such that/ — fn < | . By the theorem for bounded Besicovitch sequences 
and Dunford Schwartz operators in Lp, p > 1, we know we can choose an N such that 
Ni,N2 > N implies 

\AN]fn - ANlfn\ < - . 

Thus for a.e. x, the sequence A?tf is Cauchy, and hence converges. 
If we are willing to place additional restrictions on the form of convergence, and on the 

operators, then we can weaken the restrictions on the functions. In particular Theorem 1.4 
below shows that if we consider "square convergence", that is, with N restricted to the 
form N = (n,n,n,...,n) or "restricted rectangular convergence", that is, for a fixed 
constant c, each N is restricted to be of the form N = (n\, «2, • • •, nd) with ^ < c for all 
l<ij<d. 

THEOREM 1.4. Let T\, 72, . . . , Td be commuting Dunford-Schwartz operators. Then 
the limit (I) exists for all f G Ll(X), that is, bounded Besicovitch weights are good 
for T\,...,Td when convergence is "square convergence" or "restricted rectangular 
convergence ". 

The proof of this result depends on the following lemma, due to Brunei. (See [K] 
p. 231.) 

LEMMA 1.5. For any d > 1 there exists a constant c > 0 and a family {//(k) : 
k G Zj} of strictly positive numbers summing to 1 such that the following holds: If 
T\,T2,...,Td are commuting contractions ofLl(X) and |7/| denotes the linear modulus 
ofTt, then the operator U — Ekez+

 MOOI^II*1 * * ' \Td\kd satisfies for all n > 0 and all 
non-negative f G L1 (X) 

1 n—\ n—l r md—\ 

n kl=o kd=o md j=o 
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where m^ depends on n andd, andmj —> oo as n —> oo. (Actually m^ = [y/n+ \][]+l°82d\ 
but the exact value is not important to us.) 

PROOF OF THEOREM 1.4. Let A denote the subset of Z+
d such that each N = 

(/ii,...,n^) G A satisfies ^ < a for all 1 < /, j < d. Theorem 1.2 shows that we 
have convergence for/ G Z/,/? > 1, a dense subset of LJ(X). Hence we need only show 
the maximal function: 

sup 
1 N - l 

N1 ^ J 
k=0 

< oo a.e. 

We will show that we have a weak type (1,1) maximal inequality for "restricted rectan­
gular averages". For each N G A, let n = maxOzi, ni,..., nd). Then we have 

N - l 

Z T k / 
k=0 

i n , - l n d - l 

|N 

a' 

where recall a > max(^), 1 < i,j < d. Now we have 

k]=0 kd=0 

d n-\ n-\ 

•tf/l 

MS f l ( k ) T V l ca 
,d ra^— 1 

< ||a(*)||oo — Y, UJf-
Wd j=0 

Since U is a Dunford-Schwartz operator, 

lim — V Iff 

exists a.e. Thus we have a weak type (1,1) maximal inequality and the theorem follows. 

2. Positive contractions of LP, p > 1 fixed. To proceed to operators on LP(X), p 
fixed, we need some additional notation. 

DEFINITION 2.1. We say that the sequence of complex numbers {a(k)}keZ+ has a 
mean if 

I N - i 

J i m T̂ T E ^(k> 
N-KX) | N | k = 0 

exists. We denote by Ar the sequences {a(k)} such that 

I N-I 
lim sup-— J2 |a(k) | r<oo. 
N->oo 1̂ 1 k=0 

LEMMA 2.2. The classes Ar andB{r) satisfy the following properties. (See [BO].) 
1) If{a(k)} G Ap and {b(k)} G Aq, where 1 + 1 = 1, and c(k) = a(k)b(k), then 

{c(k)}eAl. 
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2) If {ai(k)} has a mean for every I, and {^(k)} —• {«(k)} in the semi-norm 
induced on A1, then {a(k)} has a mean. 

3) If{ai(k)} —> {a(k)} in the Ar semi-norm, and {^(k)Z?(k)} has a mean for every 
I where {b(k}} G Aq, -r + - = 1, then {a(k)b(k)} has a mean. 

4) For any sequence {a(k)} G B(r)andany\ G Rd the sequence {a(k)elXk} G B(r) 
and has a mean. In particular, sequences in B(r) have a mean. 

PROOF. 1) is a consequence of Holder's inequality. 2) follows from the définitions. 
3) is a consequence of 1) and 2). 4) follows from the fact that the sequence {«(k)} can 
be approximated by trigonometric polynomials ijje in the Ar seminorm. Since we have a 
limit for each ipe(k)elX'k, the result follows from 3. 

We are now ready to consider operators indexed by ZJ which are positive contractions 
of LP, p fixed, 1 <p < oo. 

DEFINITION 2.3. Let T: LP —• Lp, p fixed, 1 < p < oo. If \\T\\P < 1 we say T is a 
contraction. Iff > 0 implies Tf > 0 we say that Tis positive. If there exists a contraction 
S: U —• LP such that the \Tf\ < S\f\ we say that T is positively dominated. In that case 
we necessarily have that T is a contraction and S is positive. 

We have the following theorem (For a related result, see [T]). 

THEOREM 2.4. Let T\,...,Td be positively dominated contractions of LP(X)y 1 < 
p < oo, and let {a(k)} be s-Besicovitch, where s > q and - + - = 1. Then 

lim |4NE«(k)Tk/ 
N-xx) |N| £ = 0 

exists a.e.for allf G LP(X). 

The proof of this theorem will follow easily from the following lemma. 

LEMMA 2.5. Let T\,..., 7^ be positively dominated contractions of LP(X), p fixed, 
1 < p < oo. If 

vrf= sup -LNx;|Tk/r> i<r<P 

then 

\\Vrf\\p/r<c(ï,d)W\P 

where c(j,d) is a constant that depends only on -r and d. 

PROOF. We first assume that (X, Z, p) is a probability space. We will use the fact that 
if T is a positive contraction of LP(X), 1 < p < oo, p fixed, then there exists a larger LP 
space LP(X) say, a dilation operator D\ LP(X) —-> LP(X) that is positive, invertiable and 
isometric; a positive invertiable isometry Q ofLp(X); and a conditional expectation oper­
ator E such that 7)7"/ = EQnDf, n>0. (See the paper by Akcoglu and Sucheston [AS], 
for the details of this important and very useful representation.) We note that D and Dl 

induce linear isometries D and D~l between L~r (X) and L~r (X) by Df = (Df~r )r. 
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Without loss of generality, we may assume each T{ is positive, and consider operators 
of the form {EQk^D{T^)} where k = (ku...,kd),k = (fc2, ...,*</), N = (W2,..., Nd), 
and E, Q and D are as above. Now let/ > 0 and proceed by induction, noting the result 
for a Zf representation, and the fact that Qkg = wk(x)g(rkx) where r is a non-singular 
point transformation. Let S be the L~r (X) isometry defined such that 

Sk>h(x) = (wk](x))rh(^x) = {&{tih{x))r. 

Fix MGZJ. Then 

N-l \ / V r 

r / 1 N - l \ ^ / ' 

/Uup-, E KT^N ^ 
J VN<M 1̂ 1 k=0 y 

r / 1 N- 1 V y / ' 

= / ô s u p — E(Tk/)r Â 
J V N<M |JN| k - 0 / 
rf 1 N 1 W r 

</hup —Eô((Tk /r) <# 
J VN<M | IN | k = 0 J 
rf 1 N~* W r 

< / sup — E ( O T k / ) r ^ 
J VN<M |JN| k = 0 y 

/•/" 1 N 1 ~ A / ? / r 

= / s u p M E ( ^ 1 ^ / ) ) ^A 
J VN<M 1^1 k=0 7 
rf 1 N 1 ~ r W r 

< / sup — E ( G ^ ( T k / ) ) dfi 
J V N < M |iN| k = 0 y 

< / sup — £ ^ ( D ( T k / ) ) </£ 
J VN<TM UN t _ n y N<M 1̂ 1 k-o 

rf 1 yv—f „ \Plr 

<c [sup-^-^i^^f)) ) Â 
J V N <M N * = n J 

yv—r „ \P/r 

^N<M 1^1 £=0 

= c / D s u p ^ £ ( T k / ) r dp 
v N<M |JN| k=0 y 

Kplr 

VN<M I11! k=o 

- / 1 N-Ï . ^ A 
c(p / r ,d ) / s u p ^ £ ( T k / ) r dM, 

/?/r 

< / j sup - i E 1 S*. f sup * E (D(TV) ) r ] ) ^ 
-' yV,<M, yVi ^l=0 VN<M lNl k=0 

where the dominated estimate for for S was used at the crucial step. The lemma follows 
in this case by first letting M go to oo and then using induction. Standard arguments 
allow us to pass from the finite case to the sigma-finite case. 

PROOF OF THEOREM 2.4. Put b(k)(x) = Tkf(x). Then for a.e. x, b(k)(x) G Kslr where 
- + - = 1, by Lemma 2.2. We can find a sequence {^(k)} of d-dimensional trigonometric 
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polynomials which converges to {a(k)} in the A* semi- norm. If X\,..., Â  are complex 
numbers of modulus 1, each operator A/7} is a positively dominated contraction of LP, 
so {at(k)b(k)(x)} has a mean for ai(k)b(k) for ai(k) = \\l • • • \kJ by the d-dimensional 
version of the ergodic theorem for positively dominated contractions of LP (see [02] 
or [M]). It follows that {ai(k)b(k)} has a mean a.e. when a?(k) is a polynomial, so 
{a(k)b(k)(x)} has a mean a.e. 

3. Bounded Besicovitch sequences. In the previous section we showed that for 
T\,..., Td positively dominated contractions of LP, p > 1 the r-Besicovitch sequences 
are good for r > q, - + - = 1. For d — 1, Bellow and Losert [BL] have shown that 5(r)D 
£°° — 5(1) D i°° for all r > 1, making all classes of bounded Besicovitch sequences the 
same, and hence good for all positively dominated contractions of any IT ,p > 1. In this 
section we show that this result holds for d > 1 as well, making all bounded Besicovitch 
sequences good for all T\,..., Td where each Tt is positively dominated contraction of a 
fixed LP space, 1 < p < oo. 

The following theorem is a generalization of a one-variable result proved by Bellow 
and Losert [BL]. It is in a sense an analog to the fact that for LP spaces on a finite measure 
space we have LP H L°° = L1 H L°°. 

THEOREM 3.1. For allp> \ we have B(p)H l°° = B(\)H l°°. 

PROOF. We will first show that B(p) C 5(1). This is the easy direction. Assume that 
{a(k)} E B(p). Given e > 0 we know that there is a trigonometric polynomial ^e(k) 
such that 

l™supf Ai I ? 1*00 - MV\P) < £p-
N \\N\ k = 0 J 

By Holder's inequality we have 

1 N - l ( \ N - l \l/P 1 N - l 

— £ |a(k) - &(k)| < — E W(k) - A(k)\P T̂T E (1,)'/" 
1̂ 1 k=o V|JN| k=o 7 1̂ 1 k=o 

' ( H S 1 ^ - * * » 1 ' ) ' " 
Hence 

limsup ^ £ |fl(k) - Vc(k)| < limsupf-^ £ |a(k) - ^ c (k) |^ < e. 
N I IN | k=o N V|JN| k=o y 

and thus if {a(k)} G 5(/?) then {a(k)} E 5(1), and we have ||a--0c||i < I k " VvlU 
We now need to show that {#(k)} E 5(1) implies {a(k)} E 5(/?). Assume that 

{tf(k)} E 5(1). We then know that given e > 0 there is a trigonometric polynomial 
ipe such that \\a — t/>e || i < e>*'•£• 

I N - l 
limsup —- J ] \a(k) - ^e(k)| < e. 

N |JN| k=0 
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Our goal is to show that ijjt can be selected so that 

lim sup ~ ]T |fl(k) - ^ ( k ) | p < Ce 
N |N| k-0 

where C depends only on ||#H^ and does not depend on t/je. If we knew that || Vv|| ^ < 
| ] a 11 £00 for each choice of e > 0 then we could achieve the goal by the following argument: 

-î- £ |fl(k) - MV\P < ièi E l^k) - ^(k)| |a(k) - Mk)\P~x 

I™ k=0 1̂ 1 k=0 

< Ai Ë I**) ~ ^(k)|(||a||^ + ||a||^f-1 

1̂ 1 k=0 

< ( 2 | | « | | , o o y ? - 1 | | a - ^ | | i < ( 2 | | a | | ^ - 1 e . 

To prove that we can select the polynomials that are used in the definition of B( 1 ) in such 
a way that there is a uniform bound on the l°° norm, we first introduce certain special 
trigonometric polynomials, and prove some lemmas. The proof will be completed by 
Lemma 3.5 below. 

Given a finite sequence of integers {n\,ri2,... ,nr} and a corresponding set of real 
numbers {/3\, fc, • • • > Pr} which are linearly independent over the rationals, let 

B = B(nun2,...,nr;l3ul32,...,l3r) 

and denote by KB the kernel 

KB(x) = £. •. t [ i - î iiy • • [ i - Hy^'*+ ' "^* 

To simplify notation later, let 

<» - > - ( ' - ^ ) - ( - ^ ) -

To extend this kernel to d dimensions, we define KB(X) = KB](X\)KB2(X2) • • -KBd(xd) 
where each Bj is as above and x = (x\,..., Xd). 

LEMMA 3.2. The kernel K^(x) satisfies: 
1) KB is non-negative. 
2) For every e > 0, there exists an integer No such that ifN > No then for all m, 

-J - ] r # B ( m - k ) < 1+e, and lim -±-J^KB(m-k) = 1. 
|N| Éo N^°° |N| Éo 

i j | |*B| |I = 1. 

PROOF. TO see that K% is non-negative, note that it can be written as a finite product 
of kernels of the form 
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To see that | |£B| | = 1 we note that since KB is non-negative, we have 
] N- l i N- l 

| |^B| |I = limsup-— E |^fi(k)| = limsup-— E KB(k) 
N |JN| k=0 N |JN| k=0 

d l Nj-\ 

= lim sup J ] — E KBj(kj). 
N j=\ "j kj=0 

Consequently it is enough to show that 

1 rç-i 
lim ^ £**,(*,-) = 1 . 

NJ-*°° NJ kj=o 

To see this, we note that we have a finite sum, each term of which is of the form 

1 ty-i 

NJ NJ k% 

where A = v\fi\+.- • -+vr(3r for some choice of i/\,... ,i/r. Using the linear independence 
of the {/3\,..., (3r}, we see that A ^ 0 unless all i/t = 0. If A ^ 0 the average converges 
to zero, and if all vt = 0 the average is clearly 1. 

To see that 4r ^k=o ^B(HI — k) < 1 + e, for N large enough, we use the above argu­
ments, and note that we have a finite sum of terms of the form 

1 N-l i N-l 

Nj k^o Nj k% 

Since these terms converge to zero (if Ay ^ 0), independent of the choice of ra7, the result 
follows by selecting No large enough. 

LEMMA3.3. If we define KB*a(j) = limN £ T^=o KB(j-k)a(k)thenfor{a} G B(l) 
we have 

1) KB* a is a trigonometric polynomial, 

2) | | f t * f l | | o o < N o o , 

3) j j ^ * û | | i < ||fl||i. 

PROOF. TO see 1) first note that by Lemma 2.2, for each A = (Ai,...,A^) =̂  

W\ (0 , . . . , 0), limN ÀÎ Ek=o a(k)e A'k has a mean. Denote this mean by c(A). Hence 

KB • a(m) = lim 1 E a(k)KB(m - k) - lim 1 E ^ k ) I l **/m ~ k). 
N N k:=0 • N N k=o ;=i 

Each of the d terms in the product has the form 

E ••• E ^ i , . . . , ^ ) l i m ^ ^ ^ 
h|</i ly. h7|<«0. ^ 7V7 *=0 

1 ^ y - 1 

•• }^ dBj(vu.-.,Vrj)eKWl SJ} J\\m— }^aQs)e wx W J 

|z/,|<n, |i/r|<w0. " ' 7V n=0 

= E ••• E rfO'i."..^)^!/^^ 
kl |<" l kr:|<nr: 
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The product of these d terms is a trigonometric polynomial, as required. 
To see 2) note that 

|ATB * a{m)\ = lim 
N 

-J- £*a(m-kMk) 
1̂ 1 k=0 

I N - l 
< l i m T̂FT X] K*(m - k) sup \a(k)\ 

N |N| k = 0 k 
I N- l 

< ll^Hoolim- £ ^ e ( m - k ) < \\a\loo. 
N N k=0 

To see 3) note that 

I M I 
\KB*a\\\ = lim sup—— J2 \KB * a(m)\ 

M | M | m=z0 

1 M - l 

M M | m~n N m=0 

N - l 
— £ ^B(m - k)fl(k) 
N k=0 

1 N - l M l 

|M| 
< lim sup lim sup —- £ 

M N | N | k = 0 

1 N - l 

< lim sup lim sup — £ a(k) 
M N |N| k = 0 

J2 KB(m - k)fl(k) 
m=0 

} M l 

Eftdn-k) 
m=0 

<NI.IIM.<NI 

LEMMA 3.4. Ifip is a trigonometric polynomial and let e > 0 £>£ given. Then we can 
select a Bochner-F ejer polynomial KB * ^p such that \\KB((f) — tp\\ \ < e. 

PROOF. TO keep the notation from obscuring the simple idea, we first present the 
proof for one dimension. To estimate the term \\KB(tp) — (/?|| i, assume that 

m\ m, 

with the (3j linearly independent over the rationals. We now select the sequence 

fi = 5 ( f l , , f l 2 , . . . , / I r ; i 8 l , i 82 , . . . , i 8 r ) 

in such a way that each of the terms in the exponential is represented, and for each j we 
have nj > mj. Then we have 

KB((f) - (f 

< E ••• £ AO/,,Z/2 , . . . ,*/ ,)( l 

mr 

£ ••• £ A(i/i,i/2,...,i/r> 
=0 / / ,=0 

nr 

//,=0 /v-=0 \V «1 

2-ïïi(V\fi\+—+Vrôr)x 

\v\\ 

nr 

in_ \e27Ti(v]j]+-+Vri3r)X 

1 e""1" 
27r / ( ; ^ | / J i+ - - -+ / / r J , ) . v 
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Expand the product, and note the fact that we have only m\m2 • • • mr non-zero terms. 
If any i/j > ntj then A(v\, V2,...,vr) — 0. Consequently, for (n\, ni, •.., nr) taken large 
enough, we can make 

((-^)-(-¥)-') 
as small as we like. Hence we can make \KB{tp) — <p\ < e for all x. 

The higher dimensional analog follows by the same argument, with much additional 
notation. 

LEMMA 3.5. Given a sequence {a} G B(l) and given e > 0 there is a Bochner-Fejer 
polynomialK# = K^ * a such that \\{a} — K^ • a\\oo < e. 

PROOF. From the definition of B(l) we know that given e > 0, we know that there 
is a trigonometric polynomial <p such that \\a — <p\\\ < e/3. 

By Lemma 3.4 we know that B can be selected so that \\K^ * tp — (p\\ { < e/3. 
From Lemma 3.3 we have ||/^B(«) — ^ B ( ^ ) | | I <\\a~ 1̂11 < e/3. 
Combining these estimates, we see that for {a} G B(l) we have 

\\a - *B(Û)||I < \\a -<p\\i + \\<f- ^ B ( ^ ) | | I + I I^B(^) - KB(a)\\i < c. 

ACKNOWLEDGMENTS. The authors wish to thank Professor Dan Rudolph of the Uni­
versity of Maryland for suggesting the question studied in this paper. They also wish to 
thank Professors Don Saari and Alexandra Bellow of Northwestern University and Pro­
fessor Louis Sucheston of The Ohio State University for helpful conversations, sugges­
tions and encouragement. 

REFERENCES 

[AS] M. A. Akcoglu and L. Sucheston, Dilations of positive contractions in LP spaces, Can. Math. Bull. 
20(1977), 285-292. 

[BO] J. R. Baxter and J. H. Olsen, Weighted and subsequential ergodic theorems, Can. J. Math 35(1983), 
145-166. 

[BL] A. Bellow and V. Losert, The weighted pointwise ergodic theorem and the individual ergodic theorem 
alongsubsequences,Tmns. Amer. Math. Soc. 288(1985) 307-345. 

[C] K. Cogswell, Multi-parameter subsequence ergodic theorems along zero density subsequences, Can. Math. 
Bull. 36(1993), 33-37. 

[ES] G. A. Edgar and L. Sucheston, Stopping Times and Directed Processes Cambridge University Press, 1992. 
[F] Norberto A. Fava, Weak type inequalities for product operators, Studia math. (T) XLII(1972), 271-288. 
[FS] N. E. Frangos, and L. Sucheston, On multiparameter ergodic and martingale theorems in infinite measure 

spaces, Probability Theory and Related Fields 71(1986) 477-490. 
[K] U. Krengel, Ergodic Theorems, de Gruyter Studies in Mathematics, de Gruyter, New York, 1985. 
[M] S. McGrath, Some ergodic theorems for commuting L1 contractions, Studia Math. 70, 165-172. 
[O] J. H. Olsen, The individual weighted ergodic theorem for bounded Besicovitch sequences, Cand. Math. 

Bull. 25(1982)468-471. 
[02] A multiple sequence ergodic theoremm Can. Math. Bull. 26(1983) 493-497. 
[03] , Multi-parameter weighted ergodic theorems from their single parameter versions. In: Almost 

Everywhere Convergence, Proceedings of the International Conference on Almost Everywhere Conver­
gence in Probability and Ergodic Theory, Columbus, Ohio, (eds. G. Edgar and L. Sucheston), Academic 
Press, 1989. 

https://doi.org/10.4153/CJM-1994-017-8 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1994-017-8


356 R. L. JONES AND J. OLSEN 

[R] C. Ryll-Nardzewski, Topics in ergodic theory. In: Proceedings of the Winter School in Probability, Karpacz, 
Poland, Lecture Notes in Mathematics 472, Springer Verlag, Berlin, 1975, 131-156. 

[T] A. A. Tempelman, Ergodic theorems for amplitute modulated homogeneous random fields, Lithuanian 
Math. J. 14(1974), 221-229, (in Russian). 

Department of Mathematics 
De Paul University 

2219N.Kenmore 

Chicago, Illinois 60614 
U.S.A. 

e-mail: MATRUJ@DePaul.Bitnet 

Department of Mathematics 

North Dakota State University 

Fargo, North Dakota 58105 
U.S.A. 

e-mail: JOlsen@Plains.NoDak.edu 

https://doi.org/10.4153/CJM-1994-017-8 Published online by Cambridge University Press

mailto:JOlsen@Plains.NoDak.edu
https://doi.org/10.4153/CJM-1994-017-8

