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MINIMAL OPERATORS FOR SCHRODINGER-TYPE 
DIFFERENTIAL EXPRESSIONS WITH 

DISCONTINUOUS PRINCIPAL COEFFICIENTS 

M. FAIERMAN AND I. KNOWLES 

1. Introduction. The objective of this paper is to extend the recent 
results [7, 8, 9] concerning the self-adjointness of Schrôdinger-type 
operators with singular potentials to a more general setting. We shall be 
concerned here with formally symmetric elliptic differential expressions 
of the form 

m 

(1.1) $~ = - ]T (dj - ibj(x))ajk{x){dk - ibk{x)) + q{x) 

where x = (xi, . . ., xm) £ Rw (and m ^ 1), i = ( —1)1/2, dj = d/dXj, 
and the coefficients ajk, bj and q are real-valued and measurable on Rw. 

The basic problem that we consider is that of deciding whether or not 
the formal operator J?7" defined by (1.1) determines a unique self-adjoint 
operator in the space L2(Rm) of (equivalence classes of) square integrable 
complex-valued functions on Rm. It is well known that when the co
efficients ajk, bj and q are sufficiently smooth (see, for example, [8] 
conditions (S1)-(S4)), this problem reduces to deciding whether or not 
the restriction of F to C0

œ(Rm) is essentially selfadjoint in L2(Rm). 
However, when these smoothness conditions are not satisfied a priori, the 
problem becomes more difficult. 

An indication of what may be possible in the general case is given by 
the known theory for the case m = 1 in [11, § 17]. Here, we may set 
bi = 0 without loss of generality, because the resulting operator is known 
to be unitarily equivalent (via a gauge transformation) to the original 
operator; we also assume that 

(1.2) q G L10C
X(R), 

(1.3) 1/an e Lioc^R). 

Let T denote the restriction of 3T to the set 

2{T) = {u:u G L2(R) r\ ACl0C (R), &u 6 L2(R)} 

where ACi0C(R) denotes the set of locally absolutely continuous functions 
on R. Let T0 denote the restriction of T to the set of functions of compact 
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1424 M. FAIERMAN AND I. KNOWLES 

support in 2iï(T). Then it is known ([11, p. 68]) that 

(1.4) To* = T. 

Thus, given (1.2) and (1.3), the problem reduces once again to deciding 
whether or not a certain minimal operator (To in this case) is essentially 
self-adjoint (equivalently, the maximal operator T is symmetric). 

For m > 1, it was shown in [9] that if ajk G C1+a(Rm), for some a > 0, 
hi £ CUR11), and q = qi + q2 where qt 6 Lloc

l(Rm), i = 1, 2, q, is 
locally bounded below and q2 is small in a certain sense, then one can 
define analogues of the operators T and T0 above that satisfy the adjoint 
relation (1.4). It was also shown in [9] that, as a consequence, most of 
the standard self-adjointness criteria automatically hold in the wider 
setting. Our main objective here is to extend this theory to cover the 
case in which the principal coefficients of $~ may have discontinuities. In 
particular, we assume that the coefficients, ajk, bh and q satisfy the 
following conditions: 

(Cl) The matrix (ajk) is symmetric, and locally uniformly elliptic in 
the sense that for any compact set K C Rm there exists a positive number 
X(K) such that 

m 

for all x e K and all vectors £ = (£i, . . ., £m) 6 Rw. 
(C2) For all 1 g j , k ^ m, ajk £ Ll0C

œ(Rm) ; furthermore, if Br denotes 
the open ball with centre 0 and radius r, there exist sequences of positive 
numbers [rn] and {en) with rn —> oo as n —> oo , such that each a^ satisfies 
a Lipschitz condition in each of the annular regions Brn+€n\Brn, n ^ 1. 

(C3) bj G Lioc00(Rm) for 1 S j û m. 
(C4) q G W ( R m ) . 
With reference to (C2), the regions in which we require the principal 

coefficients to be Lipschitz have been chosen to be annuli, for con
venience; we could just as easily require that the same conditions hold 
in more general "bands", such as those defined in [3, § 6], provided only 
that each band has non-zero width everywhere, and that every compact 
set K in Rm can be surrounded by at least one band. In any event, it is 
vital for the validity of the proof given below that the ajk satisfy the band 
condition (C2). Indeed, in Lemma 3 of the sequel we shall see that it is 
precisely the condition (C2) that enables us to relate the operators To 
and T (denned in Section 2) with certain truncated operators 7Yn) and 
T(n) (which are shown to possess certain properties), and it is through 
this relationship that we are able to arrive at our main result concerning 
TQ and T. Finally, we might mention that the physical motivation for 
(C2) is that the coefficients ajk are allowed to have at least bounded 
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discontinuities, a situation encountered for example in diffraction 
problems (cf. [10, p. 205]). 

The treatment follows, in essence, that given in [9]. A rather surprising 
fact that emerges is that despite the very weak conditions on the principal 
coefficients, the proof of the central Lemma (Lemma 2, corresponding to 
Lemma 1 of [7] and Lemma 2 of [9]) is essentially a direct consequence 
of the (local) ellipticity assumptions together with the corresponding 
result for the simple case when the principal part of the operator is just 
the negative Laplacian. 

2. Analogues of the maximal and minimal operators. In the 
sequel we shall s e t J ^ = L2(Rm), and denote by H1 the Sobolev space 
on Rm of order 1 (that is, ff1-^»*)). Lloc

p and Hloc
l shall have their usual 

meanings. Observe also that, under conditions (C2) and (C3), S~u makes 
sense as a distribution provided that u Ç HiQ<} and qu £ Li0Q

l. 
We now define analogues of the operators T and rmin of [9]. Let T 

denote the restriction of ̂ ~ to the set 

(2.1) 9{T) = {u:u ejer\Hloc
l, qu2 € Lloc\^u £ Jt}. 

Notice that, as both q and qu2 are in Lloc
l, it follows that qu £ Lloc

l, and 
hence that 3^u is automatically defined in a distributional sense, as 
outlined above. Also, when bh ajk £ CX(RW), 1 ^ j , k ^ m, the operator 
T is a restriction of its analogue in [9, equation (1.5)], by [7, Lemma 3]. 
However, this difference is more apparent than real, because once we 
establish the analogue of (1.4) for the present situation, it follows 
immediately that the two operators concerned must coincide. If, in 
addition, q G L loc

2 then a similar argument shows that T is just the 
maximal operator in the usual sense. 

Let Qf (T0) denote the set of all functions of compact support in &(T), 
and denote by T0 the restriction of T to @(To). We define the minimal 
(closed) operator, rmln, corresponding to T by 

(2.2) imin = TQ 

whenever T0 is closable mJf. 

3. The main result. Following [6], we define the norm 

m 

(3.i) MU/ = IMI2 + £ \\DjUf 

where ||-|| without the subscript denotes the usual norm in J^, and 
Dj — dj — ibj(x). The completion of Co°°(Rw) with respect to the norm 
(3.1) is denoted by Hb

l(Rm) (or Hb
l). 

As in [9] we seek an appropriate analogue of (1.4) for the present 
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situation. To facilitate this, we assume that the potential q satisfies 
either of the following additional conditions of a general nature; 

(C5) q can be expressed as q = q\ + q2 where gx G JL^C1 and is locally 
bounded below, and q2 satisfies either 

In 
(3.2) I \q2(x)\ldx g Ks-, 1 g 5 < oo, 

\x\<s 

and 

(3.3) I \q2(x - y)\Q(y)dy-^0 as s - + 0 
J \V\<S 

uniformly for x G Rw where 

Q(y) = |y|2-m if m > 2 

= — log|y| if m = 2 

= 1 if m = 1 

or, if m ^ 5, 

(3.4) q2 G LW'2(RW). 

(C5)' g can be expressed as q = qi ~\- qi where q\ G L^c00, and g2 

satisfies 

(3.5; I |^2(x)| |w(x)|2dx ^ €||w||H6i
2 + TIMI 2 

J R m 

for any u G i^V and e > 0, where 7 depends only on e and q2. 

Remark. Condition (C5)' represents a variation on the standard con
ditions (C5) (see [6]) in that while the assumptions on q\ are stronger, 
the assumptions on q2 are somewhat weaker. Either (3.3) or (3.4) are 
sufficient for (3.5) (see [6] for a discussion of these conditions). 

The main result of this paper is the following 

THEOREM. Under conditions (Cl)-(C4), and (C5) or (C5)', T0 is a 
densely defined symmetric linear operator in J^ and 

0 — J- m in — 1 . 

We begin the proof by establishing a number of lemmas. 

LEMMA 1. Let 

m 

(3.6) <£ = £ (dj - ib3(x))ajk(x)(dk - ibk(x)) 

where ajk, 1 ^ j , k rg w, and ^ , 1 ^ 7 ^ m, ar^ real-valued functions in 
Lioc

œ. Let the matrix (ajh(x)) be positive definite for each x G Rm. Then, if 
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u 6 i^ioc1 andJ^u G Ljoc1 

(3.7) ^0\u\ è Re[(sgn«)w] 

w/zere oâf o denotes the operator S£ with bk = 0, k = 1, . . ., m, awd 
sgn w(x) = w(x)/|w(x)| i/ u(x) 7^0 and is zero otherwise. 

This is the analogue in the present situation of the well-known Kato 
distributional inequality (see [6, Lemma A]). As it happens, we only 
require this lemma in the case ajk = djk, djk being the Kronecker delta. 
However, the full result has some independent interest, and its proof is 
no more difficult. We delay the proof until Section 4. 

The next lemma is the analogue of Lemma 1 of [9] ; as usual most of 
the technical difficulties of the paper are encountered here. We define 
formal operators J^~(n) as follows: 3^{n) denotes a formal operator that is 
identical with Ĵ ~ for \x\ < rn + ere, but has coefficients ajk

(n) = ôjk, and 
gi(w) constant for \x\ ^ rn + en. As usual, bj and q2 remain unaltered in 
this construction. We will also need the quadratic forms a(n)[-], Ci(n)[-], 
and c2[-] defined by 

(3.8) a(n)[u] = £, f ajk(n) (x)DjU (x)Dku (x)dx 

where Dj is defined above, 

(3.9) d(n)[u] = I qi
(n)(x)\u(x)\2dx, 

(3.10) c2[u] = I q2(x)\u(x)\2dx. 
J Rm 

LEMMA 2. Let T(n) denote the operator corresponding to^(n) via (2.1). Let 
few = a(n) + Ci(n} + ^ where aW? ^n)^ and C2 are defined by (3.8)-(3.10). 
Then T(n) is a self-adjoint operator with 

9{T^)C 9{¥n^) = Hb
ir\ 2{{q^ + ?*}1/2), 

where —q* is any lower bound for qi{n) on Rm and St ({qi{n) + g*}1/2) denotes 
the domain of the self-adjoint operation of multiplication by (qi(n) + q*)1/2 

in J^f. Furthermore 

(3.11) Wn)(u,v) = (T™u,v) 

for any u £ £t(T(n)) and any v £ &(h{n)), and 

(3.12) hM[u] è k\\u\\mi
2 - (q* + M)\\u\\2 

for some positive constants k and M, and all u £ 2)(h{n)). 

Proof. We assume firstly that conditions (C1)-(C5) hold. The modifica
tions that need be made when (C5)' replaces (C5) will be noted at the 
end. 
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1428 M. FAIERMAN AND I. KNOWLES 

We begin by observing tha t (3.12) follows easily from (CI) and [6, 
Proposition 1], a consequence of (3.3) or (3.4). T h e constants k and M 
depend only on n and q2. Clearly then, h{n) is densely defined, semi-
bounded and symmetr ic . Also, using [6, Proposition 1], it is not hard to 
see tha t h{n) is closed. Hence, associated with the form h{n) is a unique 
self-adjoint operator S(n) with domain S(S{n))C S(h(n)), having the 
same lowrer bound as h(-n), and satisfying 

(3.13) h^(u,v) = (S™u,v) 

for all u e ^ ( S ( n ) ) and v G 9(h™). 
Let <Jiï{n) denote the formal operator 

m 

^{n) = ~ E (*; - ibj(pc))2 + qi
(n) + q2, 

3=1 

and let l(n) denote the form defined by 

l(n)[u,v] = £ I \DjU(x)\2dx + I qi
{n\x)\u\2dx 

7=1 ^ R™ ^ Rm 

+ I C2(x)|̂  12dx 
J Rm 

with domain ^ ( p ) ) = i / , 1 Pi 2 { { ^ + 2*)1 / 2) . Finally, denote by K 
and / respectively the Hilbert spaces Qf (h{n)) and 2 (l(n)) with norms 

{(fc(n) + c 2 ) [ M ] } l / 2 ^ ||w|| a n d {(/(») + c2)[w]}l/2 ^ ^ 

where c is some suitably large constant . Since there exist constants Xi 
and X2 (depending only on n) such tha t 

m 

Xilll2 ^ Z «*"%?* ^ A2|£|2 

for all complex w-vectors £, it is clear from [6, Proposition 1] t h a t the 
two norms defined above are equivalent norms on Hh

l P S ((<Zi(w) + 
ç*)1 / 2) . We now note t ha t C0°°(Rm) is a form core for /<n>. When (&,) = 0, 
this is essentially jus t Lemma 4.6b, p . 349 of [5]. I t is a simple mat te r , 
using Lemma 1, to adap t this proof for magnetic potentials satisfying 
(C3). Finally, as the spaces K and J are identical, C0°°(Rm) is also a core 
for hw. 

We are now going to show tha t 

(3.14) S<n) C r<n>. 

T o this end let u G S(S(n)). Then , observing t h a t qi(n)u2 Ç L^1, we 
see from (3.13) t ha t for every <j> Ç C0

œ(Rm) 

(SWu,$) = h^(u,4>) = (T(nhi,<t>) 
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where the expression in angular brackets denotes the value of the dis
tribution T(n)u at <t>; (3.14) now follows. To show that equality holds in 
(3.14) it suffices to show that @(T{n)) C&(SW). Accordingly, let 
u G &(T(n)). We shall now proceed in several steps. 

Step 1. Let us assume first that u has compact support. Then 
u G 9Wn)), and 

(3.15) (7^%, </>) = A<B)[w,0] 

for all 0 G Co°°(Rm), which is a core for ¥n\ Thus by [5, Theorem 2.1 (iii), 
p. 322] u Ç 9(S^). 

Step 2. Let f Ç C0
œ(Rm) satisfy 0 ^ f ^ 1, f (x) = 1 for |x| ^ 1, and 

f (x) = 0 for |*| è 2. For i? > maxjr, + enf 1} put f*(x) = f(x/i?). 
Observe that there exists a positive number A, independent of x and R 
such that \d£B(x)\ ^ ^ - 1 > and I d A M * ) ! ^ ^i^~2 for 1 ^ j , k ^ w. 
From the distributional identity 

m 

(3.16) ^{n){ÇRu) = f^(w) - 2 X ^ • Z ^ - uU;R 

where A = 2^7= i d/ , it *s e a s v to s e e that f«w £ &(T(n)), and since f^w 
has compact support it follows from Step 1 that ÇRu £ 2iï(S{n)). Hence 
from (3.11) and (3.12) 

(3.17) (7™({*«), f*«) = *(n)[f*«,r*«] 

(3.18) è % * « l k i 2 - (g* + M ) | | f r f . 

Fixing our attention upon (3.16), we observe that 

(3.19) (a) | ( f B r ( n V r « « ) | £ \\T(n)u\\ \\u\\; 

(b) \(d£R • DjU,ÇRu)\ = | ( d ^ • Dj(CRu),u) - ((d£R)2u,u)\ 

2 . J ^ | ^ - |«|d* + ^||«||* 

- 2I5 /R„ l^^w)lîd* + (^ + f ) H 
and hence 

- ^ ||f««IU». + 2m(A* + U)\\u\\; (3.20) ^ Î a ^ - U / B . f j » 

(3.21) (c)\(uACR,CBu)\ ^A\\u\\K 

From these results and (3.18) we conclude that 

kUEu\\Hb? ^ l!rw«|| ||«|| + CM2 + ^\\ïRu\\«J, 
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where fe, A, and C\ do not depend on R. Consequently, for R large enough 
we have 

(3.22) | | f f l « | | ^ i 2 ^ d, 

where Ci does not depend on R. Returning now to (3.17) we have, using 
(3.16) and the estimates (3.19)-(3.21) again, 

IA°°M £ \\T(n)u\\ \\u\\ + CM2 + !* llr*«Uia ^ c4 

by (3.22), for all R large enough, where C3 and C4 are also independent 
of R. Since ÇRU—> u in J^ , it therefore follows from [5, Theorem 1.16, 
p. 315] that M G ^(/* ( w )). 

Ste£ 3. Observe now that by (3.15) and the method of Step 1, 
u 6 ^ ( S ( n ) ) , as required. 

Our final task is to discuss the consequences of replacing (C5) by (C5)'. 
Here we note first that 2)(h(n)) = Hb

l
y provided that g2 is a small enough 

perturbation of q\\ this is certainly assured by (3.5). It is then trivial that 
Co°°(Rm) is a form core for hSn). Thus no other restrictions on g2 are needed. 

The next result, though simple in form, is crucial in the sequel as it 
enables us to relate the properties of the truncated operators T(n) with 
those of T. For n = 1, 2, . . . , let <t>n £ C0°°(Rm) be chosen so that 
0 g 4>n g 1 and 

(3.23) 4>n(x) = 1 if |*| g rn + (l/3)ew 

= Oif |*| è rn + (2/3)en. 

By analogy with the operator T0} let St (T^n)) denote the set of compact 
support functions u Ç 2{T^)\ for u G ^ ( 7 Y n ) ) set r0

( r% = ^ % . 

LEMMA 3. Let u £ 2 (T) U 2(T(n)), and let 4>n be defined as above. Then 

<i>nu e ^ ( r „ ) n ^ ( 7 y n > ) and T0^(<t>nu) = r 0 (*»«). 
Proof. We note first the following (distributional) identity: 

(3.24) 3T{<\>nu) = $nT(u) - X) 3*0n • Dj{ajku) - X) a#d**» • A ^ 

m 

~~ Z^ UjJc ' djdk<i>n ' U. 

Let u e @(T) (the proof is similar if u G ^ ( r < n ) ) ) . Clearly 
0nw Ç JHV P\ H1. Also, it follows easily from (C2) and Theorems 3.13 
and 3.15 of [1] that 

The assertion now follows immediately from (3.24). 
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We now have 

LEMMA 4. T0 and 7VW) are densely defined symmetric linear operators 
in^f. 

Proof. To see that T0 is densely defined, l e t / £ Jtif, and choose e > 0. 
Choose 4>n so that \\<t>nf — f\\ < e/2. Since T{n) is densely denned, there 
is a g 6 ^(r<n>) with ||g - / | | < e/2. Then 

life - /Il ^ life - *»/|| + 11*»/ " /Il < e, 
and </>ng (£ 0(TO), by Lemma 3. Similarly we can show that r0

(n) is 
densely defined; and it is clear that T0

(n) is symmetric. To prove that T0 

is symmetric, let u,v £ &(T0) be chosen arbitrarily, and choose n so 
that 

supp v W supp u C Brn. 

Then, noting that T0u = To(<t>nu) and T0v = T0((j)nv) on Brn, 

(TQU, V) = ( r 0 (*„w), <M) 

= (T0
{n)(<t)nu), <M) by Lemma 3, 

= (</>ww, TQ
{n)((j)nv)) since 7VW) is symmetric, 

= (w, T0v). 

Thus 2"o is closable, and rmin* is a well-defined operator inJ^ . 

LEMMA 5. For all u £ &(T) and v £ @(T0) we have 

(3.25) (7w,i;) = («, 7 » . 

If wre choose n so that supp v (Z Brn and make appropriate use of the 
function <f>n, then the proof of this lemma is identical with that of Lemma 
4 of [9]. 

LEMMA 6. The operator 7Yn) is essentially self-adjoint in ffl. i.e., 

xQw = T(n) = TY W ) * . 

Proof. Since T(n) is self-adjoint in Jtif, it is sufficient to show that 
p») c 7V*>. Let f denote the function in C0°°(R

W) defined earlier. For 
s > rn + en define f s(x) = Ç(x/s). Then, as 5 —> oo , f 6. -> 1, d^ s —> 0, and 
djdjcÇs —> 0 boundedly on Rm. Note also that 

m 

j,k=l 

m m 

- E a*n) • W, -Dku- E 3*f. • Z>W°«)-
j,k=l j,k=l 

The proof now follows that of [9, Lemma 5]. 
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LEMMA 7. If u Ç @(T*), then for each n ^ 1, 

4>nu G 0 ( r o * ) n ^(7Yn>*) a ^ ro*(0n«) = 7yn>* (*„«). 
Proof. Let w G &(TQ*) and set r0*w = / . Then 

(3.26) (w, 7 » = (/, v) 

for ail z; G &(T0). Since ^ G @(T0) for any z; Ç &(TQ) by Lemma 3, 
it follows that 

(3.27) (M, rote,»)) = (/.«.w) 

for all» € ^ ( r 0 ) . On the other hand, if» Ç @(T0
W), it also follows from 

Lemma 3 that 

and that 

r„(<M = r0w (*»»). 
Thus 

(3.28) (w, r0<
n> (*„*)) = («, r 0 (*„*)) = (/,«„*) 

by (3.26), for all v G ^ ( r 0
( n ) ) . Now, let X denote the Hilbert space 

associated with the form h{n) as defined earlier, and with norm 

(A<n>M + c2\\u\\2)U2 ^ N I , 

where c2 ^ g* + 1 + M. Then denoting the anti-dual of K by K* we 
have, 

^(7Yn )) C 9{T^) CK CH,1 C Hr1 C i£* 

where the inclusions are continuous, and we may regard 2^(T^n)) as a 
dense subset of K*. It is well-known, and easily confirmed (see [7, Lemma 
2]) that T(n) can be extended to a continuous map H{n) on K to X*, where 
i?(w) is actually a restriction of^(w). It is also known that c2 + H(n) maps 
K onto i£* bicontinuously. 

From (3.28) we have 

(3.29) (<t>nuy TQ™v) = (/*, *;)** 

for all y G i^(r 0
( w )) , where (•, • )x* denotes the inner product in K*, and 

/* is given by 

m m 

(3.30) / * = <j)nf - Yl Dk(djku) - dj(j>n - J2 djkDj(dk(i)n • u). 
j.k=l j.k=l 

Clearly /* £ Hh~
l C K* by an argument similar to [6, p. 143]. Note 

that, by the same reasoning we also have from (3.27) that 

(3.31) (4>nu,T0v) = (f*,v)K* 
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for all v £ &(To). Returning now to (3.29) we see that 

4>nu £ &(T0M') and 7Yn>'(*„«) = /*, 

where 7Yn)/ denotes the adjoint of 7YW) regarded as an operator in K*. Set 

(7Yn> + c2) ' (*^) = ge K*. 

By the preceding remarks there exists a function z £ K with 

(ff<"> + c*)(z) = g. 

Consequently, 

(*„«, (7Yn> + c 2 » = ((7y»> + C 2 ) ' (<M) ,*O** 

= ((#<»> + <;»)(*), »)*• 
= (A(w) + c2)(s, v) 

(by continuity of H(n) on K) 

= (z, (r0<
n> + c » 

for all » £ 9(T^). Hence 

(0nw - z, (7Yn) + c2>) = 0 for all v € ^ ( 7 Y n ) ) . 

Now, since 7Vn) is essentially self-adjoint, it follows ([12, Theorem, X.26]) 
that the range of 7YW) + c2 is dense in J4f; hence we have that <f)nu = 
z e Hb\ and therefore that u Ç Hloc\ Thus, from (3.29) and (3.30), 

<t>nu e 9{T*™*) and Tow*(4>nu) = f* 6 tf. 

Finally, from (3.31) 

<t>nu e @(T0*) and ro*(0n«) = /* = 7Yn>* (*,«)• 

We now complete the proof of the theorem stated earlier. 

Proof of theorem. By Lemmas 4 and 5 it is sufficient to show that 

(3.32) To* C T. 

Let u £ Qf (To*) and set r0*w = / £ ^ . Choose w arbitrarily. By 
Lemma 7, 

<M € 9(T,*) r\ 9(T*™*) and 

(3.33) r0*(*„«) = r0w*(*nw). 

Since 7Yn)* - r<n) by Lemma 6, it follows that u G Hl{Brn) and 
g^2 £ Ll(BTn) for each w. We now show that for almost all x Ç £ r n , 

(3.34) (T0*u)(x) = T0*(<t>nu)(x). 
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Clearly, as <$>n = 1 on B = Brn+{i^)en 

(T0*u - TQ*(<t>nu),v)L\B) = 0 

for ail v G @(T0) with supp v C.B. Thus (3.34) will be established if we 
can show that the set of all such functions v is dense in L2(B). Let 
w G L2(B) and define w* on Rm to be equal to w in B, and zero eslewhere. 
Then given e > 0 there is a g G S1 (To) with [|g — w*\\ < \e. Choose 
^ G C0

œ(Rm) so that 

0 ^ ^ ^ 1, supp \p C B and ^ = 1 on 5rn+(i/4)en--« 

where 8 is chosen small enough to ensure that 

\\\pW - w\\L\B) < h-

Clearly \pg G &(T0) (by the method of Lemma 3), supp (i/'g) C B, and 

Illfe - M\L\B) = \\U - W*|| 

^ l|^£ ~ tfw* II + H^w - w\\L\B) 

< 6. 

Finally, for almost all x G BTn we have by (3.33) and (3.34) 

/(*) = T0*u(x) = TV (*„«)(*) = 7YW>* («»«)(*) = p ) ( ^ ) ( x ) 

Since / G ^ and w was chosen arbitrarily it follows that 37~u G J^ , 
w G i^ioc1 and gw2 G TXQi}. Thus w G @(T). 

As in [9] we have 

COROLLARY. The operator T is s elf-adjoint if and only if it is symmetric. 
In this case To is essentially self-adjoint and defines a unique self-adjoint 
operator (To) in Jtff. 

Thus, by the reasoning of [9], it follows that virtually all of the known 
criteria for essential self-adjointness (and in particular those given in 
[2, Theorem 2; 4; 8]) are automatically valid under the considerably 
weaker a priori smoothness assumptions (C1)-(C4), and (C5) or (C5)'. 

4. Proof of lemma 1. We let 2f denote the space of test functions on 
Rm with the Schwartz topology and 2' the corresponding space of dis
tributions. Let 

j(x) = aexp { - (1 - M2)-1! 

for \x\ < 1 and j(x) = 0 for \x\ ^ 1, where a is chosen so that 

/ j(x)dx = 1. 
Rm 
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For ô > 0, let 

jô(x) = ô~mj(x/ô). 

Note that i5(x) G C°°(Rw),75(x) = 0 for |x| ^ <5, and 

/ . 
js(x)dx = 1. 

Let 

(4.1) «*(#) = y^OO = I 75 (^ - y)u(y)dy, 
d Rm 

and for e > 0 let 

U( = (\u\2 + e2)1/2 and u€
5 = ( |^|2 + e2)1/2. 

Then an argument similar to [6, Section 5, Lemma 3] shows that 

(4.2) if0(«.J) è - ^ ( z / ) + ~ i ? ( M
s ) 

where, for v (E iïioc1, <^ (v) denotes the distribution defined by 

(here <j> Ç. 3? and (5, 0) denotes the value of the distribution 5 at <£). We 
now complete the proof in two steps. 

Step 1. Here we hold e fixed and examine the behaviour of (4.2) as 
5 —» 0. Firstly, it is clear that there exists a null sequence of values of 8, 
{àp-P è 1} such that up(x) = U8P(X) —» u(x) and ue

p(x) —» u€(x) a.e. 
pointwise in Rw as £ —•> oo . Moreover, from the relations 

d*w/ djfctt* + ~v <*&* 

and d^p = (dku)p (where ( )p = ( )6*0, it follows that 

dkUe
P —> R e u€ 

dku 

in L loc
2 as p —> oo . Hence ue G H\oc

l, ut
p —» we in i/ioc1 as £ —» oo , and 

(4.3) d*«€ = Re 
u€ 

dku 

Turning now to the left-hand side of (4.2) we see that for </> G ^ , 

m r 
(J?o(ut

p), 0) = - Z) I an ' dk{u€
v) • dj<t>. 

j,k=l u R m 

Clearly then , i f 0(w/) ->=^o(^c) in ^ ' as £ —» oo . Consider now the first 
term inside the bracket on the right-hand side of (4.2); i.e., we consider 
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the distr ibution 

H? 
(4.4) — [dj(ajkdkM

v) - idj(ajkbku
p) - iajkbjdk(u

p) — ajkbjbku
p\. 

I t is clear t ha t 

v 
(4.5) —p ajkbjbku

p —> — ajkbjbku in i ^ ' 
w e w e 

and 

w w 
(4.6) —p ajkbjdk(u

p) —» — ajkbjdku in j ^ ' 
w e W{ 

as £ —> oo . Also, for </> £ ^ we have 

( — dj{ajkbku
v), </>) = -\ajkbku

p, dÀ<t> • " J / 

flifc • bk • up • 

i p 

ttjk ' Ok • U 

- - / . Rm W e 

• / . 

dj(up) up dj(up) 

Since nv —> w and we
p —» ^ e in H^1, it follows t ha t 

W€ 

W 
(4.7) ~ p dj(ajkbku

p) 
W e 

W 

We 

dj{ajkbku) 

in i ^ ' . In a similar fashion, one can show tha t as £ —» oo , 

</>. 

(4.8) —-p- dj(ajkdku
p) - » — dj(ajkdku) 

We W e 

in j ^ ' . T h u s from (4.4)-(4.8) we see t h a t 

We We 

in i ^ ' as p —> oo . One also has a similar result for the second term in 
(4.2). Combining these then gives 

(4.9) i?o(t t . ) è è -&(u) + - i f ( w ) 
LWe We 

Re -Sf(u) 

Step 2. Our final task is to investigate (4.9) as e —> 0. Clearly, for 
<t> £ i ^ , we have (dfcw€, 0) —> ( d ^ H , $) as e —» 0. On the other hand it 
follows from (4.3) t ha t dk(ue) —> Re[sgn w- dfcw] in L l o c

2 as e -> 0. Hence 
we have 

dk\u\ = Re[sgn w^d^w] a.e. in Rm, and 

d̂ We —* dfcM in L l o c
2 as e —•» 0. 
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A simple calculation now shows that J^o(u() 
It is also clear that 

i f o ( H ) i n ^ ' a s e - > 0 . 

Re 
ue 

&(u) Re [sgn u • S£(u)\ 

in 2)' as e —> 0. The assertion of the lemma now follows from (4.9). 
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