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The importance of matric algebras in Function Theory and in Physics (Birtwistle-The new Quantum Mechanics; and Courant and Hilbert-Methoden der mathematischen Physik) has resulted in comprehensive works on finite matrices ${ }^{1}$. Very little progress has, however, been made in the necessary algebras of infinite matrices.

Some general theory, together with application to Function Theory and Physics, has been devcloped by Dienes ${ }^{2}$ and supplemented $^{3}$ by recent papers by R. Cooke. Little is yet known of functional properties, and before the algebra of infinite matrices can be fully developed it is essential that knowledge should be gained of the structural properties of the matrix. This work is being pursued at Birkbeck College by a group of research students working under Dr Dienes. One of the problems he put forward at a lecture to this group was the examination of the structure of infinite semi-matrices, suggesting, for distinct roots, the form $A_{i} / C_{i}$ (as given in the paper) for the idempotent element. Under his guidance I have been able to obtain the structural form of infinite semi-matrices of a certain class on a parallel with the exposition ${ }^{4}$ given by Wedderburn for finite matrices.

Direct examination of the matrix involves considerable difficulties, and even the solution for semi-matrices of the $X^{-1} A X=D$
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problem in the Heisenberg-Dirac theory of atom mechanics is only possible under certain conditions. Therefore it is not surprising that at present, owing to the difficulty of establishing the existence of products in infinite matrices, it has been found necessary to restrict in general the class of matrices in this paper to those for which $\sum_{i} 1 / / a_{i i}!$ is convergent.

It will be seen that an examination of the structure necessitates elucidation of certain functional properties, and the incidental properties, e.g. commutability of matrices, have some claim to consideration of their own.

It has been found possible to express infinite lower semi-matrices or matrices which can be transformed into lower semi-matrices (restricted in general to the class $\sum_{i} 1 /\left|a_{i i}\right|$ convergent) in terms of the principal (or unique) idempotent elements ${ }^{1}$. This method of expression enables rational functions of the matrix to be expressed simply in terms of the principal idempotent and nilpotent elements. Throughout this paper capital letters are used to denote infinite lower semi-matrices.

It has been found possible, by algebraic construction of the idempotent and nilpotent elements to extend the class of matrices analysed to certain important special cases. The most important case so dealt with is that in which every element of the principal diagonal is distinct, e.g. The Arithmetic Means.

1. Preliminary note on the exponential function ${ }^{2}$.
1.1. Definition. By the "matrix modulus" is meant the matrix obtained by replacing $a_{i k}$ in $\boldsymbol{A}$ by $\left|a_{i k}\right|$, and will be denoted by $|\boldsymbol{A}|$.

Thus the matrix modulus must be distinguished from the Bound as used by Dienes.

Then in the field of lower semi-matrices we have
(i) $|c \cdot A|=|c| \cdot|A|$ where by $A|=|B|$ is meant $| a_{i k}\left|=\left|b_{i k}\right|\right.$, and $c$ is any scalar matrix, for $\{|c . A|\}_{i k}=c \mid \cdot\{|A|\}_{i k}$.
(ii) $|E|=1$.
(iii) $\{|A+B|\}_{i k}=\left|a_{i k}+b_{i k}\right| \leqq\left|a_{i k}\right|+\left|b_{i k}\right|=\{|A| \mid\}_{i k}+\{|B|\}_{i k}$,

[^0]that is,
$$
|A+B| \leqq|A|+|B|
$$
(iv) $\quad\{|A \cdot B|\}_{i k}=\left|\sum_{j=k}^{i} a_{i j} b_{j k}\right| \leqq \sum_{j=k}^{i}\left|a_{i j}\right| \cdot\left|b_{i k}\right|=\{|A|\}_{i k} \cdot\{|B|\}_{i k}$, that is,
$$
|A \cdot B| \leqq|A| \cdot \mid B
$$
1.2. Theorem. The exponential function exists for every row-finite matrix, all its values are row-finite matrices, and it misses all the nilpotent values in the field.
(i) Since row-finite matrices form an associative field, and in particular are self-associative, the exponential function may be defined as
$$
E(A)=1+\frac{A}{1!}+\frac{A^{2}}{2!}+\ldots+\frac{A^{n}}{n!}+\ldots
$$
where the matrix element $\{E(A)\}_{n k}$ is of the form
$\{E(A)\}_{n k}=\delta_{n k}+a_{n k}+\frac{\sum_{i} a_{n i} \cdot a_{i k}}{2!}+\ldots .+\frac{\sum_{i}^{\sum} a_{n i} \sum_{i} a_{i j} \ldots \ldots \sum_{p}^{\sum} a_{t p} a_{p k}}{n!}+\ldots$.
Let $b$ be the maximum modulus of the elements in the first $n$ rows of $A$, then
\[

$$
\begin{aligned}
\left|\{E(A)\}_{n k}\right| & \leqq 1+b+\frac{m b^{2}}{2!}+\ldots+\frac{m^{k} b^{k+1}}{(k+1)!}+\ldots . \\
& \leqq e^{m b}
\end{aligned}
$$
\]

where $m$ is the number of elements in the row. Therefore $E(A)$ has a definite meaning in the field.
(ii) In the Cauchy product of $E(A) \cdot E(B)$ the term containing the $n$th combined index of $A$ and $B$ is,

$$
\frac{A^{n}}{n!}+\frac{A^{n-1}}{(n-1)!} B+\ldots+\frac{B^{n}}{n!}
$$

which is congruent with $(A+B)^{n} / n!$ in an associative field when $A B=B A$.

Hence there is absolute equivalence between corresponding powers in $E(A) . E(B)$ and $E(A+B)$.
(iii) Since $E(A+B)=E(A) \cdot E(B)$ when $A B=B A$, put $B=-A$, so that $E(-A)$ is an ordinary element in the field.

Now from definition $E(0)=1$; hence it follows that

$$
\mathrm{l}=E(0)=E(A) \cdot E(-A)
$$

and therefore that it is impossible for $E(A)$ to assume the value zero.
Further suppose that $E(A)=U$ so that $E(n A)=U^{n}$.
Then, since $E(n A)$ cannot be zero, $E(A)$ cannot assume a value $U$ such that $U^{n}=0$, that is $E(A)$ misses all the nilpotent values of the field.

These results can be easily extended to row-bounded, columnfinite, column-bounded, $K$ and $T$ matrices ${ }^{1}$.
2. The Existence Theorem. It becomes necessary to establish the existence of products of the form $\prod_{i}\left(1+\frac{A}{a_{i i}}\right)$.

When $\sum_{i} \frac{1}{\left|a_{i i}\right|}$ is convergent it can be established that
(i) Any product of the form $\Pi_{i}\left(1+\frac{A}{a_{i i}}\right)$ exists.
(ii) $\prod_{i=1}^{\infty}\left(1-\frac{A}{a_{i i}}\right)=0$ in the sense that $\lim _{n \rightarrow \infty} \prod_{k=1}^{n}\left(1-\frac{A}{a_{k k}}\right)$ exists and is the zero matrix.
(iii) If $A_{i}=\prod_{k=1}^{\infty}\left(1-\frac{A}{a_{k k}}\right)$ and if $c_{i}=\prod_{k=1}^{\infty}\left(1-\frac{a_{i i}}{a_{k k}}\right)$,
where (i) signifies that the factor(s) where $a_{k k}=a_{i i}$ are omilted, then $A_{i}$ and $c_{i}$ exist, and further $A_{j} A_{k}=0, \quad(j \neq k)$.
2.1. Proof. Using the matrix modulus it is apparent that

$$
1+\left|\frac{A}{a_{i i}}\right|<E\left(\left.\frac{A}{a_{i i}} \right\rvert\,\right),
$$

and since $\frac{A}{a_{i i}}$ and $\left.\frac{A}{a_{k k}} \right\rvert\,$ are commutable it follows that

$$
E\left(\left|\frac{A}{a_{i i}}\right|\right) \cdot E\left(\left.\frac{A}{\mid \overline{a_{k k}}} \right\rvert\,\right)=E\left(\left.\left|\frac{A}{a_{i i}}\right|+\frac{A}{a_{k k}} \right\rvert\,\right),
$$

and hence that

$$
\Pi_{i}\left(1+\left\lvert\, \frac{A}{a_{i i}}\right.\right)<E\left(\sum_{i} \left\lvert\, \frac{A}{a_{i i}}\right.\right)=E\left(|A| \sum_{i} \frac{1}{\left|a_{i i}\right|}\right) .
$$

[^1]By comparison with 1.2 it follows that, since $\sum_{i}\left(1 /\left|a_{i i}\right|\right)$ converges, the right-hand side exists. That is, every such product exists and, in particular, all products of the type $\prod_{i}\left(1-\frac{A}{a_{i i}}\right)$ exist.
2.2. (i) Lemma. Let $U$ be such that the elements in its first $n$ rows are all zero. Let $V$ be commutable with $U$, and such that $v_{n+1, n+1}=0$ for a given $n$. Then in $U V$ the elements in the first $n+1$ rows are all zero. For, if $B=U V$ then

$$
b_{k i}=\sum_{j=1}^{k} u_{k j} v_{j i}
$$

Now $u_{k j}=0$ for $k \leqq n$; hence $b_{k i}=0$ for $k \leqq n$. Further since $B=U V=V U$, it follows that

$$
b_{n+1, i}=\sum_{j=1}^{n+1} v_{n+1, j} u_{j i}
$$

and $u_{j i}=0$ for $j \leqq n$, and $v_{n+1, j}=0$ for $j=n+1$; hence $b_{n+1, i}=0$, that is $b_{k i}=0$ for $k \leqq n+1$.

22 . (ii) In $\left(1-A / a_{11}\right)$ the first row is zero, and in $\left(1-A / a_{22}\right)$ the second element in the principal diagonal is zero; therefore from 2.2. (i) it follows that the elements in the first two rows of

$$
\left(1-A / a_{11}\right)\left(1-A / a_{22}\right)
$$

are all zero.
The complete result then follows by induction, that

$$
\lim _{n \rightarrow \infty} \prod_{i=1}^{n}\left(1-\frac{A}{a_{i i}}\right)
$$

is the zero matrix.
2.3. The existence of $c_{i}$ follows as a direct result of the convergence of $\sum_{i}\left(1 /\left|a_{i i}\right|\right)$ and the existence of $A_{i}$ from 2.1. Further,

$$
A_{j} A_{k}=\prod_{i=1}^{\infty}\left(1-\frac{A}{a_{i i}}\right) \prod_{i=1}^{\infty}\left(1-\frac{A}{a_{i i}}\right)
$$

the rearrangement of the factors given by $a_{i i}=a_{j j}$ being justified by commutability. Hence, by 9.2 . (ii), it follows that $A_{j} A_{k}=0,(j \neq k)$.
3. Matrices with Distinct Roots.

Theorem. If in the principal diagonal of $A$ no two elements are equal, then
(i) $\sum_{i=1}^{\infty} \frac{A_{i}}{c_{i}}=1$, and $\frac{A_{i}}{c_{i}}$ is idempotent.
(ii) $A=\sum_{i=1}^{\mathrm{x}} a_{i i} \frac{A_{i}}{c_{i}}$, and further, if $g(x)$ is any function containing only positive and negative powers of $x$, then

$$
g(A)=\sum_{i=1}^{\infty} g\left(a_{i i}\right) \frac{A_{i}}{c_{i}}
$$

Proof. 3.1. Lemma. If $B$ is commutable with $A$ where $a_{i i} \neq a_{i+k, i+k}$ for all $i$ and $k$, and if the first $n$ elements of the principal diagonal of $B$ are all equal to $c$, then the elements of the first $n$ rows of $B$ other than those of the principal diagonal are zero.

If all the elements of the principal diagonal of $B$ are equal to $c$, then $B=c$.

Using the relation $B A=A B$ it is seen that the second diagonal of $B$ is determined by the equality

$$
b_{i, i-1} a_{i-1, i-1}+c . a_{i, i-1}=c . a_{i, i-1}+a_{i i} b_{i, i-1} .
$$

Therefore $b_{i, i-1}=0,(i \leqq n)$. Hence the third diagonal is governed by

$$
b_{i, i-2} a_{i-2, i-2}+c . a_{i, i-2}=c \cdot a_{i, i-2}+a_{i i} b_{i, i-2,}(i \leqq n)
$$

that is $b_{i, i-2}=0,(i \leqq n)$. Proceeding in this way the $(k+1)$ th diagonal is governed by

$$
\sum_{n=0}^{k} b_{i, i-n} a_{i-n, i-k}=\sum_{n=0}^{k} a_{i, i-n} b_{i-n, i-k}
$$

which, for $i \leqq n$, reduces to

$$
b_{i, i-k} a_{i-k, i-k}=a_{i i} b_{i, i-k}
$$

that is, for $i \leqq n$ the $(k+1)$ th diagonal is zero and the result follows.
3.2. (i) Since $A_{i}=\prod_{k=1}^{\infty}\left(1-\frac{A}{a_{k k}}\right)$, it follows that in the principal diagonal of $A_{i} / c_{i}$ every element is zero except the $i$ th and the $i$ th is 1 .

Hence, if $B=\sum_{i=1}^{n} \frac{A_{i}}{c_{i}}$ then $b_{k k}=1$ for $k \leqq n$ and $B$ is commutable with $A$. Then from 3.1 it follows that $b_{k i}=0$ for $k \leqq n$ and $k \neq i$, and hence that $\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \frac{A_{i}}{c_{i}}$ is the unit matrix, and may be expressed as $\sum_{i=1}^{\infty} \frac{A_{i}}{c_{i}}=1$.
3.2. (ii) From 2.3 and the above it follows that

$$
\frac{A_{k}}{c_{k}}=\frac{A_{k}}{c_{k}} \sum_{i=1}^{\infty} \frac{A_{i}}{c_{i}}=\left(\frac{A_{k}}{c_{k}}\right)^{2}
$$

that is, $A_{i} / c_{i}$ is idempotent.
3.2. (iii) From 2.2. (ii), since $a_{i i} \neq a_{i+k, i+k}$ for any $i$ or $k$, it follows that $A_{i}\left(1-A / a_{i i}\right)=0$; that is $A\left(A_{i} / c_{i}\right)=a_{i i}\left(A_{i} / c_{i}\right)$ from whence it readily follows that
and finally

$$
\begin{aligned}
\lim _{n \rightarrow \infty} A \sum_{i=1}^{n} \frac{A_{i}}{c_{i}} & =\lim _{n \rightarrow \infty} \sum_{i=1}^{n} a_{i i} \frac{A_{i}}{c_{i}} \\
A & =\sum_{i=1}^{\infty} a_{i i} \frac{A_{i}}{c_{i}}
\end{aligned}
$$

3.2. (iv) Using $A_{j} A_{k}=0$ we have, for $r$ a positive integer,

$$
A^{r}=\sum_{i=1}^{\infty}\left(a_{i i} \frac{A_{i}}{c_{i}}\right)^{r}=\sum_{i=1}^{\infty} a_{i i}^{r} \frac{A_{i}}{c_{i}}
$$

since $A_{i} / c_{i}$ is idempotent.
Further from $A \cdot A^{-1}=1$ it is easily verified that $A^{-1}=\sum_{i=1}^{\infty} a_{i i}^{-1} \frac{A_{i}}{c_{i}}$, and hence that $A^{-r}=\sum_{i=1}^{\infty} a_{i i}^{-r} \frac{A_{i}}{c_{i}}$, and finally that $g(A)=\sum_{i=1}^{\infty} g\left(\dot{a}_{i i}\right) \frac{A_{i}}{c_{i}}$.

## 4. Matrices with Multiple Roots.

Theorem. Suppose that in the principal diagonal of $A$ there occur equalities between some of the elements, such as, say, $a_{p p}=a_{s \varepsilon}=\ldots=a_{v v}$ where the consecutive elements in the sequence of equalities are not necessarily consecutive elements in the diagonal. Then $A$ may be expressed in terms of its principal idempotent and nilpotent elements, with an extension to scalar functions as before.
4.1. Proof. From 3.2 (ii) it is seen that when the roots are distinct $\left(A_{i} / c_{i}\right)\left(1-A_{i} / c_{i}\right)=0$ and the idempotent element may be written as $1-\left(1-A_{i} / c_{i}\right)$ If, however, $a_{i i}=a_{i+1, i+1}$ this is not the case as is shown at once by a consideration of $a_{i+1, i}$. Consideration of $a_{i+1, i}$ suggests, in order to retain the same structural form, the examination of $\left\{\left(A_{i} / c_{i}\right)\left(1-A_{i} / c_{i}\right)\right\}^{2}$ with the possibility of $1-\left(1-A_{i} / c_{i}\right)^{2}$ as the idempotent element. This leads to the following construction. Let
$m_{i}$ be the "stretch" of the sequence of elements equal with $a_{i i}$ that is, if $a_{88}$ is the first and $a_{t t}$ the last of the sequence, then $m_{i}=t+1-s$.

Let $G_{i}=1-\left(1-\frac{A_{i}}{c_{i}}\right)^{m_{i}}$ and consider $U=\sum_{i=1}^{\infty} G_{i}$ where the dash signifies that of the $m_{i}$ congruent terms given by the sequence of elements equal to $a_{i i}$ all but one are omitted. Then by comparison with 3.2 (i) it is seen that $U$ exists.

Further, for values of $k$ such that $a_{k k} \neq a_{i i}$ using $A_{j} A_{k}=0$ it follows that

$$
\begin{equation*}
G_{i} G_{k}=0, \tag{i}
\end{equation*}
$$

$$
U\left(\frac{A_{k}}{c_{k}}\right)^{m_{k}}=\left(\frac{A_{k}}{c_{k}}\right)^{m_{k}} \cdot G_{k},
$$

that is

$$
\begin{equation*}
(U-1)\left(\frac{A_{k}}{c_{k}}\right)^{m_{k}}=-\left(\frac{A_{k}}{c_{k}}\right)^{m_{k}}\left(1-\frac{A_{k}}{c_{k}}\right)^{m_{k}} \tag{ii}
\end{equation*}
$$

Consider the right-hand side of 4.1 (ii).
Let $B_{1}=\left(A_{k} / c_{k}\right)\left(1-A_{k} / c_{k}\right)$ so that the principal diagonal of $B_{1}$ is zero. Then $B_{1}^{m_{k}}$ has the first $m_{k}$ diagonals zero.

Further, since $A_{j} A_{k}=0$ for values of $j$ such that $a_{j j} \neq a_{k k}$, it follows that $B_{1}^{m_{k}} \sum_{i=1}^{\infty} \prime \frac{A_{i}}{c_{i}}=0$, where the double dash signifies that all terms congruent with, and including, $A_{k} / c_{k}$ are excluded from the summation.

$$
\begin{equation*}
\text { Also, if } B_{1}^{m_{k}}=B \text { and } \sum_{i=1}^{\infty}, \frac{A_{i}}{c_{i}}=C \text { then } B C=C B=0 \tag{ii}
\end{equation*}
$$

Now consider the $k=\left(m_{k}+1\right)$ th diagonal of $B$. From (ii) and (iii) this is determined by

$$
\sum_{j=0}^{k} b_{n, n-j} c_{n-j, n-k}=\sum_{j=0}^{k} c_{n, n-j} b_{n-j, n-k}=0
$$

That is, since by (i) $b_{n, n-j}=0$ for $j<k$, and $b_{n-j, n-k}=0$ for $j>0$,

$$
\begin{equation*}
b_{n, n-k} c_{n-k, n-k}=c_{n n} b_{n, n-k}=0 \tag{iv}
\end{equation*}
$$

In $\sum_{i=1}^{\infty} \frac{A_{i}}{c_{i}}$ the elements of the principal diagonal are non-zero except those which correspond with $a_{k k}$ and the principal diagonal elements of $A$ which are equal to $a_{k k}$. Hence, since the stretch from $c_{n-k, n-k}$ to $c_{n n}$ is greater than $m_{k}$, it follows that $c_{n-k, n-k}$ and $c_{n n}$ cannot both be zero for a fixed $n$. Therefore, using (iv) we have
$b_{n, n-k}=0$ for all $n$. Similarly $b_{n, n-k-1}=0$ for all $n$, and ultimately it follows that every diagonal of $B$ is zero. Hence 4.1 (ii) becomes

$$
(U-1)\left(\frac{A_{k}}{c_{k}}\right)^{m_{k}}=0
$$

and since this is true for all $k$, we obtain
4.1. (iii)

$$
(U-1) \sum_{k=1}^{\infty}\left(\frac{A_{k}}{c_{k}}\right)^{m_{k}}=0
$$

Now in $\sum_{i=1}^{\infty} \frac{A_{i}}{c_{i}}$ every element of the principal diagonal is nonzero, therefore in $\sum_{i=1}^{\infty}\left(\frac{A_{i}}{c_{i}}\right)^{m_{i}}$ every element in the principal diagonal is non-zero, and it immediately follows that $u_{n n}$ is 1 for all $n$, and, by successive determinations of the diagonals, that $u_{n k}=0$ for $k \neq n$; that is, $U$ is the unit matrix.

Using 4.1 (i) and 4.1 (iii), it follows from the definition of $U$ and $G_{i}$ that
4.1. (iv)

$$
G_{k} U=\left(G_{k}\right)^{2}
$$

that is, $G_{k}$ is idempotent.
Let

$$
\eta_{k}=\left(1-\frac{A}{a_{k k}}\right) \cdot G_{k}
$$

so that

$$
\eta_{k}^{s_{k}}=\left(1-\frac{A}{a_{k k}}\right)^{\varepsilon_{k}} \cdot G_{k}
$$

since $G_{k}$ is idempotent.
Let $s_{k}$ be the actual number of elements in the total sequence $a_{k k}=\tau_{j}=\ldots=a_{m m}$. Then
4.1. (v)

$$
\eta_{k_{k}}^{s_{k}}=f(A) \prod_{i=1}^{\infty}\left(1-\frac{A}{a_{i i}}\right)
$$

that is, $\eta_{k}$ is nilpotent with index $s_{k}$. Thus we have

$$
\begin{equation*}
A=A U=A \sum_{i=1}^{\infty} G_{i}=\sum_{i=1}^{\infty} a_{i i}\left(G_{i}-\eta_{i}\right) \tag{vi}
\end{equation*}
$$

where $G_{i}$ is idempotent and $\eta_{i}$ is nilpotent with index $s_{i}$.
Further, it is readily seen that if $r$ is a positive integer

$$
A^{r}=\sum_{i=1}^{\infty} a_{i i}^{r}\left(G_{i}-\eta_{i}\right)^{r}=\sum_{i=1}^{\infty} a_{i i}^{r}\left\{G_{i}+\left(1-\eta_{i}\right)^{r}-1\right\}
$$

that is, if $g(x)$ is a scalar polynomial in $x$, then
4.1. (vii) $g(A)=\sum_{i=1}^{\infty}\left\{g\left(a_{i i}\right) G_{i}+a_{1} \eta_{i}+a_{2} \eta_{i}^{2}+\ldots+a_{n} \eta_{i}^{n}\right\}$, where $n$ is the degree of the polynomial, and $a_{j}$ is derived from powers of $a_{i i}$.

## 5. Uniqueness.

The matrices $G_{i}$ are uniquely determined. For, let $K_{i}(i=1,2, \ldots$ ) be any matrices such that
(i) $A K_{i}=K_{i} A$,
(ii) $\left(1-A / a_{i i}\right) \cdot K_{i}$ is nilpotent,
(iii) $\sum_{i=1}^{\infty} K_{i}=1, K_{i}$ is idempotent and non-zero.

Then $K_{i}=G_{i},(i=1,2, \ldots)$.
For, if $\psi_{j}=\left(1-A_{i} a_{j j}\right) \cdot K_{j}$, we have, since $K_{i}$ and $G_{i}$ are commutable with each other and with $A$, that

$$
a_{j j} G_{i} \psi_{j}=\left(a_{j j}-A\right) \cdot K_{j} G_{i},
$$

and
that is

$$
a_{j j} G_{i} \psi_{j}-a_{i i} K_{j} \eta_{i}=\left(a_{j j}-a_{i i}\right) K_{j} G_{i} .
$$

But if $a$ is the higher index of $\psi_{j}$ and $\eta_{i}$, and if both sides are raised to the power $2 \alpha$, then since all the matrices are commutable, and since $K_{j} G_{i}$ is idempotent, the left-hand side becomes zero and the right-hand side does not, unless $a_{j j}=a_{i i}$.

Hence $K_{j} G_{i}=0$ when $a_{i i} \neq a_{j j}$.
Therefore from (iii) we have

$$
K_{j}=K_{j} \sum_{i=1}^{\infty} G_{i}=K_{j} G_{j}=G_{i} \sum_{j=1}^{\infty} K_{j}=G_{j}
$$

which proves the uniqueness of the $G_{i}$. Hence they may be called the "Principal" idempotent elements.

An algebraic construction for particular cases.
6. Case 1. Suppose that $A$ is any lower semi-matrix such that every element of the principal diagonal is distinct, that is $a_{i i} \neq a_{k k}$ for any $k, k \neq i$.

Let $B_{k}, k$ being a fixed integer, be such that
(i) $B_{k} A=A B_{k}$
(ii) $\left(B_{k}\right)_{i i}=0$ for $i \neq k$
$=1$ for $i=k$.

Then (a) $\sum_{i=1}^{\infty} B_{i}=1$,
(b) $B_{i}$ is idempotent for all $i$,
(c) $A=\sum_{i=1}^{\infty} a_{i i} B_{i}$.
6.1. Proof. Determining $B_{k}$ diagonally the element $\left(B_{k}\right)_{n m}$ is given, using (i), by

$$
\sum_{j=m}^{n}\left(B_{k}\right)_{n j} a_{j m}=\sum_{j==n}^{n} a_{n j}\left(B_{k}\right)_{j m}
$$

(a) $m=n$ is determined by $\left(B_{k}\right)_{n n} a_{n n}=a_{n n}\left(B_{k}\right)_{n n}$, that is $\left(B_{k}\right)_{n n}$ may be fixed to satisfy (ii).
(b) $m=n-1$. Having fixed $\left(B_{k}\right)_{n n}$ the element $\left(B_{k}\right)_{n, n-1}$ is determined by

$$
\left(B_{k}\right)_{n, n-1} a_{n-1, n-1}+\left(B_{k}\right)_{n n} a_{n, n-1}=a_{n, n-1}\left(B_{k}\right)_{n-1, n-1}+a_{n n}\left(B_{k}\right)_{n, n-1}
$$ that is since $a_{n n} \neq a_{n-1, n-1}$ the element $\left(B_{k}\right)_{n, n-1}$ is fixed.

(c) Proceeding in this way the matrix $B_{k}$ is uniquely determined.

### 6.2. The form of $B_{k}$.

By inspection of $B_{k}$ by means of the condition (i) it is at once apparent that $B_{k}$ has the simple rectangular form,

$$
\begin{aligned}
\left(B_{k}\right)_{n j} & =0 \text { for } n<k, \quad(j=1,2, \ldots n), \\
& =0 \text { for } n>k, \quad(j=k+1, k+2, \ldots n) .
\end{aligned}
$$

## 6.3. $B_{k} B_{j}=0$ for $k \neq j$.

Let $B_{k} B_{j}=C$ then $C A=A C$, and it follows that
(a) every element of the principal diagonal of $C$ is zero,
(b) a diagonal determination of $C$ gives

$$
\sum_{j=m}^{n} c_{n j} a_{j m}=\sum_{j=m}^{n} a_{n i} c_{j m},
$$

whence it follows, using (a) and condition (i) that every element of $C$ is zero; that is $B_{k} B_{j}=0$.

## 6.4. $\quad B_{k}$ is idempotent for all $k$.

Let $B_{k}\left(1-B_{k}\right)=C$. Then as in 6.3 it follows that $C$ is the zero matrix, that is $B_{k}=B_{k}^{2}$.
6.5. From 6.3 and 6.4 it follows that $B_{k}\left(1-\sum_{i=1}^{\infty} B_{i}\right)=0$ is true for all $k$.
(a) The principal diagonal of $\left(1-\sum_{i=1}^{\infty} B_{i}\right)$ is zero.
(b) The second diagonal of this matrix is determined by

$$
\left(B_{k}\right)_{n n}\left(1-\sum_{i=1}^{\infty} B_{i}\right)_{n, n-1}=0
$$

Letting $k=n$ and therefore $\left(B_{k}\right)_{n n}=1$ it follows that

$$
\left(1-\sum_{i=1}^{\infty} B_{i}\right)_{n, n-1}=0
$$

that is, the second diagonal is zero.
(c) Proceeding in this way it is established that

$$
\begin{aligned}
1-\sum_{i=1}^{\infty} B_{i} & =0 \\
\sum_{i=1}^{\infty} B_{i} & =1
\end{aligned}
$$

6.6. Next consider the matrix $B_{k}\left(a_{k k}-A\right) \equiv C$ say.

Then as in 6.3 it follows that $C$ is the zero matrix, that is $A B_{k}=a_{k k} B_{k}$ is true for all $k$. Hence using 6.5,

$$
A=\sum_{i=1}^{\infty} a_{i i} B_{i}
$$

where $\boldsymbol{B}_{i}$ is idempotent.
6.7. As an example of this case may be taken the very important Arithmetic means. If those of the first order are taken it may be observed that in this case $B_{1}$ is a first column matrix where every element is 1 .
7. Case 2. Suppose that in the principal diagonal of $A$ there occur sets of consecutive equalities such as

$$
a_{k k}=a_{k+1, k+1}=\ldots=a_{k+m, k+m}
$$

and $a_{i i} \neq a_{k k}$ for any value of $i$ outside the set $k, \ldots k+m$.
7.1. With each set associate one (and only one) lower semi-matrix $B_{k}$ such that
(i) $B_{k} A=A B_{k}$.

Then $B_{k}$ may be determined such that
(ii) $\left(B_{k}\right)_{i i}=1$ for $i=k, k+1, \ldots k+n$, $=0$ elsewhere.

It readily follows from inspection that we may put
(iii) $\left(B_{k}\right)_{i j}=0$ for $i<k$ and all $j$,
(iv) $\left(B_{k}\right)_{i j}=0$ for $j>k+m$ and all $i$,
(v) $\left(B_{k i}\right)_{i j}=0$ for $k<i \leqq k+m, j \geqq k$,
and that $B_{k}$ is then uniquely determined.
7.2. Let $B_{k}\left(1-B_{k}\right)=C$.

Then $C A=A C, c_{i i}=0$ for all $i$, and $c_{n j}=0$ when $a_{n n}=a_{j j}$.
7.2. (i) In the diagonal determination of $C$ it then follows that the second diagonal is given by

$$
c_{n, n-1} a_{n-1, n-1}=a_{n n} c_{n, n-1}
$$

and hence it follows that $c_{n, n-1}=0$ for all $n$.
7.2. (ii) Proceeding in this way it becomes established that $C$ is the zero matrix ; that is $B_{k}=B_{k}^{2}$ for all $k$.
7.3. In the same way it follows that $B_{k} B_{j}=0$ for $k \neq j$.
7.4. Thus

$$
B_{k}\left(1-\sum_{i=1}^{\infty} B_{i}\right)=0
$$

is true for all $k$, and hence as in 6.5 it follows that

$$
\sum_{i=1}^{\infty} B_{i}=1
$$

7.5. Now let $B_{k}\left(u_{k k}-A\right)=-\eta_{k}$.

Then since the principal diagonal of $\eta_{k}$ is zero it follows that in $\left(\eta_{k}\right)^{m+1}$ the first $m+1$ diagonals are zero. Therefore it follows that when $a_{n n}=a_{j j}$ then $a_{n j}=0$. Hence, as in previous arguments, it follows that $\left(\eta_{k}\right)^{m+1}$ is the zero matrix, that is, $\eta_{k}$ is nilpotent with index $\leqq m+1$, and finally that $A B_{k}=\left(a_{k k} B_{k}+\eta_{k}\right)$ is true for all $k$, and that, using 7.4

$$
A=\sum_{i=1}^{\infty}\left(a_{i i} B_{i}+\eta_{i}\right) .
$$

8.1. The extension to the case where $m \rightarrow \infty$ introduces no contradiction or difficulty, but does introduce the conception of a nilpotent matrix of infinite index. Such a matrix, though dealt with adequately by the extended argument, is not unique, as any lower semi-matrix with every element of the principal diagonal zero is nilpotent with infinite index.

A special case of the extended argument is the matrix in which every element of the principal diagonal is equal to $c$. In this matrix the idempotent element is the principal diagonal divided by $c$ (that is, the unit matrix) and the rest of the matrix is the nilpotent element.
8.2. The extension to the general case where there is no restriction on the existence of equalities in the principal diagonal seems too unwieldy for algebraic argument.
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