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1. Introduction. The object of this paper is to find the solutions of some dual equations
involving the inverses of certain Mellin type transforms that were first introduced by D.
Naylor in his paper [1]. Because these transforms are relatively unknown we shall begin by
defining them and making a note of some of their properties. The main result is contained
in the following theorem.

THEOREM. Let yc~if(y)eL(0, R)for every real number c such that \ c\ < a and let f(y)
be of bounded variation in the neighbourhood of the point y = x e (0, R). Let

(1.1)
Jo

Then

^ [ C + ' V | | . (1.2)

Proof. In order to prove this theorem, we introduce the functions g±(x) which are
defined by the equations

(f{x) )
> (1.3)

±f(R2lx) (R<x<oo).j

The result now follows from the facts that the functions g±(x) satisfy the conditions of the
Mellin inversion theorem (see [2]) and that

We now introduce the finite Mellin transforms MR[f(x);s] and NR[f(x);s], which
are defined by the equations

R

fx5"1 + R2sx~s~i~\f(x)dx (1-4)
o

and

f
Jo

respectively. Clearly, if f(x) satisfies the conditions of the theorem above, then the inversion
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formulae for these transforms are given by (1.2). The following properties of the transforms
are easily obtained from the definitions.

2. JvJx^ ;s l=-

3.

4. NR Ux ^Y/ (x ) ; si = s2NR[f; s] - 2R°sf(R).

5. MR[/(ux);s] = u-sMRu[/(x);5] (u > 0).

JV«[/(ux);s] = u-'NtoUOtY,*] (« > 0).

6. MR[/(xn);S] = «-1M^[/(x);s/n] (n > 0).

JVjr[/(*");«] = »" '^- [ /"(x); s/n] (n > 0).

7. MJ,[H(x-0;s] = s'1[ i?2srs-ts] (0< (</{).

8. JVj,[H(x-0;s]= -s-h-'iR'-f)2 (0<t<R).

' •

.0. N.[^;]f
2. Some dual equations involving M^1. In this section we consider the dual equations

^ ;x ] = f(x) (a < x < R

where | Re(j) \<n. In order to solve these equations, we begin by assuming that A(s) may be
written in the form

=\ f-ipifXRi'r'-A(s)=\ f-ipifXRi'r'-Wdt. (2.2)
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With this choice of A(s), we find that
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0 (0 < x < a),

tn-lp(f)dt (a<x<R),
(2.3)

so that the first of the equations (2.1) is satisfied automatically. Similarly, we see that

M j 1 A(s)cot—;x = ^ " V C O ^ 1 (R2st~s-t*) cot—;x \dt,

and hence that the second dual equation will be satisfied if

i r ._, . . . f R2n f
R2n-xnt" tn-x

dt = f{x) (a<x< R). (2.4)

If we now make the change of variable x = {t\R)n, let b = (a/R)" and ^(T) = R"p(R"x) and
put p equal to {xlKf and then (R/x)" in turn, we find that (2.4) implies that

that is,

(2.5)

By writing

and g(p) =

we find that (2.5) takes the form

which is an integral equation whose solution (see Tricomi [3]) is given by

(2.6)

(2.7)
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where A(T) = [(6- 1 —T)(T—6)]1/2 and C is an arbitrary constant. In order to determine the
constant C, we make use of the fact that hfr'1) = —T2/I(T) and g(p~l) — p2g(p), from which
it follows that C = 0 and hence that

It is now a simple matter to show that p(t") is given by the formula

(2.9)

The solution of the dual equations may now be obtained by substituting from (2.9) into (2.2).

3. Some dual equations involving N^1. We now turn our attention to the dual equations

» (a < x < R

where | Re(j) | < |« . In order to solve these equations, we assume that A(s) may be written
in the form

CR

A(s)=\ if-'-ipdrXR'-rfdt, (3.2)
Jo

where
CR

tdt = Q. (3.3)
J o

In this case we see that

i * i - f V -

p(f)dt ( ) , ]
(3.4)

(0<x<fl),J

and, as before, we find that the first dual equation is satisfied automatically. Similarly, we
find that

(S)tan^ ;xj = J
TIX I 1 1 1 1 I

= ( p(t"K T- + ; ; >dt.
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so that the second dual equation will be satisfied if

t = - ^-^- (a < x < R).
nR")a

If we now make the change of variable x = (t/R)" and then put p equal to (x/Ry and (Rlx)n

in turn we find, as in the previous section, that this equation may be written in the form

where b = (alRf,

(p(R"x) )
\ \ (3.6)
[x-lp(R"T-1) (l<T<fe-1),J

and
-f{Rpl")HR"p)1'2 )

\ (3.7)

The solution of equation (3.5) is given by

where A(T) = [(b'1—x)(x—b)]i/2 and C is an arbitrary constant. In order to determine C,
we must apply the condition (3.3), which may be written in the form

r
On applying this condition, we discover that C is given by

r 1 P " dx Cb"A(y)g(y)c = ) H
where F is the complete elliptic integral F{\n, [1 — b2]112). After a little manipulation it now
follows that

m=«*•[(«••-<.•.•»•-".•)]-• \ j i [ ( R . . 0 . s ; ; a . ) ] t - w } . (w>

where
Hf

The solution A(s) of the dual equations (3.1) may now be obtained by substituting from (3.9)
and (3.10) into (3.2).
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