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The properties of many materials are defined by the presence of small precipitates or clusters of 

individual atoms. In principle, atom probe tomography (APT) has sufficient spatial resolution to 

detect the smallest precipitates so that the early stages of phase separation can be experimentally 

investigated. “Friends-of-friends”-type analysis methods [1-3] have been developed to detect 

clusters and quantify the size, number density and composition of these precipitates in dilute solid 

solutions. In this study, the influence of cluster radius, cluster composition, and instrument detection 

efficiency [4] on the detection and quantification of ultra-fine clusters/precipitates was examined. 

In order to perform a systematic study, the desired microstructures were constructed with an atom 

probe simulator. It is advantageous to use simulated data to obtain a metric (in this case, percentage 

error) for cluster detection, especially for very small clusters. The parameters used for the 

simulations were an α-Fe body centered cubic matrix with ~0.02% solute containing 6.3 x 10
23

 m
-3

 

of coherent 0.25, 0.5 and 1.0 nm radius clusters (~5, ~42, and ~350 atoms/cluster, respectively) 

containing either 50 or 100% solute (Cu) atoms. As typical APT detector efficiencies range from 

~35% to ~65%, the detection efficiency was varied between 30 and 100% by randomly removing 

the appropriate fraction of the simulated atoms. A 3-dimensional 0.1 nm Gaussian distributed scatter 

was applied to the atom positions to simulate trajectory aberrations [4]. The simulated data, shown 

in Fig. 1 (atom maps of 0.25, 0.5 and 1 nm radius precipitates containing 50% or 100% solute with 

50% detector efficiency), are 40 by 40 by 40 nm volumes containing 65 clusters. These data were 

then analyzed with the maximum separation envelope method with a maximum separation distance 

of dmax= 0.5 nm [1] to attempt to detect the clusters. Because some of the data contain clusters with 

very few atoms (<5), cluster detection was considered to occur if a cluster of two or more atoms was 

detected. Although a variety of cluster detection algorithms exist [1-3], only one method was used, 

which focused on a yes/no detection of clusters as opposed to an estimation of the quantitative 

composition based on the numbers of atoms detected per cluster. 

The error percentage (defined as the absolute value of the difference between the known and the 

detected cluster counts, normalized by the known count) as a function of detector efficiency is 

shown in Fig. 2. For all efficiencies simulated, detection of the clusters is obtained for all clusters 

≥0.5 nm radius.  For the smallest clusters, the correct number of clusters is never detected, regardless 

of efficiency. A contour plot of error, Fig. 3, highlighting the low cluster radius/efficiency regime 

provides a useful estimate of expected error [5]. 
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FIG. 1. Simulated data sets of solute clusters generated with 50% instrument efficiency and a) 

0.25 nm radius with 50% solute, b) 0.5 nm radius with 50% solute, c) 1.0nm radius with 50% solute, 

d) 0.25 nm radius with 100% solute, e) 0.5 nm radius with 100% solute and f) 1.0 nm radius with 

100% solute.  Each volume is 40 nm by 40 nm by 40 nm and contains 65 clusters. 

FIG. 2. Detection error for 0.25, 0.5 and 1.0 nm precipitates as a function of instrument efficiency. 

FIG. 3. Contour plot of detection error as a function of instrument efficiency and precipitate radius. 
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