
THE EXPANSION PROBLEM WITH BOUNDARY 
CONDITIONS AT A FINITE SET OF POINTS 

RANDAL H. COLE 

1. Introduction. The problem of expanding an arbitrary function in a 
series of characteristic solutions of the ordinary differential equation 

(1.1) uln] + P ^ - 1 1 + . . . + Pnu = 0 

and the boundary relations 
m n 

(1.2) £ E I # V ' ~ V M ) = 0 , % = 1, 2, . . . , w, 

is well known. The various discussions are distinguished by the manner in 
which a parameter X appears in the differential system and by the number of 
points at which the boundary conditions apply. The case in which the boundary 
conditions apply at intermediate as well as at the end points of a fundamental 
interval has been considered by Wilder (3). His investigation was confined 
to the case where Pn = Pno(x) + X̂  and where each coefficient Z^/M) in the 
boundary relations is free from X. 

The present discussion treats the case where each coefficient Pk is a poly
nomial in X of degree k and each coefficient z^/M) in the boundary relations 
is an arbitrary polynomial in X. The reduction of the system (1.1) and (1.2) 
to an equivalent matrix system has been accomplished (4), therefore the 
results obtained by Langer (1) can be applied to the present problem.1 It 
will be assumed that the reader is familiar with Langer's paper so that direct 
reference can be made to some of his formulas. In order to facilitate the use 
of such formulas, Langer's notation has been used here with only minor 
modifications. 

Langer's development concerns a differential system in the complex domain. 
His boundary conditions apply at a specified set of m points in this domain. 
Although his results are valid when the variable is restricted to be real, there 
are several points of interest attending this restriction. The first of these is 
the form of Green's matrix. Langer has defined a set of m Green's matrices 
corresponding to the m boundary points. In the real case, these can be com
bined to yield a single Green's matrix, @(x, s, X), which has a finite discon
tinuity, with respect to the variable s, at each of the boundary points. In all 
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other respects, this matrix has the familiar properties of a Green's function. 
T h a t is, it has a unit discontinuity when x = s, and it is a formal solution 
of the given boundary system and of the adjoint system. T h e second point 
of interest is t h a t the adjoint boundary conditions (3* 5b) are simply speci
fications of finite discontinuities a t the boundary points. The discontinuities 
of the Green's matr ix satisfy these adjoint conditions. I t is clear, therefore, 
t ha t these finite jumps are characteristic of the adjoint solution and of Green 's 
matr ix and, further, t h a t no system with boundary conditions of the form 
of (2 - lb ) can be self-adjoint if m > 2. 

I t should be noted t ha t Halt iner (5) specialized Langer 's results to the 
real case for two point boundary conditions and obtained a new definition 
of adjoint boundary relations. These relations have the advantage of being 
explicitly defined in terms of the given boundary problem. The same advantage 
is enjoyed by the m point relations obtained here. 

The formal points of interest outlined above are significant, bu t the pr imary 
problem in the subsequent discussion is the determinat ion of the specific 
regulari ty conditions on the boundary problem which will ensure the con
vergence of the expansion of an arbi t rary vector. This is accomplished by 
decomposing the Green's matrices defined by Langer and by finding relations 
among the par ts . These relations are equally valid in the complex case and 
can be used to broaden the scope of Langer 's regularity conditions. This point 
will be amplified in § 5, bu t it is appropria te to point out here t ha t Langer 's 
general results have been illuminated by applying them to a special case. 

W h y b u r n (6), (7), (8) has considered differential systems in which integral 
boundary conditions are combined with linear conditions a t a countable set 
of points. In part icular (6), he has developed some formal aspects of a system 
with combined integral and two point conditions. His Green's matr ix is 
consistent with the Green's matr ix defined below and will, therefore, lend 
itself to a reduction similar to t h a t achieved in § 4. 

2. T h e differential s y s t e m . The basic system is the equation (1.1) and 
boundary conditions (1.2) with the following assumptions: 

k 

(a) Pt = E P*i(x)\l, k = 1,2, . . . , » , 
z=o 

with Pjc i (x) free from X and indefinitely differentiate. 
(b) The algebraic equation rn + Pn{x)rn~l + . . . + Pnn(x) = 0 has roots 

fi(x)i i = 1, 2, . . . , n, which together with their differences, rt(x) — r ; (x ) , i ^ j , 
have constant arguments and are bounded from zero for all values of x on a funda
mental interval [ai, am]. 

(c) The points au #2, • . • , am, fat < #*+i), &t which the boundary relations 
apply, are the end points of the fundamental interval and a set of m — 2 arbitrary 
interior points of that interval. 

(d) Each coefficient z>*/M) in (1.2) is an arbitrary polynomial in X with constant 
coefficients. 
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This system can be reduced to the matrix system (see (4)) 

(2.1a) W(x, X) = {X9i(x) + Q(ï)!i(3t, X) 
m 

(2.1b) £ 2Bw(X)2Ka„ X) = O, 

where 9?(x) is the diagonal matrix (^^/^(x)); the diagonal components of the 
matrix G(x) are zeros, and the other components are indefinitely differentiable 
and free from X; and the components of 2B(/i)(X) are polynomials in X. 

The above results may be stated as a theorem. 

THEOREM 1. The system (1.1) and (1.2), satisfying assumptions (a), (b), (c), 
and (d), raaj be reduced to the matrix system (2.1a) and (2.1b). 

All the subsequent results are developed for the matrix system which, 
therefore, can well be regarded as the basic one. The nt\i order system is 
preferred in this role because of its classical significance. 

Langer has treated the problem associated with the matrix system when x 
is a complex variable and the boundary points are m specified points in the 
x-plane. He has obtained asymptotic solutions of the equation, defined the 
adjoint system and a set of m Green's matrices, developed a biorthogonality 
relation and a formal expansion of an arbitrary vector in a series of character
istic solutions. He has expressed the expansion as a series of residues of Green's 
matrices and shown that under appropriate conditions the latter converges 
to the arbitrary vector. Langer's formal results will be adapted to the present 
problem. An independent derivation of Green's matrix and of the formal 
expansion would contribute to the continuity of this discussion but would to 
some extent duplicate known results. Furthermore, such a derivation can be 
applied to more general boundary conditions than those considered here and 
will be made the subject of a separate discussion. The pertinent results from 
Langer's paper are given below, some of them being stated in the form of 
theorems. 

The characteristic values, Xi, X2, . . . , of system (2.1) are the roots of the 
equation D(\) = 0 (cf. (1, § 7)). D(\) is the determinant of the matrix 

m 

(2.2) 2)(X) = Z 8B°°(A)2)(«M. X) 

where 2)(x, X) is any non-singular matrix solution of (2.1a). The characteristic 
solutions are non-trivial vector solutions of (2.1). They exist when X is a 
characteristic value. The Green's matrices, @(^(x, s, X), fx = 1, 2, . . . , m, are 
defined by (see (1, § 9)) 

(2.3) ©<">(*, s, X) = 2)(x, X)SD-1(X)aB^)(x)g)(a/,l \)^(s, X), 

where §) (#, X) is the non-singular matrix solution used in the definition of 
3)(X). Let r be a non-negative integer and let f(#) be any vector (w-tuple of 
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real functions) which has a derivative of order r + 1. Define the set of vectors, 
P W , P W p + 1 ) (x ) , by the relations (1, (15.3)) 

f (0 )W = f(*), 
f(»>(*) = 9î-i(x){p-1> ,(x) - Q W P W ) , & = 1, 2, . . . , r + 1. 

THEOREM 2 (cf. (1, (15.8))). The formal expansion of \{l)(x) may be reduced 
to the infinite series of residues 

&l\x) X res/3 
0=0 

m ( naix 

M = l W ai 
®w(x, s, \)W(s)Ks)ds 

THEOREM 3. The partial sum, 3/>(Z)(x), of the series of residues associated with 
the first k characteristic values, is given by 

(2.4) «£»(*) = ^ f Ê \ ~ ('®w(x,s,X)ms)Ks)d. 

+ ®<M)(x, oM, X) S \-h-Y\a>) \ \'d\, 
h=0 J 

where Tk is a contour in the \-plane enclosing precisely the first k characteristic 
values. 

The relation (2.4) is Langer's formula (1, (15.10)) except that Xi has been 
replaced by s and rçM by a». It is clear that the expansion depends on the 
choice of the integer r and that if Z = 0, we have an expansion of the vector 
f(x) itself. 

3. Green's matrix. The term 

m nx 

£ ® w ( x , s, X)SR(s)f(s)<fc, 

appearing in formula (2.4), represents the sum of m integrals. In the complex 
case, each integral is over a curve joining one of the boundary points to the 
point x. These curves may be entirely distinct or they may be drawn so that 
they have segments in common. In the real case, on the other hand, no such 
option exists. The intervals of integration have, of necessity, points in com
mon. Consequently, in the real case it is notationally convenient to define 
G(x, sf X), which will be called the Greens matrix, by the relation 

(3.1) ®(x,s,\) = 
È ®M(x,s,\), s <x 
M - l 

- £ ®w(x,s,\), s> x 
0=5+1 

, 5 on (at, a<H-i). 
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With ®(x, s, X) thus defined by a distinct formula on each of the subintervals 
into which (ai, am) is subdivided by the point x and the intermediate boundary 
points, it is easily verified that 

m nx f*a 

(3.2) £ ®*\x, s, X)9t(s)f(s)ds = ®(x,s,\)yt(s)\(s)ds. 

Employing (3.1) and (2.3), the discontinuities of @(x, s, X) at the boundary 
points are seen to be such that 

(3.3) @(x, ah + 0, X) - ®(x, ah - 0, X) = ©<*>(*, ah, X) 
= 2)(*, X)©-1(X)28^(X) 

where, as a notational convenience, the symbols G(x, a,\ — 0, X) and G(x, 
dm + 0, X) are used to represent the zero matrix. In terms of Green's matrix, 
then, formula (2.4) becomes 

<3-« «"*<*>= &S1-Z ®(x, s, X)9t(s)f(s)<fs 

+ E {@(x,aM + 0, X) - @(x,a„ - 0, X)| £ A ^ ' V V M ) \ld\. 

It is of interest to observe that the Green's matrix defined in (3.1) has all 
the familiar properties of a Green's function in classical boundary problems. 
Because of its form, each matrix @(M)(X, 5, X), regarded as a function of x, is 
a solution of equation (2.1a). Since, therefore, ®(x, s, X) is a sum of such 
matrices, it is a formal solution of (2.1a). It fails to be a true solution because 
of a discontinuity at x = 5. Further, it is easily verified that 

m 

S 2B<A)(X)@(a,i>5, X) = 0 . 
/i=0 

Thus, @(x, 5, X) is a formal matrix solution of the boundary problem (2.1). 
The boundary problem adjoint to (2.1) may be defined by 

(3.5a) 3'(x, X) = - 3(x, X){X3?(x) + Q(x)} 

(3.5b) £(ah + 0, X) - 3 ( a , - 0, X) = »(X)SB<*>(*), A = 1, 2, . . . , m, 

where for convenience the symbols 3 ( a i — 0> X) and £(am + 0, X) are defined 
to represent the zero matrix. A matrix £(x, X) is a solution of this system if 
it satisfies equation (3.5a) and if a parametric matrix 21 (X) exists such that 
(3.5b) is satisfied. Solutions of the adjoint system, therefore, have discon
tinuities at the boundary points. This definition of the adjoint system is con
sistent with Langer's definition (1, (10.1)) if 770 is identified with a\. 

Because of its form, Green's matrix, regarded as a function of s, is seen 
to be a formal solution of (3.5a). Moreover, recalling (3.3), its discontinuities 
at the boundary points are evidently precisely those required by (3.5b) with 
§)(#, X)35_1(X) as the parametric matrix 21 (X). As in the earlier case, it fails 
to be a true solution of (3.5) because of an additional discontinuity at s = x. 
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The characteristics of Green's matrix will be listed in the form of a theorem. 

THEOREM 4. Green's matrix defined by (3.1) has the following properties: 
(i) It is continuous in x and s except when x — s and when s = aM, /i = 1, 

2, . . . , m. The discontinuity when x = s is given by 

®(s + 0, s, X) - ®(s - 0, s, X) = 3 . 

(ii) For each fixed s, it is a formal solution of the boundary system (2.1). 
(iii) For each fixed x, it is a formal solution of the boundary system (3.5). 

The non-homogeneous boundary problem, 

t)'(x, X) = |X$R(x) + 0 (x ) } t ) ( x , X) + f(x) 

m 

£ mw(\Mah, x) = o, 
when X is not a characteristic value, has a vector solution lt(x, X) given by 

u(x, X) = I @(x, s, \)\(s)ds. 
J ai 

The corresponding non-homogeneous adjoint problem has the vector solution 

J *dm 

f(5)®(5, X, \)ds, 
a\ 

with 

a(X) = - (a")(sW(s, \)ds®-\\) 
•J ai 

as the parametric vector. The verification of these facts is straightforward. 
A reduction of formula (3.4) can be achieved by using the fact that @(x, s, X) 

is a formal solution of the adjoint system. It is more convenient, however, to 
cite the reduction given by Langer in (1, § 17) which results in his formula 
(17.3) and to express this latter formula in terms of the matrix @(x, s, X). 
The result is 

(3.6) «<»(*) = ~-, f ± f^OOA-^-Vx 
L-KI J Tk h=0 

1 /» r*am 

- o~-• X^r~1©(x, s, \)Vl(s)tT+1\s)dsd\. 
ZmJ TkJai 

Since the first term on the right of (3.6) has the value f(0(x)» w e m a y write 

(3.7) SÏ\x) = fl\x) - ~-.bil\x) 
ZTTl 

where 

J
1 nam 

X!-T-1@(x, 5, \)M{s)?T+l\s)dsd\. 
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Thus the problem of showing that §k
( l) (x) converges to f( l) (x) has been reduced 

to the problem of showing that 

limb£°(*) = 0. 

4. The structure of Green's matrix. The synthesis of Green's matrix, 
achieved by formula (3.1), is notationally convenient in dealing with the 
formal aspects of the boundary problem. In order to establish the convergence 
of the formal expansion, however, it is desirable to obtain a decomposition 
of Green's matrix beyond that exhibited in (3.1). The following lemma will 
be useful in this reduction. 

LEMMA 1. Let U(1), U(2), . . . , U(m) be a set of n X n matrices and let their 
sum, 35, be non-singular. Corresponding to each matrix ®-1U(/x), there is a set 
of (m + 1) matrices §(MI°, i> = 1, 2, . . . , ra + 1, such that 

ra+l 

S T ^ 0 0 = Z $ ° " \ M = l , 2 , . . . , m , 
v=l 

and 

$ < " " = _ §<">, M , v = l , 2 , . . . , » , . 

The matrix <Q(*>m+v j i a s Zero components except on its diagonal where each 
component is the corresponding diagonal component of 35_ 1U ( M ) . 

Let the symbol 3^z represent the matrix in which all the components are 
zero except for a unit component in the hth row and /th column. That is, 
3hi == (àihdij), h, I = 1, 2, . . . , n. Also, let the matrix 3 M be defined by 
c^hh _ cv _ c ^ -pj ie c o f a c tor of the element in the j th row and the iih column 
of 35 may be written as |353a ' + 3;z|- Hence, if D is the determinant of 35, 

35-!= l / z > ( | 2 ) 3 " + 3, , | ) 

and 

D-'U00 = i/7? ( z \mu + »»i«#) 

= I / Z ? ( E \mu + «#&«i). 

The general component of the matrix on the right is exhibited as the sum 
of n determinants which differ from each other only with respect to their ith 
columns. They may be added, therefore, by replacing the ith column of any 
one of them by the sum of the ith columns of all of them. Since this column 
sum is readily seen to be the jth column of U(M), we have 

S)-IU(M) = i/£>(|j)3f» + u<">3„|). 
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The right side of this relation may be expressed as the sum of two matrices, 
one having zeros on the diagonal and the other having zeros elsewhere. Thus, 

(4.1) ST1!!00 = (Lz^u mu + U(*%|) + ( ^ |3)3" + U ^ i l ) . 

The second matrix on the right will be represented by the symbol §o*.»*+i). 
Since it is a diagonal matrix, we may replace the index i by j so that, 

(4.2) <p(M'm+1) = fy |©3(" + U ^ l ) . 

The first matrix on the right of (4.1) may be decomposed into a sum of m 
matrices by expanding the determinantal factor of the general component 
as follows. 

m I 

|3)3" + Viw3,t\ = ®3"3" + E U("'3« + iï'^jA 
m 

= £ |3>3"3" + U("}3„ + Uw3f,«|. 

Thus, if we define the matrix §>^v) by 

(4.3) &>v) = ( i ^ |SD3"3" + U (F )3W + U w 3 „ | ) , /*, v = 1, 2 , . , w, 

we have 

Hence, 

S ®°"> = ( L ^ i i |S3" + u(">3-1) 

ro+1 

srHi00 = E S0"'. 

An examination of (4.3) reveals that, if v = /x, the determinantal factor of 
the general element of ^>(fiv) has two identical columns. Thus, 

(4.4) £<«•> = O. 

Again, interchanging the symbols /x and Ï> in formula (4.3) has the effect of 
interchanging two columns in the determinantal factor. Since this changes 
the sign of the determinant, we infer that 

(4.5) §<*'> = - §<"°. 

This proves the lemma. 
It may also be noted that 

m 

(4.6) Z §(M'm+1) = 3-
M = l 

This is obtained by summing (4.2). 
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In anticipation of a notational device to be introduced later, we define the 
matrix ^m+1^ by 
(47) <Q(m+l,n) = _ <Q(a,m+l) 

and let <£>(m+1'm+u be the zero matrix of order n. Relations (4.4) and (4.7) 
are then valid for /x = 1, 2, . . . , m + 1, and relation (4.5) is valid for 
/x, v = 1, 2, . . . , m + 1. 

THOEREM 5. 77zere exist matrices &(,iv)(x, s, X), /z, i> = 1, 2, . . . , m + 1, swc& 

TO+l 

(4.8) ®(M)0K, 5, X) = £ © ^ ( x , s, X), M = 1, 2, . . . , m, 
v=l 

and 

(4.9) © ^ ( * , s, X) = - ©<"*>(*, 5, X). 

To prove the theorem, let the matrix U(/x), appearing in Lemma 1, be 
specified by 

(4.10) U<"> = 2B(^(X)§)(^, X), M = 1, 2, . . . , m. 

The matrix 3) of that lemma becomes, then, the characteristic matrix 35 (X) 
and will be non-singular if X is not a characteristic value. Hence, 

ra+l 

S)-1(X)SB(")(X)§)(aM, X) = Z €>W . 

Let © ^ ( x , 5, X) be defined by 

(4.11) ®M(x, s, X) = g)(x, X)^®-1^, X), M, „ = 1, 2, . . . , m + 1. 

It follows at once from Lemma 1 and relation (4.7) that the relations (4.8) 
and (4.9) are valid. 

As a particular instance of (4.9), it may be noted that 

(4.12) ®^(x,s,\) = D. 

Further, from (4.6) we infer that 
m 

(4.13) £ @(MlW+1)(x, s, X) = 8(x, \W\s, X). 
M = l 

The asymptotic representation for the solution §)(x, X), obtained by Langer 
(1, (6.10) and (6.11)), is 

(4.14) 2)(*,X) = $(*, X)g(x, X) 

where, 

g(x, X) = (ô^X B i ( x )) , wi thi^(x) = I r , ( 0 ^ , 
" a i 

and $(x, X) has an asymptotic representation of the form 
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?(*, X) = 3 + £ \-"^h)(x) + \-*%t{x, X). 

In the latter relation, k is any natural number and fflh)(x), h = 1, 2, . . . , 
k — 1, and S3fc(x, X) are indefinitely differentiate in x, and the components 
of 33fc(x, X) are analytic in X and bounded for |X| large. 

In view of the representation (4.14) and the definition of U(M) in (4.10), it 
is clear that the components of ®^v)(x, s, X) are exponential sums. To the end 
of deducing the structure of these sums, we prove the following lemma. 

LEMMA 2. The matrix S(MV) has the representation given in formulas (4.15) 
and (4.16) below. 

Since the components of 2B(M) (X) are polynomials in X, U(M) may be expressed 
as 

U(M)= (^expfXi^K)}), 

where Z^/M) is asymptotically a polynomial in 1/X multiplied by some non-
negative integral power of X. §(M>W+D is a diagonal matrix and, from (4.2), its 
j th diagonal component is seen to be l/D multiplied by a determinant whose 
j th column is the j th column of U(/x) and whose other columns are corresponding 
columns of 35. Since Î) = U(1) + U(2) + . . . + U(m), this determinant may be 
expanded into the sum of mn~l determinants, each of which contains the j th 
column of U(M) as its j th column, and the ath column of one of the matrices 
U(1), U(2), . . . , U(m) as its ath column, a ^ j . Thus, 

(4.15) &^» = (^ ± ^ a ^ ) e x p { x r ^ ( a M ) + £ i U o l } ) , 

where h{ka\a^j}(fi'm+1) is asymptotically a polynomial in 1/X, multiplied by 
some power of X. The subscript symbol {ka\a 9^ j} is an abbreviation for the 
set ki, k2, . . . , kj-i, k}+\, . . . , kn. The summation operator applies inde
pendently to each member of this set. Thus, the 7th diagonal component 
of §(M'm+D is exhibited as an exponential sum of mn~l terms. 

The matrix {Q(fiV\ /z, v = 1, 2, . . . , w, has zeros on its diagonal. From 
(4.3), the component in the ith row and j th column, i ^ j , is seen to be 
l/D multiplied by a determinant whose ith column is the j th column of U(/i), 
whose j th column is the j th column of U(l°, and whose other columns are 
columns of 35. This determinant may be expanded into the sum of mn~~2 

determinants, each of which contains, as its ith. and j th columns, the j th 
columns of U(/x) and U(,°, respectively, and as its ath column, a ^ i, j , the 
ath column of one of the matrices U(1), U(2), . . . , U(w). Hence, 

(4.16) §(My) = ( ^ ^ l i Z *°"-
1,017e i, 3 

\ L a=l,a^i,j J / / 
e X P 1 . 
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The notation in this relation is similar to that used in (4.15). This completes 
the proof of the lemma. 

Recalling the definition of ®ilxv)(x, s, X) in relation (4.11) and the repre
sentation of §)(x, X) in (4.14), we may write 

®o»)(xf s, X) = $(*, \)<g(*, X ) ^ ® - 1 ^ , X)^" 1 ^ , X). 

Anticipating the form of the product on the right, let the following two 
relations define their left members. 

(4.17) ^ ^ (*, s) = Rj(x) - Rj(s) + Rj(a») + £ Ra(aka), 

ix = 1, 2, . . . , m, 

(4"l8) tlZl^ij} (*, s) = Rt(x) - Rj(s) + Rj(a,) + Rj(av) + £ Ra(aka), 

n,v = 1,2, . . . ,m,n 7* v. 

Both (§(#, X) and its inverse are diagonal matrices, hence, multiplying each 
of the relations (4.15) and (4.16) on the left by (§(#, X) and on the right 
by|@_1(^» X), we have 

«(*, X ) © * ' " * 1 ^ - 1 ^ X) = fe É ft&iSft explX^&Wi) (*, s)}) 

and 

d(x, \)&>%-\s, X) = (-—fr11 S * & U . / i exp{X*&U.„ (x, s)} ) . 

The matrix @(/u,)(x, 5, X) is obtained by multiplying the appropriate one 
of the above matrices on the left by $(x, X) and on the right by <$_1(^> X). In 
this connection, we may observe that each component of the product, 2133Ë, 
of three matrices is a linear combination of all the components of 33, and 
that each coefficient in this linear combination is the product of some com
ponent of §1 with some component of Ê. From this, and the fact that the 
components of both ^(x , X) and ^3 - 1(^J X) are asymptotically polynomials in 
1/X, it is clear that each component of ®M(x, s, X) will be an exponential 
sum containing, in general, all the exponential terms appearing in §(/x,,). The 
coefficients of these sums will, moreover, be of the same form as the coeffi
cients in the non-zero components of fQ(flv), except that they will be functions 
of x and s. Hence, each component of ©(/x,w+1)(x, s,\), JJL = 1, 2, . . . , m, is 
of the form 

n m 

(4.19) x7z>Z E g&i£W{x*&i£}i (*,*)}• 

Similarly, each component of ®(fiv)(x, s, X), ix, v = 1, 2, . . . , m, is of the form 
n m 

(4.20) X 7 Z ? Z 2 g&lMMiexp{X*ft;U.,, (*,*)}• 
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The non-negative integer 6 is defined to be the smallest such integer for which 
the coefficients, g{ka\a^j}(fi'm+1) and g{ka\a^i,j}(liV\ are asymptotic polynomials 
in 1/X for every admissible value of their various indices. The above results 
are summarized in the following theorem. 

THEOREM 6. Each component of ®(fMv)(x, s, X) is an exponential sum of the 
form shown in (4.19) or (4.20). The coefficient of X in the exponent of e in each 
term of the sum is given by (4.17) or (4.18). 

As a useful notational device, we define the square matrix ((©)), whose 
components are matrices, by the relation 

((©)) = ((©<"'>(*, s, X))), / i , v = l , 2 w + 1. 

Because of relation (4.9) in Theorem 5, this matrix is seen to be skew-sym
metric. Further, let the symmetric matrix g be defined by 

g = (*<"'>(*,*)), v,v = 1,2, ...,m + 1. 

The components of this matrix are the functions defined in (4.17) and (4.18) 
for all values of /x and v for which those definitions are valid. The definition 
of the remaining components is achieved by the relations 

4>^v) (x, s) = 0, i f M = v% 

4>(m+1^(x, s) = &v'm+»(x, s), v = 1, 2, . . . , m + 1. 

Thus, the element in the Aith row and *>th column of § corresponds uniquely 
to the element in the /xth row and ^th column of ((©)). That is to say, the 
exponential sum which constitutes the general component of ®M(x, s, X) is 
\/D multiplied by a linear combination of exponential terms of the form 
exp{\(j>(fiv)(x, s)}t where the undesignated parameters in ^v)(x, s) are allowed 
to range through all their admissible values. It follows that, when we are 
concerned with the sum of any specific block of components in ((©)), the 
exponential sums contained therein will have in their exponents precisely those 
(^-functions which appear in the corresponding block of components in g. 

The sums of certain blocks of components in ((©)) can be concisely repre
sented, if we define the vector bj to be an (m + l)-dimensional vector with 1 
in the j th place and zeros elsewhere and define the vector iQ by the relation 

K = È b,. 
3=1 

Thus, recalling (4.8), 

b , ( (@))w 1 = @^(x,5,X). 

Hence, 

£ ®i,l\x,s,\) =it((®))Ui, 
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and it is immediately clear that this notation can be used to rewrite formula 
(3.1). That is, 

(4.21) & ( V , A ) = \ _ ( i m _ g ( ( @ ) ) i M + 1 , s > Json(aq,at+1). 

THEOREM 7. Formula (4.21) for Green s matrix may be reduced to 

, , „ 0 > W / >v i i
8 ( (®) ) (Wl - y , S < * 1 

(4.22) <&,(*, s, A) « { _ (im _ K ) m ) { K + K+il s > j s on (af> a4+1). 

This result follows immediately when it is recalled that ((©)) is skew-
symmetric, and hence, that both iq((®))ig and (im — tff)((©))(tm — tff) are 
zero. 

The simplification of Green's matrix achieved by Theorem 7 is of basic 
significance. In its absence, the definition of regularity would of necessity 
be made in terms of formula (4.21). Such a definition would not permit the 
fundamental conclusion stated in Theorem 8 below. 

5. Regularity of the boundary problem. In § 4 it was noted that 
each component of @(Ml0(x, s, X) is \/D multiplied by an exponential sum. 
Since D is itself an exponential sum given by (1, (11.3)) 

D = D{\) = J2 Aa(\)e
XQa, 

a 

each component of @(Ml,)(x, s, X) may be interpreted as the quotient of two 
exponential sums. A comparison of the exponents of the numerator with 
those of the denominator is clearly vital to a discussion of the convergence 
of b*<'>(x) defined in (3.8). 

Let the set of exponent coefficients {ila\ Aa(\) ^ 0} be represented by the 
symbol ED. This set is a subset of the set E defined by 

i n \ 

I E Ra(aka)\ , 

where each member of ki, kz, . . . , kn is chosen independently from the integers 
1, 2, . . . , m, (1, (11.3) et seq.). Let the members of the set ED be plotted on 
a complex s-plane, and let PD be the closed region bounded by the convex 
polygon of smallest area which contains all these points in its interior or on 
its perimeter. It may be noted for future reference that the members of the 
set E may be similarly plotted and that they will determine a corresponding 
closed minimum convex polygonal region P. The region PD may coincide 
with P, but if certain members of the set {^4a(X)} are identically zero, PD 

will be a proper subregion of P. 
The exponent coefficients, defined in (4.17) and (4.18), are functions of 5 

for each fixed value of x and each permissible set of values of the parameters 
involved. If the symbol 4>Luv) (x, s) is used to represent any one of these functions 
the relation 
(5.1) z = ^v)(x, s) 
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will effect a mapping of any ^-interval into a complex s-plane. Since Rj(s) has 
a constant a rgument and R/(s) 9e 0, the image is a s t raight line and the 
mapping is one-to-one. I t may be similarly inferred tha t , for s fixed, the 
relation (5.1) will effect a one-to-one mapping of any x-interval into a s t ra ight 
line image. T h e definition of regularity will be made in terms of the location 
of the ^-interval images relative to the region PD defined above. 

Definition. T h e boundary problem will be said to be regular relative to a 
specific value of x if, for all permissible values of the parameters {ka\ a ^ j) 
or {ka \a 9^ i,j], as the case may be : 

(i) Every 0-function in the sum 

io%(im+i - iff) 

maps (aqi aq+i) into PD for every q such t h a t aç+i < x, and maps (aqy x) into 
PD when aq < x < aq+ù 

(ii) Every term in the sum 

(im - iff) S (is +bm+i) 

maps (aq, ag+i) into PD for every q such t ha t aq > x, and maps (x, aq+i) into 
PD when aq < x < aq+i. 
The boundary problem will be said to be regular relative to any subinterval 
of [ai, am], if it is regular relative to every x on t h a t subinterval . 

I t will be seen, on recalling the representation of @(x, s, X) in (4.22), t h a t 
if a problem is regular, every exponent coefficient in the exponential sum 
const i tut ing the numerator of each component of @(x, s, X) will have values 
lying in PD for all values of the variable s. 

A sufficient condition for regularity will now be developed by showing t h a t 
each s-interval mentioned in the definition of regularity is mapped into the 
region P by the mapping functions associated with it. From this it will follow 
t h a t if PD coincides with P the boundary problem is regular. 

If, in the mapping relation (5.1), <t>{ixv)(x, s) is the function defined by (4.18), 
it is clear t h a t the image points <j)(lxv) (ah aM) and <£(/iI,)(am, aM) belong to the set 
E and are, therefore, in P . Hence, since P is convex, <f>^v) (x, aM) is in P for any 
x on [#i, am]. Similarly, it may be inferred t h a t <j>{ixv) (x, av) is in P for the 
same x. This leads to the conclusion contained in the following lemma. 

L E M M A 3. The relation (5.1) with n, v = 1, 2, . . . , m, (/x 9^ v) maps the 
s-interval [aM, av] into a line in P for any fixed x on [#i, am]. Moerover, if s is 
hounded away from the end points of its interval, z is bounded away from the 
vertices of P. 

If v = m + 1 in (5.1) and 0^-w + 1 )(x, s) is defined by (4.17), it is clear t h a t 
the images of all pairs of values of x and 5 lie on the same straight line. Since 
the points ^'m+1)(ah a J and 4>^>m+1) (am, aM) lie in P, the point <^'m+1>(x, aM) 
lies in P for any x on [ai, am]. Noting, then, t h a t 0 ( /x ,m+1) (x, x) is in P , we 
can s ta te the following lemma. 

https://doi.org/10.4153/CJM-1961-039-5 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1961-039-5


476 RANDAL H. COLE 

LEMMA 4. The relation (5.1) with v = m -\- l, y = 1, 2, . . . , m, maps the 
s-interval [aM, x] into a line in P for any x on [ah am]. If s is bounded away 
from x and aM, z is bounded away from the vertices of P . 

Let (aq, ag+i) be any 5-interval determined by a pair of consecutive boundary 
points. If aq+i < x, it is readily seen, by employing the above lemmas, that 
relation (5.1) maps (aq, aq+i) into P provided that \x < q and v > q + 1. For, 
under these conditions on /z and v, (ag, aq+i) is contained in [aM, av] when 
v 9^ m + 1 and is contained in [aM, x] when v — m -\- 1. If aq < x < aq+i, a 
similar argument shows that (aqi x) is mapped into P by (5.1) when /* < q 
and v > g + 1. These facts can be summarized by saying that each <j>4unction 
in the sum 

i ( $ ( W i - h) 

maps (aff, aq+i) into P for every q such that a^+i < x, and maps (aff, x) into 
P when aff < x < ag+i. In a similar fashion, it can be inferred that each 
^-function in the sum 

(tm - tfl)g(ifl + b m + i ) 

maps (ag, aq+i) into P for every g such that aq > x, and maps (x, aq+i) into 
P when ag < x < ag+\. Comparing these results with the definition of regu
larity, the following theorem can be stated. 

THEOREM 8. If PD coincides with P , the boundary problem is regular. 

The above theorem establishes the fact that all problems in the category 
initially specified are regular except possibly those for which the determinant 
D(\) is degenerate in the sense that PD is a proper subregion of P . Success 
in establishing this fact depended on the relations (4.9) and (4.12), by means 
of which the original form of Green's matrix given in (3.1) was simplified to 
the form exhibited in (4.22). The relations in question apply equally well in 
the more general complex case. Consequently, Langer's regularity conditions 
could, with advantage, be amplified to include a recognition of the simplifying 
properties of these relations. In this connection, it should be noted that 
Langer made specific mention of the possibility of a simplification within the 
formula for a single matrix ®(fx)(x, s, X), but that the simplification suggested 
here occurs between the terms of a sum of such matrices. Hence, in order to 
take advantage of the relations, the paths of integration, corresponding to 
those in formula (2.4), need to be chosen so that some of them have segments 
in common. This will generally be possible and the attendant simplification 
will be sufficient to admit as regular many problems (the present one is a 
case in point) which would not be regular according to a literal interpretation 
of Langer's conditions. 

6. Convergence of the expansion. The convergence discussion given in 
(1) is applicable here, but it will be replaced by one which imposes a less 
restrictive condition on the vector to be expanded. 
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The matrix @(x, s, X) is a sum of matrices whose components are displayed 
in (4.19) and (4.20). The multiplication of ® (x, s, X) on the right by 9?(<>)p+1) (s) 
will, therefore, yield a vector whose components are sums of functions of the 
form 

\e 

~h{flv\x,s1\)exp{\<l>{"v\x1s)}, 

where h(flv) (x, s, X) is asymptotically a polynomial in 1/X. Let the integer p 
be chosen as in (1, § 12) so that, for each a for which Oa is a vertex of the 
polygon bounding PD, the function 

(1, (12.2)), is uniformly bounded from zero for X on the contours of the 
set {Tk}. Define £<"">(#, s, X) by 

jjh^fas, X) = k("v\x,s, \)\pe™a 

so that k{flv) (x, s, X) is bounded and integrable in 5 and X for X on IV A typical 
term in the sum that comprises any component of the vector bk

(l) (x), as defined 
in (3.8), is given by 

(6.1) f Vm\l+6-p-T-lk{iXV\x, s, X) exp{X(</>(M,,)(x, s) - Va)} dsd\. 

If x is a point at which the boundary problem is regular, (^^(x, s) lies in 
the region PD for every s on (ai, am), with the exception of the boundary 
points #2, a3, . . . , am-i, and the point x at each of which the integrand is 
not defined. For any X, then, the index a can be chosen so that 

(6.2) R{\(4>™(x,s) -G«)} < 0 

for all values of s. There will, moreover, exist a sector on the X-plane, which 
may be specified by 

(6.3) fc < arg X < & 

such that the inequality (6.2) is maintained for all X therein. A finite set of 
such sectors will cover the whole X-plane and will effect a subdivision of the 
contour Tk into segments. The symbol Tka will be used to designate that 
segment which lies in the sector specified by (6.3). The integral (6.1) may 
be expressed as a sum according to the partition of Tk, and a further decom
position is determined by partitioning [au am] at the points a2, a3, . . . , am-i, 
and x, where the integrand is discontinuous. In consequence, we may say that 
any component of the vector hk

(l)(x) consists of a sum of terms of the type 

(6.4) I J X~V(*, s, X)dsd\, 

where c and d are any two consecutive partition points of [&i, am] and 

(6.5) <p(x, s, X) = X'+*-'-^">(x, 5, X) exp{X(<^(*, s) - Oa)}. 
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The non-negative integer r, on which the expansion depends, is assumed to 
be at least as large as 6 — p and sufficiently small to insure the existence of 
f(T+1)(x). Let the exponent of X in (6.5) be written as / — lh where l\ — — 6 
-\- p -\- T. If / < /i, it is clear that <p(x, s, X) is bounded and integrable for 
X large. 

If / < lu 

lim <p(x, s, X) = 0 
IXUoo 

uniformly in 5 on (c, d). Thus it is easily inferred that integral (6.4) converges 
to zero as k —> œ. From this it follows that bJc

(l)(x) converges to zero and 
$k

{l)(x) converges to f(Z)(x) as k —» oo. 
If / = l\ and if, for e arbitrary, arg X and 5 are restricted by £a + e < arg X 

< & — e and c + e < s < d — e, respectively, then, recalling Lemmas 3 
and 4, § 5, 

lim exp{X(0(^}(x, s) - Qa)} = 0, 
IXUoo 

uniformly in s. At once, 

lim <p(x, s, X) = 0, 
IXUoo 

uniformly in s, for arg X and s restricted as above. From this it follows easily 
(see (2, Lemma 1, p. 166)) that integral (6.4) converges to zero, and hence 
that ê/c

(Z)(x) converges to f(?)(x) as k —> oo. 
Combining the two cases, then, it may be stated that the series %(l)(x) 

converges to f( /} (x) for / < h. The convergence is readily seen to be uniform 
in x on any closed interval on which the boundary problem is regular. 

If / < /i, it is easily inferred (see (1, § 17)) that the series arising from the 
term-by-term differentiation of $(l)(x) converges to f(Z)/(x). In particular, 
3(0)(x) converges uniformly to f(x), and this series admits of term-by-term 
differentiation to the order l\. The following theorem summarizes some of 
these results. 

THEOREM 9. Let r be the larger of the integers 0 and 6 — p. If f(x) is any 
vector with a bounded and integrable derivative of order (r + 1) on a closed 
subinterval [c, d] on which the boundary problem is regular•, then the series ex
pansion ê(0)(x), associated with r, converges uniformly to \{x) on [c, d]. More
over, if 6 — p is negative, this series admits of term-by-term differentiation to 
the order of p — 6. 
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