
J. Linguistics 59 (2023), 737–762. © The Author(s), 2022. Published by Cambridge University Press.
This is anOpenAccess article, distributed under the terms of the Creative Commons Attribution licence
(https://creativecommons.org/licenses/by/4.0/), which permits unrestricted re-use, distribution, and
reproduction in any medium, provided the original work is properly cited.
doi:10.1017/S0022226722000330

A gradualist view of word meaning in language
acquisition and language use1

EVE V. CLARK

Stanford University

(Received 10 September 2021; revised 4 July 2022)

For both children and adults, communicating with each other effectively depends on having
enough knowledge about particular entities, actions, or relations to understand and produce
the words being used. Speakers draw on conventional meanings shared with their interlocu-
tors, but do they share every detail of word meaning? They need not have identical, or fully
specified, representations for the meanings of all the terms they make use of. Rather, they
need only have represented ENOUGH about the meanings of the words used by another speaker
to understand what is intended in context on a particular occasion. Reliance on partial
meanings is common in both children and adults. More detailed, shared, representations
of wordmeanings for a domain depend on acquiring additional knowledge about that domain
and its contents.

KEYWORDS: conceptual knowledge, Gricean inference, language use in children and adults,
partial meanings

1. INTRODUCTION

What does ‘learning ameaning’ include?Acquiringmeaning for aword depends on
initial and subsequent exposures in context, with joint attention (often with point or
gaze at the intended target referent), to establish an initial mapping of meaning-to-
word form. Learning more about conventional meanings in a language community
depends on attaining further knowledge about the relevant conceptual domain and
about the meanings of the words available for talk about that domain.

In this paper, I take up what ‘acquiring a word meaning’ involves, for both
children and adults. I will argue that, like children, adult speakers need not have
acquired fully specified, conventional, meanings for all the terms they hear from
others in their language community. Nor do two speakers need identical mental

[1] Earlier versions of this paper were presented to the International Workshop on Word Meaning,
Concepts, and Communication, University College London; to the Empirical Foundations of
Linguistics group, Universite de Paris-Diderot, and to the Meaning in Flux conference, Yale
University. I thank Robin Cooper for helpful comments on an earlier version, and three anonym-
ous reviewers for their role in improving this paper.
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representations of conventional meanings in memory in order to understand one
another and so communicate effectively. Rather, they need to know just enough
about the relevant word meaning, together with an assessment of common
ground, to understand the speaker’s intended meaning in context. For produc-
tion, though, they may need more actual knowledge about a domain, and hence
about the appropriate usage of the relevant terms, when talking about that domain
with others.

What counts as enough? Addressees need to be able to identify the relevant
conceptual domain, and the general type of object, action, or relation at issue, so that
they can make appropriate pragmatic inferences about the speaker’s intention,
given some common ground, the physical context, and the current conversation.
They can then make use of any inferences available on each occasion from what is
co-present in the physical and conversational context. For example, adults may be
familiar with certain words for trees such as beech, apple, or elm, yet be unable to
identify instances of these tree types from such properties as general outline shape,
leaf-type, or bark. Their meanings for such tree terms are therefore only partial
meanings. The same goes for words in many everyday domains (terms for birds,
insects, plants, and flowers, for instance), in addition to myriad domains in such
fields as medicine, architecture, farming, sailing, music, geology, astronomy, and
biology, to list just a few. Much of the time, knowing just a partial meaning is
enough: knowing that the speaker is talking about a tree, say, or a bird, may be all
that is needed in context. This view of how adults, like children, can manage with
only partial knowledge of a word’s meaning I will call the gradualist view of word
meaning acquisition, representation, and use.

2. WHAT COUNTS AS ENOUGH WHEN IT COMES TO

REPRESENTING WORD MEANING?

When interpreting what a speaker has said, addressees need to be able to (a) identify
the domain being talked about, (b) identify the type of object, action, or relation
under discussion, and (c) make appropriate inferences about what the speaker most
likely intends on that occasion. Consider the following example:

(1) Ann (watching Ben trying to shorten a rope):
‘You’ll need a sheepshank to do that.’

From Ann’s utterance in (1), Ben can infer that a sheepshank is most likely
some kind of knot. But he can infer nothing more about the term sheepshank
than that, and might never learn any more about the full meaning of this term. In
order to actually shorten the rope on that occasion though, Ben will need to
ask what a sheepshank is and that question could then elicit a demonstration of
the relevant knot from Ann, thus allowing Ben to update his semantic represen-
tation for the term sheepshank that Ann had used as well as actually tie the
relevant knot.
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In this paper, I take a processing approach to language use in interaction. This
contrasts with the view of language as a product, the approach generally found in
linguistics, where the focus is on language STRUCTURE rather than on language USE

(Clark&Clark 1977). Ifirst consider some ofwhatwe know about children’s ability
to make inferences and reason about word meanings and then consider what we can
learn from the nature of children’s initial inferences about the meanings of unfamil-
iar words, displayed in their earliest word uses, later followed by gradual additions
to their initial, partial, meanings as they are exposed to further uses of eachword in a
variety of contexts by more expert speakers.

Even very young children readily make inferences about what other speakers
intend. In (2), for example, the child immediately infers who is going to have a
swim:

(2) Father and son, Ned (1;11), at the beach:
Father: Ooh, you’ve been a good boy. Someone’s going to have a swim.
Ned: No, I’m going to have a swim! (R. Breheny, p.c.)

In (3), from my own diary observations, the child readily identifies what his father
wants him to do, inferred from his father’s tapping on the edge of his cereal bowl,
given their common ground with respect to similar occasions in the past:

(3) At breakfast, D (1;11.28), talking as usual instead of eating:
Father taps his spoon on the edge of D’s bowl –
D: Herb hitting [ə] bowl.
Father: Why was I hitting your bowl? Why was I hitting your bowl?
D (grinning as he picked up his spoon): [ə] eat [ə] cornflakes.

Young children’s reliance on such pragmatic inferences in context is widespread
(see e.g. Papafragou & Tantalou 2004; Stiller, Goodman & Frank 2015; Papafra-
gou, Friedberg & Cohen 2018; Kampa & Papafragou 2020), and this ability plays
an essential role in children’s inferences about possible word meanings as they
encounter new words.

After reviewing various aspects of children’s acquisition of word meanings, I
will turn to adult usage and argue that adults also rely on partial meanings, meanings
that may remain incomplete for years, in both comprehension and production. Just
as in the case of children, the full, or fuller, acquisition of conventional meanings by
adults depends on their acquisition of more detailed knowledge about the relevant
conceptual domain, including added words, and, with that, becoming able to adjust,
and add to, any partial meanings already in place. For communicating with others,
though, for both children and adults, what matters is knowing ENOUGH IN CONTEXT to
grasp what the speaker intends to convey so they can respond to that speaker in the
next turn. In short, acquiring word meanings is a life-long activity, and we can gain
insights into adult reliance on partial meanings by starting with how children assign
initial, partial, meanings to words, and then gradually add to their early represen-
tations.
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3. INFERENCES AND FAST MAPPING

Children rely heavily on adult gaze and gesture when they encounter new words.
By coordinating gaze and gesture with use of a new word, adults present young
children with a coherent event in joint attention. Adult gesture–speech complexes
license the mapping of word-to-referent on such occasions (see e.g. O’Neill 1996;
Gelman, Coley, et al. 1998; Rader & Zukow-Goldring 2010, 2012; Clark &
Estigarribia 2011). Children’s ability to rapidly assign some initial meaning to
an unfamiliar word in context has been termed ‘fast mapping’. In a first study,
Carey & Bartlett (1978) looked at how 4- and 5-year-olds responded to an
unfamiliar word, chromium (intended here to refer to a dark olive-green colour),
presented as in (4):

(4) Teacher (to a 4- or 5-year-old):
You see those two trays over there? Bring me the chromium one.
Not the red one, the chromium one.

From this introduction, children could (i) identify the newword, chromium, (ii) link
it to the domain of trays, and (iii) infer that it designated a property, namely a colour,
one that contrasts with the colour red. Four and five-year-old children did this quite
reliably. This early study of fast mapping was followed up by Dockrell (1981). In
one study, she showed somewhat younger children, aged 3 and 4, a small pile of toy
animals that needed to be put away, and then asked for each animal to be handed to
her in turn:

(5) Give me the cow. Give me the pig. Give me the gombe …

All the children consistently assigned the one unfamiliar word, gombe, to the one
unfamiliar toy animal on the table (an ant-eater). In further studies of fast mapping,
Dockrell also showed that children aged 3 and 4 consistently gave priority to shape
over texture in assigning an initial meaning to a new word (Dockrell & Campbell
1986). Indeed shape is a good guide to category membership and is widely used by
young children (see e.g. Clark 1973a; Baldwin 1989; Gelman, Croft, et al. 1998;
Gershkoff-Stowe & Smith 2004).

Fast mapping captures some of the preliminary inferences children make about
possible meanings for new words. Children’s inferences here depend on the
speaker’s uses of the new words in particular physical and conversational con-
texts. Physical and conversational co-presence depend in turn on prior joint
attention and some degree of joint engagement in a coordinated activity for the
adult speaker and the child. Fast mapping can be further characterized in terms of
several general strategies for attaching an initial meaning to an unfamiliar word
form:

• For unfamiliar objects, attend first to shape
• For unfamiliar events or actions, attend first to changes-in-state (causation), to

changes-in-location (motion, path), or changes in manner-of-motion
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Fast mapping has been explored in a variety of word-learning tasks that present
children with nonsense words, hence word forms that are entirely unfamiliar, in
forced choice tasks. While young children often make appropriate choices upon
immediate testing, they reveal poor retention even five minutes later, and may
forget novel nonsense words within 24 hours (Horst & Samuelson 2008). They
may also take several sessions to learn a meaning-to-word form mapping,
possibly because the new words are not always presented in an interactive
context, but via pictures or on a video screen instead (e.g. Bion, Borovsky &
Fernald 2013).

Notice also that the fast mapping of nonsense word meanings is not supported by
any other speakers in any other contexts. Take the case of Dockrell’s nonsenseword
gombe: Children never encounter this word again, either in other contexts or from
other speakers. They never hear it again being used to refer to instances of ant-
eaters.With the conventional words of a language though, children hear further uses
over time from other speakers in a variety of contexts, with the words typically
applied to a variety of referents of the appropriate (sub)type within the relevant
domain. The range of referents in actual everyday exchanges is important, given
that experimental studies of fast mapping have depended on very few, highly
similar, exemplars as referents rather than on the range of diverse instances typically
presented in studies with adults (see Murphy 2001). For children, I would argue,
exposure to adult usage over time, and over a range of possible referents, is one
factor that allows them to gradually establish more of the conventional meaning for
each word to which they have been introduced.

In summary, when assigning some initial meaning to a new word, children need
exposure to a range of recurring coherent referents in joint attention; they need to
hear the same terms repeated on those occasions, and the number of exposures they
need in order to assign somemeaning to a new termmay varywith howmanywords
they already know for other entities in the relevant domain. But to get beyond initial
mappings and acquire more of the meanings in question, children also have to learn
about other entities in each domain along with the words used to refer to them. The
same holds for the meanings of terms for actions and relations.

4. JOINT ATTENTION

Joint attention is achieved when each participant (here, adult and child) is attending
to the same object or event and is aware that the other person is attending to the same
event (Moore &Dunham 1995). That is, they are mutually attending to the relevant
object or action. With young children, joint attention is commonly established in
one of two ways:

(i) FOLLOWING IN: the adult attends to whatever the child is already attending to,
and makes that clear by talking about that object or event.

(ii) GETTING AND MAINTAINING ATTENTION: the adult uses gestures and words to
attract and then hold the child’s attention on some object or event.
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In making use of physical co-presence, adults use gestures (e.g. pointing at the
intended referent or holding out and displaying the referent) and gaze (looking at the
current referent) as they utter a new word in referring to some entity, action, or
relation in context. Adult use of gesture-and-word combinations presents 1-year-
olds with a specific object or a coherent event to attend to. Gesture-speech
complexes thereby serve to establish joint attention and so help young children
in their initial mappings of words-to-referents, whether these are objects (Gelman,
Coley, et al. 1998; Estigarribia &Clark 2007; Clark &Estigarribia 2011; Zammit &
Schafer 2011) or actions (Goodrich & Hudson Kam 2009; Childers et al. 2016,
2017). Establishing joint attention is a common pre-condition on adult offers of new
words to young children, with their addition of information about the current
referent (Estigarribia & Clark 2007; Rader & Zukow-Goldring 2010, 2012; Clark
& Estigarribia 2011; Kelly 2014.). Joint attention is also a general pre-condition in
adult conversational exchanges.

5. NEW WORDS AND ADDED INFORMATION

In making preliminary inferences about the meaning of new words, both children
and adults depend on the context of use in terms of (a) physical co-presence and
(b) conversational co-presence. In this, they also attend to the fact that any new,
unfamiliar, word CONTRASTS IN MEANING with words they already know (Clark 1987,
1990). That is, even very young children treat new words as having meanings that
contrast with those of familiar words.

Adults often accompany a new-word offer to children with added information
about the meaning as part of the conversational interaction. They link a new
word in someway to other words the child already knows, and they supply added
information about the current referent (a step notably absent from experimental
studies of word acquisition). This added information commonly consists of
information about inclusion or class membership, as well as further information
about parts and properties, characteristic noises, ways of moving, functions,
ontogeny, habitat, and history, along with terms for other entities in the same
domain (see Callanan 1990; Clark & Wong 2002; Clark, 2007, 2010; Clark &
Estigarribia 2011). Such information provides quite extensive material on which
children can base further inferences about the possible meaning of a new word.

Consider this conversational exchangewhere the parent introduced the new term,
owl (Clark 2002):

(6) Child (1;8.12) looking at a picture of owls:
Child: duck, duck.
Mother: yeah those are birds. (looks at picture)

they’re called owls. (points at picture)
owls, that’s their name. owls. (looks at child)

Child: birds.
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Mother: and you know what the owl says?
(points at picture again) the owl goes ‘hoo’, ‘hoo’.

Child: owl.
Mother: that’s what the owl says.
Child: hoo. (smiles)
Mother: that’s right. (NewEng, NE20:0571)

Each piece of information offered here allows the child to set up contrasts between
the new word and words already known on the basis of:

• A difference in (sub)category
• Differences in parts, properties, and relations
• Differences in kinds of motion, characteristic sounds, and functions

The child’s usage at the time of this offer of owl consisted of duck, a subtype of bird
in the child’s repertoire, that was used to designate any bird in the water and/or any
bird that made a quacking noise. The newword owl contrasts with duck in that owls
make a different noise, ‘hoo’, but both owl and duck are identified by the mother as
birds. Notice that even with only such sparse meanings in place, child uses of the
terms duck and owl may overlap with some adult usage of the terms, despite the
child’s primitive taxonomy of birds.

6. CHILD USAGE IS LIMITED BY VOCABULARY SIZE

Children’s production of any terms for making reference is limited by their small
vocabulary size in their first few years. At age 2, for instance, they are able to
produce between 100 and 600 words (Fenson et al. 1994). This leads them to
overextend a number of terms for objects (Clark 1973a; Rescorla 1980) and for
actions (Bowerman 1978; Griffiths & Atkinson 1978). Children also add to their
options by relying on general-purpose deictics like this or there, and the verb do
(Clark 1978). They may produce a few property terms as well, but, for example,
they mis-assign colour terms for some time before they fix their reference in the
colour space (e.g. Soja 1994; Clark 2006; Kowalski & Zimiles 2006). In talk
about other properties, they may at first assign only a positive meaning to a term
like less, initially treating it as ‘more’, as well as producing only the positive
terms from an adjective pair like tall and short (Donaldson & Balfour 1968;
Donaldson & Wales 1970). They only gradually add terms as they build up
semantic fields (terms for animals, vehicles, meal-related items, toys, furniture,
and particular activities), learn more about each domain, and hear more words for
elements in each domain (see Clark 1995, 2018; Hills 2013). They also begin to
accumulate terms for motion and placement in space, transfer of possession, and
kin relations (Clark 1973b; Haviland & Clark 1974; Gentner 1975; Choi &
Bowerman 1991; Casasola 2008; Papafragou & Selimis 2010; Bowerman
2018; Clark 2018).
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Children also coin terms to fill gaps in their vocabulary from as young as age
2 onwards, producing compound nouns like fix-man (= mechanic) or plate-egg (=
fried egg) to label subcategories of man or egg, for example, and they talk about
actions by linking them to specific objects or instruments as in to oar (= row), to
scale (=weigh), or to piano (= play the piano) (Clark 1981, 1993; Clark, Gelman&
Lane 1985; Gelman, Wilcox & Clark 1989). These are all ways of supplementing
small vocabularies during the early years of acquisition.

6.1 Overextensions

Diary studies of children’s early word production reveal that one-year-olds commonly
overextendor stretch theirwords in production.Their overextensions provide evidence
that children have only partial meanings for many early words, as shown in Table 1.
For example, the meaning assigned initially to a word like mum ‘horse’ appears to
allow for reference to any ‘4-legged, mammal-shaped entity’, while baw ‘ball’ is used
to refer to anything round and relatively small, ticktock ‘watch’ to anything with a
round dial, and tee to anything stick-like. The vast majority of such overextensions are
based on shape, but on occasion may be based on some aspect of motion, sound, or
texture instead (E. Clark 1973a; Baldwin 1989; Gershkoff-Stowe & Smith 2004).
Extensions like these account for the wide range of uses to which very young children
put earlywords in production. Such overextensions, nearly all produced before age 2;0
to 2;6, result from children’s attempts at communication. This leads them to produce
dog, for instance, not only to refer to dogs, but also to cats, squirrels, lambs, and many
other smallmammal-shaped creatures, until they learn to produce the relevant terms for
those animals as well, namely words like cat, squirrel, or lamb.

But when children at this stage are tested on their comprehension of a term that
they have overextended, such as dog, they appear to treat it in comprehension as if it
refers only to dogs (Thomson & Chapman 1977; Gelman, Croft, et al. 1998). In
short, their representations in memory for comprehension appear to overlap more
directly with the adult meaning, hence their identification of the appropriate referent
(here a dog), as shown in Table 2 (based on Thomson & Chapman 1977).

In general, comprehension is ahead of production from the start, so one also
needs to look at how much children at this stage understand about the meanings of
the conventional words for the entities to which a term like dog has been overex-
tended, namely their comprehension of such terms as cat, squirrel, and lamb, as
well as how specific their partial meaning of a term like dog actually is. Does it refer
just to the household pet? If so, how soon do they generalize to other types of dog as
well? And how soon after children learn to produce cat, for example, do they stop
overextending dog to refer to cats (Barrett 1978)? One follow-up here would be to
look at how, and how soon, children understand words for the categories to which
they have been overextending dog –words like cat, squirrel, lamb – in order to track
when these words become represented in memory for comprehension. Bergelson &
Aslin (2017) looked at how specific children’s comprehension of some early words
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seems to be, as measured by one-year-olds’ gaze at a picture of a foot or at a sock
(versus a picture of an apple) on hearing the word foot. Children looked more at the
actual referent (picture of the foot) and less and less at the related object (the sock) as
they got older, from 12 months to 20 months. This suggests that their meaning for
the term foot becomes more specific during the second year as they receive
increased exposure to adult uses of the word and its possible referents.

In production children adjust their own pronunciations over time to match
words they have represented in memory for comprehension, by monitoring what
they themselves produce (Clark 2016, 2020). But early on, they have had
comparatively little exposure to the full range of uses for any particular word,
and so may display some under-extension in comprehension too, even for such
common terms as dog or cat, fork or cup. Consider dog used to refer to an Irish
wolfhound and to a Chihuahua, fork for forks with only two tines versus four or
five times, or cup for sippy cups versus beer steins. Notice also that the represen-
tation of words with such meanings in memory requires both knowledge of when
one can use each term to refer to a category instance, and also, eventually, of how
different word meanings are related to each other within a domain: consider terms
for different animals, for various drinking vessels, for all sorts of vehicles, and so
on. All this depends on what children KNOW about a particular domain. Conceptual
knowledge in each domain provides a foundation for building up the meanings of
words and for finding out how they are related to each other, while the words
themselves helpmake particular aspects of the conceptual domainmorememorable
(Gentner et al. 2013).

Word Initial referent Further referents

mum horse cows, calf, pig, moose, all 4-legged animals
ticktock watch clocks, watches, gas-meter, firehose on spool, bath-scalew/ dial
baw ball apples, grapes, eggs, squash, bell clapper, anything round
tee stick cane, umbrella, ruler, razor (old-fashioned), board of wood, all

stick-like objects

Table 1
Examples of some typical overextensions (1;6–2;6) based on Clark (1973a).

In production versus In comprehension

DOG DOG
SHEEP
LAMB
CAT
DEER
etc.

Table 2
Early overextensions in production versus comprehension.
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Children stretch the few verbs they know early on in a similar way, and may
produce hit, for example, for acts of hitting, touching, tapping, and smoothing with
the hand; the verb open for gaining access across a variety of objects and contexts
including jam jars, boxes, cupboards, and windows, as well as doors (see
e.g. Bowerman 1978; Gentner 1978; Griffiths & Atkinson 1978), and the verb
cut for cutting with a knife, as well as shaving, peeling, chopping, and mowing, in
what some researchers have called semantic approximations (Duvignau et al. 2007;
Pérez-Hernández & Duvignau 2016, 2020). Again, such overextensions in produc-
tion are gradually restricted as children acquire the relevant verbs for different parts
of an overextended domain. In each case, children’s early uses in production display
partial meanings.

In short, children’s meanings for early words are generally incomplete both in
early comprehension – from lack of exposure to uses for the range of possible
referents in a category – and in production – due to the small size of their
vocabulary, hence the absence of appropriate terms for many of the referents that
they wish to talk about. This leads them to stretch available words with as yet only
partial meanings to cover nearby or similar referents. Early on, they therefore
commonly overextend both nouns and verbs in production.

6.2 General-purpose terms

In another way to supplement a small vocabulary, children often rely on deictic terms
like there, along with pointing (Clark &Kelly 2021) for a range of different referents
for which they lack terms, and on the verb do for a range of different actions (Clark
1978), again where they typically lack any more precise terms, as shown in (7):

(7) (a) D (1;3.6, standing at the top of the stairs, ball in hand): do that?
Mother: yes. (D immediately throws his ball downstairs)

(b) R (1;9, when playing with any new object): Rhodi do.
(c) S (2;2, wanting the music box wound up to play): the clown do!

Reliance on general-purpose terms offers children another way to extend their
limited vocabulary in production. Similarly, in talk about spatial relations, 1- and 2-
year-olds acquiring English often rely on just one preposition – only in, only on, or
just a syllabic [n]-sound indeterminate between the two – for talking about the
location of an object. When asked to place objects in a comprehension task, though,
1- and 2-year-olds rely instead on inferences in context that depend on physical
properties of the reference point or landmark as well as of the object being placed.
They always put smaller objects inside containers, and when there’s no container,
they put them on a supporting surface (Clark 1973b, 1980). Only once they start to
contrast the words in and on (compare ‘in the box’ versus ‘on the box’), though, do
they assign the relevant meaning to the spatial preposition the adult has produced,
rather than rely on their earlier purely concept-based strategies to guide their
placements. Their early reliance on conceptual strategies and limited production
reveals the incomplete nature of the meanings for their first spatial terms.
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6.3 Relational terms

Children give evidence of only having partial meanings in other domains too. With
dimensional adjectives, for example, they rely at first on the adjective big for
extension and little for relative lack of extension, regardless of the actual dimension
involved – size, height, length, width, or depth. After such early, over-general, uses
of big and little (or small ), they start to use high, tall, and long, and then, at around
age 4 or 5, a few positive-negative pairs like high-low and long-short as well. Only
later still do they master terms for such dimensions as width with wide-narrow and
depth with deep-shallow (Donaldson &Wales 1970; Clark 1972; Ravn & Gelman
1984). And they commonly supply only partial meanings for kinship terms, in the
form of non-relational definitions, for instance, as late as age 6 and even older
(Piaget 1928; Haviland & Clark 1974), as shown in (8) and (9):

(8) Adult: What’s a brother?
Child (6;9): A brother is a boy.
Adult: What do you have to have to be a brother?
Child: Pants with pockets. (Haviland & Clark 1974: 38)

(9) Adult: What’s a brother?
Child (7;6): It’s a boy.
Adult: Are all boys brothers?
Child: Yes.
Adult: Is your father a brother?
Child: No.
Adult: Why?
Child: Because he is a man. (Piaget 1928: 105)

Children rely on partial meanings before acquiring fuller, near-adult meanings in
other domains too, for example, for transfer verbs like give, take, buy, and sell.
Between the ages of 3;6 and 8;0 or so, children go through some five stages in their
comprehension of these verbs in act-out tasks as theymaster various aspects of their
meanings and how they contrast with each other (Gentner 1975):

(10) (a) Children can enact give.
(b) They enact give versus take.
(c) They distinguish pay from give and take.
(d) They distinguish trade from give, take, and pay.
(e) They begin to distinguish spend, buy, and sell.

6.4 Word coinages

Finally, another option for extending one’s vocabulary is to construct innovative
terms in production, coinages devised to fill gaps in one’s current vocabulary. But
when consistently presented with the conventional adult forms for particular
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meanings, children eventually give up coinages they have used for those meanings.
For example, they replace the innovative verb oarwith conventional row for talking
about the relevant action, and they replace innovative scale with conventional
weigh, when these verbs are offered, typically in the next turn, by more expert
speakers (see Clark 1981, 1993; Chouinard & Clark 2003; Clark 2020).

Children often coin novel compound nouns for subcategories.When a 2-year-old
who knows the word dog is told that a particular dog is a Dalmatian, that child will
very likely immediately call it aDALMATIAN-dog (with compound stress), making
explicit the relation between Dalmatian, the modifier, and dog, the head noun
(Clark et al. 1985). English contains many conventional compounds that refer to
subtypes (e.g., APPLE-tree, PALM-tree, OAK-tree), and children rely on this
option from age 2 or so on in innovations like HOUSE-smoke (smoke from a
chimney) versus CAR-smoke (exhaust), PLATE-egg (fried) versus CUP-egg
(boiled), or FIRE-dog (a dog found at the site of a fire in the neighbourhood)
(Clark 1993).

Besides their early reliance on compounding, children also make some use of
productive derivational forms to coin new agent nouns. For example, when 5- to 7-
year-olds were asked by Berko (1958) what one could call someonewho zibs, of the
65%of childrenwho responded, 11%produced zibber (note that all adults produced
this), and otherwise gave compounds like zibbing-man or zib-man. Clark & Hecht
(1982) followed up these observations with a detailed study of how much children
aged 3 to 6 could understand of novel agent and instrument nouns compared towhat
they could produce. In comprehension, all the children could identify the base verb
and the suffix -er in novel agent and instrument nouns. But in production, the
youngest children made only inconsistent use of -er and instead relied on simple
compounds for agents and real words (overextended) for instruments. Slightly older
children, from age 4 on, made use of -er for agents in production but not for
instruments (there they relied on compounds), and the oldest children, at age
6, produced -er consistently for both agents and instruments (Clark & Hecht
1982). Studies of derivation and compounding in other languages reveal similar
patterns in the acquisition of these kinds of options (see Clark 1993).

Reliance on word-formation, in particular on the productive options in a lan-
guage, is found very generally in children as well as in adults. But adults produce
innovations only when they lack a conventional term for the meaning they wish to
convey, while children produce many innovative forms that are in fact pre-empted
by existing conventional terms in the language.

6.5 Organizing meanings by domain

In making preliminary inferences about the meaning of new words, both children
and adults depend on the context of use in terms of (a) physical and
(b) conversational co-presence. In this, they also attend to the fact that any
new, unfamiliar, word contrasts in meaning with other words already known, in
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particular with words belonging to the same domain (Clark 1987, 1990, 1995,
2018). Each piece of additional information offered provides a basis for inferring
the nature of the contrast in meaning between a new word (e.g., owl ) and other
related words like duck and bird already known to the child (see Chi & Koeske
1983; Callanan 1990; Johnson &Mervis 1994; Clark 2002; Clark &Wong 2002;
Clark 2007, 2010; Clark & Estigarribia 2011; Peters & Yu 2021).

Adults make use of conversational co-presence by offering information about
inclusion or class membership (an owl is a bird), as well as information about parts
and properties (that’s his tail; this is the handle), about characteristic noises (owls go
hoo; cats miaou), about ways of moving (the wheel turns like this, with a demon-
strating gesture), about functions (this spoon is for stirring; that bowl is for soup),
about ontogeny (a lamb is a baby sheep; a duckling is a baby duck), about habitat
(talk about kennels, stables, fields, burrows, etc.), about history, and about terms for
other entities and actions in the same domain. This added information provides
often extensivematerial onwhich children can base still further inferences about the
probablemeaning of an unfamiliar word in a particular context, and so start to link it
to words they already know, and simultaneously contrast it with those words as well
(see Saji et al. 2011; Hills 2013; Yurovsky et al. 2014; Clark 2018).

As children add more words to their vocabulary, they start to organize words
stored in memory so far. They group words that belong to the same semantic and
conceptual domain, e.g., words for animals, vehicles, toys, plants, cups and glasses,
body-parts, and so on. Over time they add to each domain the relevant words for
associated parts (e.g., arms, feet; wheels, handles), sounds (e.g., bark, neigh, shout),
and actions (e.g., walk, run, hop, jump), and also link the meanings of words within
a domain to each other through such relations as subordinate to superordinate, for
example, for a trio like retriever, dog, and animal, beginning as young as age two
(Clark et al. 1985; Gelman et al. 1989; Johnson & Mervis 1994; Clark & Svaib
1997; Clark 2018).

Children readily make inferences about the meanings and relations among new
and familiar words. When adults use an unfamiliar word, children make inferences
about candidate referents based on joint attention in that context. What is actually in
joint attention early onmay be just what is in the child’s immediate field of vision at
age 1 and 2 (Yu & Smith 2011) or what is being pointed at, held out, and looked at
by the adult (Clark & Estigarribia 2011). Children readily infer, again from at least
age 2 on, that, when told ‘an X is a kind of Y’, Y is superordinate to X and therefore
includes X (Clark & Grossman 1998). Children this age can also assign more than
one word to a specific referent, so a sailor can also be a bear, or a dog also be a
postman, for example, as in the Richard Scarry books for young children (see Clark
1997; Clark & Svaib 1997). Again, children start to establish such relations among
words in some domains as early as age 2.

At the same time, many of these wordmeanings remain partial meanings because
children have as yet had only limited exposure to the possible range of referents for a
word, and only limited exposure to other terms related to that word in meaning. Yet
their usage in production allows for reasonable communication, even though they
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have only a partial meaning for each term. It is important to note here that children
readily make inferences in context about the probable referent on each occasion for
a familiar word, and they also rely on inferences in context to assign possible
meanings for new words heard from adult speakers, just as adults do (see Grice
1987; Recanati 2014). Assigning at least some meaning to unfamiliar words in
context helps children begin to structure and align conceptual domains with the
lexical items available for that domain in the language they are acquiring. This
makes such words more readily available, even when the meanings are still
incomplete, for use in communicating with others.

Overall, these findings for acquisition show: (a) children need exposure to
RECURRING COHERENT OBJECTS AND EVENTS in joint attention as they map some
meaning to a new word; (b) they need to hear the SAME WORD(S) used across a
variety of contexts; and (c) the number of exposures they need to learn a new label
for a particular category type may vary with howmany words they already know in
the relevant domain. In most studies of lexical acquisition, researchers have tracked
some of the stages that children go through as they assign an initial meaning and
then learn more about the conventional meaning of a term, the meaning assumed by
adult speakers in a particular language community. This tracking has often been
done in terms of appropriate comprehension, or appropriate production, but few
studies have compared the two processes. So there aremany details that we have yet
to fill in as children come to align more of their production with comprehension.
Building up an adult-like vocabulary takes a long time, and the meanings of many
terms can long remain incomplete, not only for children but also for adults.

7. PARTIAL MEANINGS IN ADULTS

By the time speakers reach adulthood, they have accrued knowledge about all sorts
of everyday domains and the activities associated with them in their culture. And
they have amassed a large vocabulary for talking about many of these domains.
What they know, and how they talk about what they know, provides the primary
route for transmitting knowledge about the conventions on word use to younger
speakers, and in particular to children beginning to acquire language. We tend to
take for granted that speakers within a particular community agree on the conven-
tion that governs uses of a particular word. That is, within our own language
community, we agree on what counts as a table, say, and that can therefore be
referred to by the word table. But we also know that words can be stretched in
various ways, so a speaker could refer to a flat-topped rock as our table when
picnicking, because the rock functions as a table on that occasion. And different
speech communities, using the same language, can also arrive at somewhat different
conventions on when to produce and how to interpret certain words, e.g., elevator
versus lift, pavement versus side-walk, or boot versus trunk in British versus
American English.

Reliance on partial meanings, then, arise when speakers (a) know only part of the
conventional meaning, just as when children use dog to refer only to a specific dog
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(rare) or only to prototypical dogs, say, and (b) extend a word to refer to entities or
actions that are similar and for which the speaker lacks a term, as when young
children overextend a noun like dog to refer to other four-legged mammal-shaped
entities, or a verb like hit to refer to actions of hitting, touching, and patting. Both
children and adults rely on partial meanings of both types. And like children, adults
freely coin new words to fill gaps. Unlike children, though, adults only coin new
words when they know of no existing word with just the meaning they wish to
convey. The child’s use of a compound like fire-dog in I want a fire-dog,meaning ‘a
dog like the one found at the site of a local fire’ depends on common groundwith the
adult addressee and so is analogous in its use to the adult’s production of the
Ferrari-woman for ‘the woman who wished to be buried in her Ferrari’, a meaning
only available when speaker and addressee share the information relevant to that
interpretation as part of their common ground (see Clark & Clark 1979; Clark &
Gerrig 1983; Weiskopf 2007).

Effectively, speakers observe the conventions for using words, and so show that
they have attached approximately the same meanings to those words as other
members of the same language community, so they can draw on those in order to
communicate effectively. For conventional meanings, then, there is a form that
speakers expect to be used in their language community (Lewis 1969; Garrod &
Doherty 1994), and the speaker’s choices of words specify both themeaning and the
perspective the speaker wishes to convey (Clark 1988, 1993, 1997). Underlying this
view is the assumption that speakers within a speech community share the same
conventions, the same meanings, in order to coordinate and communicate effect-
ively (Hurford 1989; Smith 2005).

The general notion of convention, as characterized by Lewis (1969: 42), assumes
that ‘everyone conforms to R [a regularity]’, and ‘everyone expects everyone else to
conform to R’ because they thereby solve a coordination problem in communicat-
ing with each other. Lewis’s formulation is spelt out in (11):

(11) A regularity R in the behaviour of members of a population P when they are
agents in a recurrent situation S is a convention if and only if, in any instance
of S among members of P,
• everyone conforms to R;
• everyone expects everyone else to conform to R;
• everyone prefers to conform to R on condition that the others do, since S is a
coordination problem and uniform conformity to R is a coordination
equilibrium in S.

Language works as a system for communication because the speakers within a
community agree on the conventions when they use words to refer. But do all
speakers necessarily set up identical representations for the meanings of the terms
they use? To what extent can they get by with partial but overlapping representa-
tions instead? Do they indeed always share the same meaning for a word, or might
one speaker have only a partial meaning compared to that of their interlocutor?
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Partial meanings typically overlap in part with full, or fuller, conventional
meanings, and this overlap is good enough on many occasions for the person with
only a partial meaning to understand what the other speaker is talking about. On
occasion, though, the partial-meaning speaker has to ask follow-up questions about
what the other person intends in using a particular word. Consider the nouns in (12),
where many adults often know only that each term for a subtype belongs to a more
general domain (the words given in caps), but know little or nothingmore about any
one subtype in that domain. That is, they are unable to reliably identify or refer to
instances of these subtypes, although they understand that another speaker is using
words from a particular domain to refer to an instance of a subtype that belongs in
that domain.

(12) TREES: elm, rowan, ash, alder, hornbeam, gingko, mulberry …
DOGS: schnauzer, boxer, wolfhound, malamute, corgi, pug …
BIRDS: linnet, finch, oriole, stonechat, ash-throat, phoebe, thresher …
ARCHITECTURE: bailey, corbel, mullion, casing, finial, dado …
SAILING: sheet, caulking, stay, stem, cleat, genoa, batten …

In many domains, adults too have only partial meanings, incomplete conventional
meanings, for many terms like those in (12).What they know about the meanings of
such terms as rowan, corgi, stonechat, finial, or cleat is based on partial knowledge,
so when they USE the words in comprehension or production, they are relying on
partial meanings. But they can combine partial knowledge in each case with
additional inferences based on the physical setting and the conversational context,
as in the case of the sailing term stay, in (13), produced by a speaker standing on the
deck of a sailing boat, pointing at a wire running from deck to mast-top, and saying:
‘We’ll need to replace that stay.’

(13) Target: stay [noun]
– something to do with the rigging (partial meaning)
Inferable from the physical and conversational context:
• a stay is some kind of support
• the support is made of metal
• the support is attached to the mast

The same holds for many tree names, recognized by speakers as such, where those
same speakers are unable to identify the leaves of each tree-type, or even instances
of the trees themselves. Hilary Putnam (1974) famously discussed being unable to
distinguish a beech from an elm among trees, a clear case of his therefore having
only partial knowledge about the meanings of the two terms for these tree types (see
further Popkin 2017 on tree blindness; also Wolff, Medin, & Pankratz 1999).

Much the same holds for terms for subcategories in many other domains of
knowledge. The point here is that speakersmanage to communicatemost of the time
even when they have only partial knowledge of the word meanings – a curlew is
some kind of bird, for instance – and they only master the full meaning of a term, its
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conventional meaning for the community of birders here, when they learn more
about the relevant domain of knowledge. In short, adult speakers rely on a large
number of partial meanings in their vocabulary, such that the meanings they have
represented in memory often fail to fully match the meanings represented by other
speakers in the same language community, speakers who happen to know more
about the domain in question and hence more about the meanings of the terms used
for referring to elements in that domain.

In order to learn about a particular domain of knowledge, people need a
vocabulary so they can access, remember, and communicate precisely about that
area of expertise. This was pointed out by Bross (1973: 217), for surgeons who
necessarily depend on having mastered the terms for anatomy in medicine:

How did the surgeon acquire his knowledge of the structure of the human
body? In part this comes from the surgeon’s first-hand experience during his
long training. But what made this experience fruitful was the surgeon’s earlier
training, the distillation of generations of past experience which was trans-
mitted to the surgeon in his anatomy classes.
…A highly specialized sublanguage has evolved for the sole purpose of

describing this structure. The surgeon had to learn this jargon of anatomy
before the anatomical facts could be effectively transmitted to him. Thus,
underlying the ‘effective action’ of the surgeon is an ‘effective language’.

In the sameway, birders need to learn not only terms for different kinds of birds, but
also how to recognize each type from its plumage, flight patterns, habitat, songs,
nests, and eggs. The same applies in any specialized domain of knowledge.

Figure 1
(Colour online) Stays on a sailing boat.
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Knowledge about a domain plays a central role in the acquisition of the relevant
word meanings for the terms used in talk about that domain. That is, lexical items
that mark distinctions and are linked to each other in meaning play an essential role
in communicating about elements in a specific domain and hence in the transmis-
sion of knowledge about that domain. The more people learn about a domain, the
more detailed their meanings for terms that refer to elements in that domain become.
This thenmakes formore precise comprehension among peoplewho share the same
degree of knowledge. Notice that this complicates any view of how much infor-
mation to include in the meaning of a word, with the line between what is semantic
and what conceptual made increasingly difficult to draw, especially in processing
accounts of language use (see further Hogeweg & Vicente 2020).

When people do not share the same amount of knowledge about a domain,
speakers must assess how much their addressees actually know when they talk
about particular aspects of a domain, and they must then provide additional
information, as needed, to ensure understanding. In short, more expert speakers
must always assess how much less expert interlocutors are likely to know – how
much common ground speaker and addressee share – when they talk with them
about a specific domain, whether in medicine, birding, music, or sports.

8. USAGE THAT IS ‘GOOD ENOUGH’

On many occasions, speakers may find themselves participating in conversations
where they do not knowmuch about the topic under discussion. But theymay know
just enough about the meanings of certain words to get the gist of what is being
talked about. How often does this happen? – Whenever a speaker has only partial
knowledge of a domain and hence only partial lexical representations for the
meanings of some, or of many, of the words being used. Take words for kinds of
tools, birds, plants, machine parts, or boats, when people have only partial know-
ledge of many or most of the relevant word meanings (e.g., only ‘is a kind of tool’
for an adze; ‘is a kind of (small) bird’ for a wren; ‘is a kind of boat’ for a yawl; ‘is a
kind of tree’ for a rowan, and so on), such that these speakers are unable to identify
and label instances of the relevant entities. Yet knowing only that a word designates
a kind of tree can often be enough to follow what a speaker intends to convey on a
particular occasion. This, then, is a matter of COMPREHENSION, where the non-expert
has only a partial meaning available, a meaning that may be just enough to identify
the domain being talked about, and where that in turn may be just good enough on
that occasion in allowing the addressee to then follow up appropriately in the next
turn at talkwith an utterance or an action pertinent to the original speaker’s utterance
(Ferreira, Bailey & Ferraro 2002; Ferreira & Patson 2007).

Addressees, of course, may be able tomake only a few of the possible appropriate
inferences in context as they plan and produce their next utterance, so combining
any such inferences with a minimal effort at an initial interpretation is a reasonable
approach in trying to understand the speaker (Sanford & Sturt 2002). Ferreira
proposed that people often operate with what she called ‘shallow’ or incomplete
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representations of what the speaker has just said because of time constraints on turns
within a conversation (Ferreira & Patson 2007). She argued that people could make
use of such ‘good enough’ representations in comprehension because these allow
them to do the least amount of work needed in order to arrive at an interpretation of
what the speaker just said. However, this view of good-enough processing for
comprehension appears to ignore the fact that speaker and addressee must
coordinate, so that their contributions in subsequent turns will make sense, given
the topic being addressed. That is, time constraints may actually play a smaller role
than having partial meanings does in arriving at some interpretation of a speaker’s
utterance.

Speakers typically choose a particular perspective in conveying information
about an object or event, and to do this, choose to produce the terms that seem
most appropriate for the perspective being presented – for example, choosing
between the dog versus the spaniel in referring to a particular dog, or between that
pest versus the Siamese in talking about a particular cat (Ravn 1989; Clark 1997).
This is not a matter of the most specific term being regarded as the most precise
choice for referring to a particular entity, but rather a matter of making the lexical
choice that best conveys the perspective the speaker wishes to convey on that
occasion. At the same time, for the speaker, one could argue that the most frequent
term for referring to something is generally the one that may be most accessible for
retrieval from memory, and so might be the more likely term to be produced by the
speaker of the next turn (Koranda, Zettersten &MacDonald 2018; Goldberg 2019;
Lee, Lew-Williams & Goldberg 2021). But here again, accessibility on each
occasionmust be weighed against the speaker’s choice of perspective (Clark 1997).

When speakers retrieve words frommemory as they plan an utterance, they need
to balance both the accessibility of a word (measured by its frequency) and the
perspective they wish to present to the addressee on the object or event they wish to
talk about. As a result, what is ‘good enough’ for processing for comprehension
may not match what is ‘good enough’ for processing for production. The issue here
is how speakers and addressees coordinate so as to communicate with each other as
effectively as possible despite disparities in knowledge about certain domains.

Coordination among interlocutors here depends on assessing how much know-
ledge about a topic or a domain is in common ground. One place where this can be
examined is where the speaker produces a lexical innovation, a new word coined
just for the occasion, one that will actually be quite comprehensible to the addressee
given the physical and conversational context of the utterance. For example, in the
case of a newly coined denominal verb in English like to porch in The boy porched
the newspaper (Clark & Clark 1979: 787), the speaker means to denote:

(i) the kind of situation;
(ii) that he has good reason to believe;
(iii) that on this occasion the addressee can readily compute;
(iv) uniquely;
(v) on the basis of their mutual knowledge;
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(vi) in such a way that the parent noun denotes one role in the situation, and the
remaining surface arguments of the denominal verb denote other roles in the
situation.

That is, the addressee knows what the referent of porch, the parent noun, generally
is, and so, given the physical and conversational context, can infer the intended
meaning of the innovative verb porch in relation to a newspaper. Other lexical
innovations like compound nouns require the same Gricean conditions for the
interpretation of the speaker’s intention (Weiskopf 2007). In the case of partial
meanings, I suggest that speakers rely on a similar Gricean contract with their
addressees, with adherence to conditions (i) through (v), such that pragmatic
inferences based on the physical setting and the conversational context allow the
addressee to understand WELL ENOUGH FOR THAT OCCASION what the speaker intends.

Do partial lexical entries impede communication? This depends on how skilled
speakers are at assessing what their addressees know. Addressees often manage in
context with only partial knowledge. If a speaker uses a noun phrase like the
chaffinch, an addressee with partial knowledge may well know only that the term
chaffinch refers to some kind of bird. That may be all. The same holds for uses of
terms like alder or rowan, both referring to kinds of tree. In short, what addressees
can understand, even if it is only minimal, may be good enough onmany occasions.
However, they will be unlikely to produce such terms themselves, so their apparent
comprehension will not be matched in their production. This asymmetry between
comprehension and production is only reduced once less expert speakers (like the
addressees just mentioned) learn more about the domain in question (see e.g.,
O’Reilly, Wang & Sabatini 2019).

9. DEGREES OF EXPERTISE AND KNOWLEDGE ABOUT CONVENTIONS IN LANGUAGE

What speakers represent about word meanings, the conventions they observe with
each other, depends on howmuch they know about a domain of knowledge. For all
kinds of everyday activities, most speakers can assume that their addressees share
the same amount of knowledge and so depend on stored representations in memory
that are very close to those stored by other speakers in the same speech community.
But some speakers may know a lot more about dogs, for instance, others more about
gardening and plants, still others more about bicycles, and yet others more about
history or archaeology. In each case, people are liable to encounter words for which
they have partial meanings only and so may have to ask for more information on
occasion in order to make sure they have fully understood what the speaker
intended.

The precise nature of the conventional meaning being assumed depends on the
degree of knowledge shared by speaker and addressee. And how that shared
knowledge is made use of depends in turn on the speaker’s assessment of common
ground with the current addressee (H. Clark 1996; Clark 2015). This suggests that
there is not just one single specification for the conventional meaning of a word, but
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rather a series of entries, overlapping but often differing in all sorts of details from
one speaker to the next (see Bolinger 1965, 1977; Cooper & Ranta 2008; Noble &
Fernández 2018).

Speakers continue to learn, on a life-long basis, as they encounter new domains,
master new skills, add new areas of knowledge at varying levels of expertise, and, in
each case, begin to acquire the relevant vocabulary. We may know a lot about
everyday living in a city, yet have little knowledge and little vocabulary for life on a
farm.Wemay be experts on one area – sailing, say, yet know little or nothing about
mountain-climbing, chess, architecture, painting, gymnastics, figure-skating,
molecular biology, or wine-making, etc. And we lack many or most of the words
we would need for talking about those domains. We may be familiar with some
terms from such domains, but not with their full conventional meanings in the way
an expert on that domain would be. It is this state of affairs that raises questions
about how much of a meaning we actually know for terms like gingko, waxwing,
rudder, pawn, carabiner, corbel, angiogram, or culture. The continuum in know-
ledge about conventional word meanings for adults goes from ‘zero’ to ‘expertise’
in any one field of knowledge, with our degree of knowledge strongly supported by
the vocabulary and attendant contrasts in meaning for the words available for each
domain.We often lack the words we need and, while we may be familiar with a few
terms, we do not know their ‘full’ meanings in the way an expert user would.

To take one example, the term culture is generally defined as encompassing the
arts and other intellectual achievements regarded as a whole, e.g., ‘twentieth-
century culture’. This is likely the first meaning we would all come up with. But
is it the first or main conventional meaning? Culture has another sense in biology:
the growing of bacteria, tissue cells, etc., in a medium containing nutrients. And a
third sense: the cultivation of plants. This is actually the original sense, but
nowadays perhaps the least well known (except perhaps in the form viticulture).
In Middle French, until the end of the sixteenth century, culture referred to
cultivation of the soil. But by the late seventeenth century, its sense had shifted
to cultivation of the mind. And in English, the sense covering the arts dates only
from early nineteenth-century usage. Changes like this pervade language (see
Traugott & Dasher 2001; Gärdenfors 2018).

Just as elsewhere in the lexicon, the continuum of knowledge about conventional
meanings for adult speakers of a language runs from ‘zero’ to ‘expertise’ in any one
field of knowledge, with the degree of knowledge in any one person strongly
supported by the vocabulary and any attendant contrasts in meaning among terms
for the pertinent domain. In some domains all adults may be relatively expert as
speakers, but in many others few are experts and they therefore, like children, rely
on partial (often minimal) meanings for whatever terms they ‘know’.

In summary, all speakers possess graded knowledge of word meanings, depend-
ing on how much they know about different domains of knowledge. In some
domains, people may be relatively expert but, in many others, few are experts
and therefore strongly resemble children in their common reliance on partial
meanings for whatever words they are at all familiar with. But the partial nature
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of adult knowledge about wordmeanings is generally obscured by the sheer number
of terms that we, as adult speakers, know and use on a daily basis.2

The more terms we are familiar with, the less obvious it is that, in many domains,
we actually have only PARTIAL knowledge of the pertinent word meanings, know-
ledge that may be incremented in a gradual manner as we happen to learn more
about a domain. The ultimate issue is this: Partial knowledge, and hence partial
representations of meanings, complicates our view of what speakers know about
lexical semantics and conventional meanings, as well as how adult speakers
actually learn and make use of such word meanings. And such partial knowledge,
along with extensive reliance on pragmatic inferences about both the physical and
conversational context of a speaker’s utterances, also blurs the line linguists have
tried to draw between semantics and pragmatics in language use. Both, together,
play an essential role in how we understand and produce language.
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