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#### Abstract

Let $(a, b, c)$ be a primitive Pythagorean triple such that $b$ is even. In 1956, Jeśmanowicz conjectured that the equation $a^{x}+b^{y}=c^{z}$ has the unique solution $(x, y, z)=(2,2,2)$ in the positive integers. This is one of the most famous unsolved problems on Pythagorean triples. In this paper we propose a similar problem (which we call the shuffle variant of Jeśmanowicz' problem). Our problem states that the equation $c^{x}+b^{y}=a^{z}$ with $x, y$ and $z$ positive integers has the unique solution $(x, y, z)=(1,1,2)$ if $c=b+1$ and has no solutions if $c>b+1$. We prove that the shuffle variant of the Jesmanowicz problem is true if $c \equiv 1 \bmod b$.
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## 1. Introduction

Let $\mathbb{N}=\{1,2,3, \ldots\}$ be the set of positive integers. When $a, b$ and $c$ are positive integers we call $(a, b, c)$ a Pythagorean triple if $a^{2}+b^{2}=c^{2}$. If, in addition, $a, b$ and $c$ are relatively prime, then we call the triple $(a, b, c)$ primitive. Pythagorean triples appear in many mathematical subjects, especially Diophantine equations.

For fixed relatively prime positive integers $a, b$ and $c$, we call the equation

$$
\begin{equation*}
a^{x}+b^{y}=c^{z} \tag{1.1}
\end{equation*}
$$

where $x, y, z \in \mathbb{N}$, an exponential Diophantine equation. This field has a rich history. Originally this problem was considered for fixed triples ( $a, b, c$ ). Using elementary congruences, the quadratic reciprocity law and factorizations in number fields, several authors determined complete solutions of (1.1) for small values of $a, b$ and $c$ (see, for example [12]). Mahler [7] first proved that (1.1) has finitely many solutions under the assumption that $a, b, c>1$. Further, by Baker's theory of linear forms in logarithms, we can calculate a computable upper bound for solutions (which depends on $a, b$

[^0]and $c$ only). Almost all recent work concerns various families of triples ( $a, b, c$ ), for example, Pythagorean triples (see also [1, 3, 9, 11]), consecutive integers (see also [4]) and prime numbers (see also [13]).

One of the most famous unsolved problems in the field of exponential Diophantine equations was proposed by Jeśmanowicz [5], and may be stated as follows.

Conjecture 1.1. Let $(a, b, c)$ be a primitive Pythagorean triple. Then (1.1) has the unique solution $(x, y, z)=(2,2,2)$.

Sierpiński [14] considered (1.1) for the most famous Pythagorean triple (3, 4, 5), that is,

$$
3^{x}+4^{y}=5^{z},
$$

where $x, y, z \in \mathbb{N}$, and proved that the unique solution is $(x, y, z)=(2,2,2)$. Later Jeśmanowicz (see [5]) showed similar results for each of the following equations:

$$
5^{x}+12^{y}=13^{z}, \quad 7^{x}+24^{y}=25^{z}, \quad 9^{x}+40^{y}=41^{z}, \quad 11^{x}+60^{y}=61^{z}
$$

and proposed his conjecture. It is well known that, for any primitive Pythagorean triple ( $a, b, c$ ) (we may assume that $b$ is even), there exist integers $m$ and $n$ such that

$$
a=m^{2}-n^{2}, \quad b=2 m n, \quad c=m^{2}+n^{2},
$$

where $m>n>0, \operatorname{gcd}(m, n)=1$ and $m \not \equiv n \bmod 2$. We will always consider the above expressions in this paper.

A number of special cases of Conjecture 1.1 have now been settled. In the first result concerning this conjecture that is true for an infinite number of triples, Lu [6] proved that the conjecture is true if $n=1$. Extending some earlier work, Dem'janenko [2] proved that the conjecture is true if $c=b+1$. These results use earlier results of Sierpiński and Jeśmanowicz and are crucially important since they are used in much early work. Recently the author [10] generalized these results by proving that the conjecture is true if $a \equiv \pm 1 \bmod b$ or $c \equiv 1 \bmod b$. For other known results see, for example, $[1,3,9,11]$.

On the other hand, for the Pythagorean triples studied by Sierpiński and Jeśmanowicz (also Dem'janenko and others),

$$
(3,4,5), \quad(5,12,13), \quad(7,24,25), \quad(9,40,41), \quad(11,60,61)
$$

we observe that

$$
5+4=3^{2}, \quad 13+12=5^{2}, \quad 25+24=7^{2}, \quad 41+40=9^{2}, \quad 61+60=11^{2}
$$

in other words, $c+b=a^{2}$. Note that $c=b+1$ for each of the above cases, so it is worth studying a variant of Equation (1.1) such as

$$
\begin{equation*}
c^{x}+b^{y}=a^{z} \tag{1.2}
\end{equation*}
$$

where $x, y, z \in \mathbb{N}$.
We propose an analogue of Conjecture 1.1 which we call the shuffle variant of the Jeśmanowicz' problem.

Conjecture 1.2. Let $(a, b, c)$ be a primitive Pythagorean triple such that $b$ is even. If $c=b+1$, then (1.2) has the unique solution $(x, y, z)=(1,1,2)$. If $c>b+1$, then (1.2) has no solutions.

If $c=b+1$, then, since $a^{2}=c^{2}-b^{2}=(c+b)(c-b)=c+b$, we see that $(x, y, z)=$ $(1,1,2)$ is always a solution of (1.2). It is easy to see that $c=b+1$ if and only if $m=n+1$.

We now state the main result in this paper.
Theorem 1.3. If $c \equiv 1 \bmod b$, then Conjecture 1.2 is true.
Clearly this is an analogue of our previous result in [10]. In the proof of Theorem 1.3, we use similar techniques to those found in [10] and, in addition, a lower bound for the linear forms in the logarithms of algebraic numbers based on Baker's theory.

In the next section, we prove that Conjecture 1.2 is true if $n=1$ (which can be regarded as an analogue of the result in [6]). This is an important step in our proof. In fact, if $n>1$, then we can use the parameters introduced by the author in [11] which are useful to examine parities of exponential variables $x, y$ and $z$. It is crucially important to know the parities of the exponential variables for Conjecture 1.2. Using the parameters found in Section 4 we prove that if $c \equiv 1 \bmod b$ with $c>b+1$, then (1.2) has no solutions. In the final section we prove that if $c=b+1$, then (1.2) has the unique solution $(x, y, z)=(1,1,2)$ by using various elementary arguments and the result on lower bounds for linear forms in two logarithms due to Mignotte [8].

In what follows we frequently consider the equation

$$
\begin{equation*}
\left(m^{2}+n^{2}\right)^{x}+(2 m n)^{y}=\left(m^{2}-n^{2}\right)^{z}, \tag{1.3}
\end{equation*}
$$

where $x, y, z \in \mathbb{N}$.

## 2. The case where $\boldsymbol{n}=1$

In this section we prove that Conjecture 1.2 is true if $n=1$. When $n=1$ we note that $m$ may be any even positive integer.

The following proposition can be regarded as an analogue of the result in [6].
Proposition 2.1. If $n=1$, then Conjecture 1.2 is true.
Proof. When $n=1$, we rewrite (1.3) as

$$
\begin{equation*}
\left(m^{2}+1\right)^{x}+(2 m)^{y}=\left(m^{2}-1\right)^{z}, \tag{2.1}
\end{equation*}
$$

where $x, y, z \in \mathbb{N}$ and $m$ is an even positive integer.
Let $(x, y, z)$ be a solution of (2.1). Taking (2.1) modulo $2 m$, we have $(-1)^{z} \equiv 1$ $\bmod 2 m$. Hence $z$ is even since $2 m \geq 3$. We can write $z=2 Z$ for some $Z \geq 1$.

Suppose that $y>1$. We will observe that this leads to a contradiction. Taking (2.1) modulo $2 m^{2}$, we obtain

$$
x m^{2}+1 \equiv 1 \quad \bmod 2 m^{2}
$$

and so $x \equiv 0 \bmod 2$. We can write $x=2 X$ for some $X \geq 1$. Rearranging (2.1), we define even positive integers $A$ and $B$ as follows:

$$
\begin{equation*}
(2 m)^{y}=A B, \tag{2.2}
\end{equation*}
$$

where

$$
A=\left(m^{2}-1\right)^{Z}+\left(m^{2}+1\right)^{X}, \quad B=\left(m^{2}-1\right)^{Z}-\left(m^{2}+1\right)^{X} .
$$

It is easy to see that $\operatorname{gcd}(A, B)=2$ and

$$
A \equiv(-1)^{Z}+1, \quad B \equiv(-1)^{Z}-1 \quad \bmod 2 m
$$

We claim that $Z$ is odd. Indeed, if $Z$ is even, then $A \equiv 2 \bmod 2 m$, that is, $A / 2 \equiv 1$ $\bmod m$. This means that $A / 2$ is odd and coprime to $m$. It follows from (2.2) that $A=2$, which is clearly absurd. Hence $Z$ is odd. It follows that $B \equiv-2 \bmod 2 m$, that is, $B / 2 \equiv-1 \bmod m$. This means that $B / 2$ is odd and coprime to $m$. It follows from (2.2) that

$$
B=\left(m^{2}-1\right)^{Z}-\left(m^{2}+1\right)^{X}=2 .
$$

Taking $B$ modulo $m^{2}$, we obtain $4 \equiv 0 \bmod m^{2}$ since $Z$ is odd. Hence $m=2$ and so $A=3^{Z}+5^{X}=2^{2 y-1}$ and $B=3^{Z}-5^{X}=2$. However, this implies that

$$
3^{Z}=(A+B) / 2=4^{y-1}+1 \equiv 2 \bmod 3
$$

which is a contradiction. Therefore $y=1$.
Taking (2.1) modulo $m^{2}$, we obtain $1+2 m \equiv 1 \bmod m^{2}$ and so $2 \equiv 0 \bmod m$. Hence $m=2$ and $5^{x}+4=3^{2 Z}$. From this we may conclude that $5^{x}=\left(3^{Z}+2\right)\left(3^{Z}-2\right)$. Since these two factors are relatively prime we see that $3^{Z}-2=1$ and so $Z=1$. Hence $x=1$. This completes the proof of Proposition 2.1.

## 3. Preliminaries

In this section we prove some lemmas that will be of use when proving Theorem 1.3. First we give lemmas that examine the parities of the exponential variables $x, y$ and $z$. In order to examine Conjecture 1.2, it is crucially important to know the parities of the exponential variables.

The following notation was previously established by the author in [11]. By Proposition 2.1, we may assume that $n>1$. We define integers $\alpha, \beta$, and $e$, satisfying the conditions $\alpha \geq 1, \beta \geq 2$, and $e= \pm 1$, and odd positive integers $i$ and $j$ as follows:

$$
\begin{align*}
& m=2^{\alpha} i, \quad n=2^{\beta} j+e \quad \text { if } m \text { is even }, \\
& m=2^{\beta} j+e, \quad n=2^{\alpha} i \quad \text { if } m \text { is odd. } \tag{3.1}
\end{align*}
$$

We will see that if $c \equiv 1 \bmod b$, then $2 \alpha \neq \beta+1$.
The following two lemmas will be used to determine the parities of the exponential variables. In particular, Lemma 3.1 will play an important role in the proof of our main theorem.

Lemma 3.1. Assume that $2 \alpha \neq \beta+1$. Let ( $x, y, z$ ) be a solution of (1.3). If $y>1$, then $x \equiv z \bmod 2$.

Proof. Suppose that $2 \alpha \neq \beta+1$. We consider the case where $m$ is even. As in Equation (3.1), we set $m=2^{\alpha} i$ and $n=2^{\beta} j+e$.

Let $(x, y, z)$ be a solution of (1.3). Then it is easy to see that $z$ is even by taking (1.3) modulo 4. Suppose that $x \not \equiv z \bmod 2$ or, in other words, that $x$ is odd. Taking (1.3) modulo $2^{2 \alpha+1}$, we obtain

$$
\begin{aligned}
(2 m n)^{y} & =\left(m^{2}-n^{2}\right)^{z}-\left(m^{2}+n^{2}\right)^{x} \\
& \equiv-z m^{2} n^{2 z-2}+n^{2 z}-x m^{2} n^{2 x-2}-n^{2 x} \\
& \equiv-m^{2}\left(z n^{2 z-2}+x n^{2 x-2}\right)+n^{2 z}-n^{2 x} \quad \bmod 2^{2 \alpha+1} .
\end{aligned}
$$

Now write

$$
A=-m^{2}\left(z n^{2 z-2}+x n^{2 x-2}\right), \quad B=n^{2 z}-n^{2 x} .
$$

Then

$$
(2 m n)^{y} \equiv A+B \quad \bmod 2^{2 \alpha+1}
$$

We denote the 2 -adic valuation by $\nu_{2}$.
Since $x \not \equiv z \bmod 2$ we have that $z n^{2 z-2}+x n^{2 x-2}$ is odd and hence

$$
\begin{gathered}
v_{2}(A)=v_{2}\left(m^{2}\right)=v_{2}\left(2^{2 \alpha} i^{2}\right)=2 \alpha, \\
v_{2}(B)=v_{2}\left(n^{2|x-z|}-1\right)=v_{2}\left(n^{2}-1\right)=v_{2}\left(2^{2 \beta} j^{2} \pm 2^{\beta+1} j\right)=v_{2}\left(2^{\beta+1} j\right)=\beta+1 .
\end{gathered}
$$

Since $v_{2}\left((2 m n)^{y}\right)=(\alpha+1) y$ and $2 \alpha \neq \beta+1$ it follows that

$$
(\alpha+1) y= \begin{cases}2 \alpha & \text { if } 2 \alpha<\beta+1 \\ \beta+1 & \text { if } 2 \alpha>\beta+1\end{cases}
$$

This implies that $\alpha=1$ and $y=1$ or $\alpha=\beta$ and $y=1$. Therefore, if $y>1$, then $x \equiv z \bmod 2$. We can prove the lemma similarly for the case where $m$ is odd.

Lemma 3.2. Suppose that $2 \alpha \neq \beta+1$. Let ( $x, y, z$ ) be a solution of (1.3). If $x$ and $z$ are even, then $X \equiv Z \bmod 2$ where $X=x / 2$ and $Z=z / 2$.
Proof. Suppose that $2 \alpha \neq \beta+1$. Let ( $x, y, z$ ) be a solution of (1.3). Suppose that $x$ and $z$ are even. We can write $x=2 X$ and $z=2 Z$ for some $X, Z \geq 1$. We define even positive integers $D$ and $E$ by

$$
D=\left(m^{2}-n^{2}\right)^{Z}+\left(m^{2}+n^{2}\right)^{X} \quad \text { and } \quad E=\left(m^{2}-n^{2}\right)^{Z}-\left(m^{2}+n^{2}\right)^{X} .
$$

Then $(2 m n)^{y}=D E$ by (1.3). It follows that $y>1$ since

$$
(2 m n)^{y} \geq D>m^{2}+n^{2}>2 m n .
$$

It is easy to see that $\operatorname{gcd}(D, E)=2$. Since $D E$ is exactly divisible by $2^{(\alpha+1) y}$, we see that the congruence

$$
\left(m^{2}+n^{2}\right)^{X} \pm\left(m^{2}-n^{2}\right)^{Z} \equiv 0 \quad \bmod 2^{(\alpha+1) y-1}
$$

holds for the proper sign.

We first consider the case where $2 \alpha>\beta+1$. Since

$$
(\alpha+1) y-1>2 \alpha \geq \beta+2,
$$

the above congruence can be reduced to

$$
\left(m^{2}+n^{2}\right)^{X} \pm\left(m^{2}-n^{2}\right)^{Z} \equiv 0 \quad \bmod 2^{\beta+2}
$$

Substituting the expressions for $\alpha$ and $\beta$ from Equation (3.1) into this congruence, we obtain

$$
2^{\beta+1} e j X \equiv \pm 2^{\beta+1} e j Z \quad \bmod 2^{\beta+2}
$$

This implies that $X \equiv Z \bmod 2$ since $e j$ is odd.
Next we consider the case where $2 \alpha<\beta+1$. Since we have $(\alpha+1) y-1 \geq 2 \alpha+1$ and $\beta+1 \geq 2 \alpha+1$ it follows from the above congruence that

$$
2^{2 \alpha} i^{2} X \equiv \pm 2^{2 \alpha} i^{2} Z \quad \bmod 2^{2 \alpha+1}
$$

This implies that $X \equiv Z \bmod 2$ since $i$ is odd.
Next, in order to obtain an upper bound for solutions, we quote a result on lower bounds for linear forms in the logarithms of two algebraic numbers. The following lemma is an immediate consequence of the corollary found in [8, pp. 110-111].

Lemma 3.3. Let $\alpha_{1}$ and $\alpha_{2}$ be relatively prime positive integers greater than 1 . We consider the linear form

$$
\Lambda=b_{2} \log \alpha_{2}-b_{1} \log \alpha_{1},
$$

where $b_{1}$ and $b_{2}$ are positive integers. Let $\rho, \lambda, a_{1}$ and $a_{2}$ be real positive numbers such that $\rho \geq 4, \lambda=\log \rho$,

$$
a_{i} \geq(\rho+1) \log \alpha_{i}
$$

when $1 \leq i \leq 2$, and

$$
a_{1} a_{2} \geq \max \left\{20,4 \lambda^{2}\right\}
$$

In addition, let $h$ be a real number such that

$$
h \geq \max \left\{3.5,1.5 \lambda, \log \left(\frac{b_{1}}{a_{2}}+\frac{b_{2}}{a_{1}}\right)+\log \lambda+1.4\right\} .
$$

We write $\chi=h / \lambda$ and $v=4 \chi+4+1 / \chi$. Then we have the lower bound

$$
\log |\Lambda| \geq-\left(C_{0}+0.06\right)(\lambda+h)^{2} a_{1} a_{2}
$$

where

$$
C_{0}=\frac{1}{\lambda^{3}}\left\{( 2 + \frac { 1 } { 2 \chi ( \chi + 1 ) } ) \left(\frac{1}{3}+\sqrt{\left.\left.\frac{1}{9}+\frac{4 \lambda}{3 v}\left(\frac{1}{a_{1}}+\frac{1}{a_{2}}\right)+\frac{32 \sqrt{2}(1+\chi)^{3 / 2}}{3 v^{2} \sqrt{a_{1} a_{2}}}\right)\right\}^{2} . . . . ~ . ~}\right.\right.
$$

We use Lemma 3.3 to prove the following lemma.
Lemma 3.4. Let $(x, y, z)$ be a solution of (1.3). If $y=1$, then $x<4020 \log a$.

Proof. Let $(x, y, z)$ be a solution of (1.3). Suppose that $y=1$, that is,

$$
c^{x}+b=a^{z}
$$

where $a=m^{2}-n^{2}, b=2 m n$ and $c=m^{2}+n^{2}$. Note that $a \geq 3$ and $c \geq 5$. Write

$$
\Lambda=z \log a-x \log c
$$

Then $\Lambda>0$. Since

$$
z \log a=\log \left(c^{x}+b\right)=x \log c+\log \left(1+\frac{b}{c^{x}}\right)<x \log c+\frac{b}{c^{x}}
$$

we have

$$
\log \Lambda<\log b-x \log c
$$

We will obtain a lower bound for $\log \Lambda$ by using Lemma 3.3. Applying the notation from Lemma 3.3 we write $\left(\alpha_{1}, \alpha_{2}, b_{1}, b_{2}\right)=(c, a, x, z)$. We may take $a_{1}=$ $(\rho+1) \log c$ and $a_{2}=(\rho+1) \log a$. Let $\rho=4.69$ and $\lambda=\log \rho$. Then we see that $a_{1} a_{2} \geq \max \left\{20,4 \lambda^{2}\right\}$. Since

$$
c^{x+1}-a^{z}=(c-1) c^{x}-b \geq 4 c-b>0
$$

we have $z / \log c<(x+1) / \log a$ and so

$$
\frac{x}{\log a}+\frac{z}{\log c}<2 s+\frac{1}{\log a} \leq 2 s+\frac{1}{\log 3},
$$

where $s=x / \log a$. Now we may take

$$
h=\max \left\{3.5, \log \left(2 s+\frac{1}{\log 3}\right)+\log \lambda+1.4\right\} .
$$

We will treat the two possible choices for $h$ in turn. First, if $h=3.5$, then $\log (2 s+1 / \log 3)<1.7$ and so $s<e^{1.7} / 2<2.8$. Hence the lemma holds in this case.

Next we consider the case where

$$
h=\log \left(2 s+\frac{1}{\log 3}\right)+\log \lambda+1.4 \geq 3.5 .
$$

We find an upper bound for $C_{0}$. Since $\chi \geq(3.5) / \lambda$ and $v / 4>\chi+1$ in Lemma 3.3 we see that

$$
\frac{1}{2 \chi(\chi+1)} \leq \frac{\lambda}{(24.5) / \lambda+7}
$$

$$
\begin{aligned}
\frac{4 \lambda}{3 v}\left(\frac{1}{a_{1}}+\frac{1}{a_{2}}\right) & <\frac{\lambda}{3(\chi+1)(\rho+1)}\left(\frac{1}{\log 3}+\frac{1}{\log 5}\right) \\
& \leq \frac{\lambda}{3((3.5) / \lambda+1)(\rho+1)}\left(\frac{1}{\log 3}+\frac{1}{\log 5}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\frac{32 \sqrt{2}(1+\chi)^{3 / 2}}{3 v^{2} \sqrt{a_{1} a_{2}}} & <\frac{32 \sqrt{2}(v / 4)^{3 / 2}}{3 v^{2} \sqrt{a_{1} a_{2}}}=\frac{4 \sqrt{2}}{3 \sqrt{v a_{1} a_{2}}} \\
& <\frac{2 \sqrt{2}}{3(\rho+1) \sqrt{(\chi+1) \log 3 \log 5}} \\
& \leq \frac{2 \sqrt{2}}{3(\rho+1) \sqrt{((3.5) / \lambda+1) \log 3 \log 5}}
\end{aligned}
$$

Hence $C_{0}<0.7508$. By Lemma 3.3,

$$
-26.25(h+\lambda)^{2} \log a \log c<\log \Lambda<\log b-x \log c
$$

and so

$$
\begin{aligned}
s & <\frac{\log b}{\log a \log c}+26.25(h+\lambda)^{2} \\
& \leq \frac{1}{\log 3}+26.25\left(\log \left(2 s+\frac{1}{\log 3}\right)+\lambda+\log \lambda+1.4\right)^{2}
\end{aligned}
$$

This implies that $s<4020$.

## 4. The case where $\boldsymbol{c} \equiv 1 \bmod b$ with $c>b+1$

In this section, we prove that if $c \equiv 1 \bmod b$ with $c>b+1$, then (1.3) has no solutions.

Assume that $c \equiv 1 \bmod b$, or equivalently, that

$$
\begin{equation*}
m^{2}+n^{2}=1+2 m n t \tag{4.1}
\end{equation*}
$$

where $t$ is a positive integer. Then

$$
\begin{align*}
m^{2} & \equiv 1 \quad \bmod n  \tag{4.2}\\
n^{2} & \equiv 1 \quad \bmod m . \tag{4.3}
\end{align*}
$$

By Proposition 2.1 we may assume that $n>1$. We first verify that $2 \alpha \neq \beta+1$.
Lemma 4.1. With notation as in Equation (3.1), the following hold.
(i) $m$ or $n$ is divisible by $2 t$.
(ii) $2 \alpha \neq \beta+1$.

Proof. (i) Since $m>n$ we see from Equation (4.1) that $2 m^{2}>m^{2}+n^{2}>2 m n t$ and so $m>n t$. By Equation (4.1) we see that $(U, V)=(m-n t, n)$ is a positive integer solution of the Pellian equation

$$
U^{2}-\left(t^{2}-1\right) V^{2}=1
$$

Since $t+\sqrt{t^{2}-1}$ is the fundamental solution of the above Pellian equation, all of the pairs ( $m, n$ ) satisfying Equation (4.1) are given by

$$
m=U_{l}+t V_{l}, \quad n=V_{l}
$$

where the positive integers $U_{l}$ and $V_{l}$ (where $l \geq 1$ ) are defined by

$$
U_{l}+V_{l} \sqrt{t^{2}-1}=\left(t+\sqrt{t^{2}-1}\right)^{l} .
$$

We prove (i) by induction on $l$. Statement (i) is clearly true when $l=1$. Suppose that statement (i) holds for some positive integer $l$, that is,

$$
U_{l}+t V_{l} \equiv 0 \quad \bmod 2 t \quad \text { or } V_{l} \equiv 0 \quad \bmod 2 t .
$$

Then $U_{l+1}=t U_{l}+\left(t^{2}-1\right) V_{l}$ and $V_{l+1}=U_{l}+t V_{l}$. If we have $U_{l}+t V_{l} \equiv 0 \bmod 2 t$, then $V_{l+1} \equiv 0 \bmod 2 t$. If $V_{l} \equiv 0 \bmod 2 t$, then

$$
U_{l+1}+t V_{l+1}=2 t U_{l}+\left(2 t^{2}-1\right) V_{l} \equiv 0 \quad \bmod 2 t .
$$

Now statement (i) follows by induction.
(ii) We consider the case where $m$ is even. As defined in Equation (3.1), we set $m=2^{\alpha} i$ and $n=2^{\beta} j+e$. By (i) we know that $2^{\alpha} i$ is divisible by $2 t$. In particular we have $v_{2}(2 t) \leq \alpha$ since $i$ is odd. It follows from Equation (4.1) that

$$
\beta+1=v_{2}((n-1)(n+1))=v_{2}(m(m-2 n t))=\alpha+v_{2}(m-2 n t) .
$$

Hence it suffices to check that $v_{2}(m-2 n t) \neq \alpha$. If $v_{2}(2 t)<\alpha$, then $v_{2}(2 n t)<\alpha$ and so

$$
v_{2}(m-2 n t)=v_{2}(2 n t)<\alpha .
$$

If $v_{2}(2 t)=\alpha$, then

$$
v_{2}(m-2 n t)=\alpha+v_{2}\left(i-n\left(2 t / 2^{\alpha}\right)\right)>\alpha .
$$

Therefore $2 \alpha \neq \beta+1$. We can similarly prove statement (ii) in the case where $m$ is odd.

Lemma 4.2. Let $(x, y, z)$ be a solution of (1.3). Then $z$ is even.
Proof. Taking (1.3) modulo $m$, we have $\left(n^{2}\right)^{x} \equiv\left(-n^{2}\right)^{z} \bmod m$. Then $(-1)^{z} \equiv 1 \bmod m$ by Equation (4.3). It follows that $z$ is even since $m>n>1$.

The first aim of this section is to prove the following proposition.
Proposition 4.3. If $c \equiv 1 \bmod b$ with $c>b+1$, then (1.3) has no solutions with $y>1$.
In order to prove Proposition 4.3 we further assume that $c>b+1$, that is, $m>n+1$ or $t>1$. Let $(x, y, z)$ be a solution of (1.3). Then $x<z$ since $c>a$. By Lemma 4.2 we can write $z=2 Z$ for some $Z \geq 1$.

Suppose that $y>1$. We will observe that this leads to a contradiction. By Lemma 3.1 and part (ii) of Lemma 4.1 we see that $x$ is even. We can write $x=2 X$ for some $X \geq 1$. Using (1.3) we define even positive integers $D$ and $E$ as follows:

$$
\begin{equation*}
(2 m n)^{y}=D E \text {, } \tag{4.4}
\end{equation*}
$$

where

$$
\begin{aligned}
D & =\left(m^{2}-n^{2}\right)^{Z}+\left(m^{2}+n^{2}\right)^{X}, \\
E & =\left(m^{2}-n^{2}\right)^{Z}-\left(m^{2}+n^{2}\right)^{X} .
\end{aligned}
$$

It is easy to see that $\operatorname{gcd}(D, E)=2$. By Equations (4.2) and (4.3) we have

$$
D \equiv(-1)^{Z}+1, \quad E \equiv(-1)^{Z}-1 \quad \bmod m
$$

and

$$
D \equiv 2, \quad E \equiv 0 \quad \bmod n
$$

We now prove some lemmas.
Lemma 4.4. The integers $X$ and $Z$ are odd.
Proof. By Lemma 3.2 and part (ii) of Lemma 4.1 we know that $X \equiv Z \bmod 2$. Suppose that $X$ and $Z$ are even. Then

$$
D \equiv 2 \quad \bmod 4, \quad D \equiv 2 \quad \bmod m, \quad D \equiv 2 \quad \bmod n
$$

This implies that $D / 2$ is odd and coprime to $m n$. It follows from Equation (4.4) that $D=2$, which is clearly absurd. Therefore $X$ and $Z$ are odd.

By Lemma 4.4 we have

$$
D \equiv 0, \quad E \equiv-2 \quad \bmod m
$$

It is easy to see that if $m$ is even, then $E \equiv 2 \bmod 4$ and if $m$ is odd, then $D \equiv 2 \bmod 4$.
Lemma 4.5. The integer $y$ is even.
Proof. We first consider the case where $m$ is even. Now

$$
E \equiv 2 \bmod 4, \quad E \equiv-2 \bmod m, \quad D \equiv 2 \bmod n
$$

This implies that $E / 2$ is odd and coprime to $m$ and that $D$ is coprime to $n$. It follows from Equation (4.4) that $D=2^{y-1} m^{y}$ and $E=2 n^{y}$. Hence

$$
\left(m^{2}-n^{2}\right)^{Z}=(D+E) / 2=2^{y-2} m^{y}+n^{y} .
$$

Since $Z$ is odd we see from Equation (4.3) that

$$
n^{y} \equiv-1 \quad \bmod m .
$$

By Equation (4.3) we can see that if $y$ is even, then $2 \equiv 0 \bmod m$. It follows that $m=2$ and hence $n=1$ which is an excluded case. Further, if $y$ is odd, then $n+1 \equiv 0 \bmod m$ and so $m=n+1$ which is an excluded case.

Next we consider the case where $m$ is odd. We have

$$
D \equiv 2 \bmod 4, \quad E \equiv-2 \quad \bmod m, \quad D \equiv 2 \bmod n .
$$

This implies that $D / 2$ is odd and coprime to $n$ and that $E$ is coprime to $m$. It follows from Equation (4.4) that $D=2 m^{y}$ and $E=2^{y-1} n^{y}$. Hence

$$
\left(m^{2}-n^{2}\right)^{Z}=(D+E) / 2=m^{y}+2^{y-2} n^{y} .
$$

We may deduce from Equation (4.2) that

$$
m^{y} \equiv 1 \quad \bmod n
$$

Suppose that $y$ is odd. We will observe that this leads to a contradiction. If $y$ is odd, then $m \equiv 1 \bmod n$ by Equation (4.2). We write $m=1+h n$ for some $h \geq 1$. Substituting this into (4.1), we obtain

$$
n p=2(t-h)
$$

where $p=h(h-2 t)+1$. By part (i) of Lemma 4.1 we know that $n$ is divisible by $2 t$ and so $h$ is divisible by $t$. In particular, we have either $h=t$ or $h \geq 2 t$. If $h=t$, then $p=0$ and so $t^{2}=1$ and hence $t=1$ which is an excluded case. If $h \geq 2 t$, then $p=h(h-2 t)+1>0$ and so $t-h=(n p) / 2>0$, which is clearly absurd. We conclude that $y$ is even.

By Lemma 4.5 and its proof we may assume that $m$ is odd and $y$ is even. We can write $y=2 Y$ for some $Y \geq 1$. Moreover,

$$
D=2 m^{2 Y}, \quad E=2^{2 Y-1} n^{2 Y} .
$$

We will obtain sharp upper and lower bounds for solutions $X, Y, Z$.
Lemma 4.6. We have $2 m \leq Z-X$.
Proof. Taking (1.3) modulo $m^{2}$, we obtain $\left(n^{2}\right)^{2 X} \equiv\left(n^{2}\right)^{2 Z} \bmod m^{2}$. We may deduce from Equation (4.1) that

$$
n^{2} \equiv 1+2 m n t \quad \bmod m^{2} .
$$

It follows that

$$
(1+2 m n t)^{2 X} \equiv(1+2 m n t)^{2 Z} \quad \bmod m^{2}
$$

and so $4 m n t X \equiv 4 m n t Z \bmod m^{2}$.
We can similarly prove that $4 m n t X \equiv 4 m n t Z \bmod n^{2}$ by taking (1.3) modulo $n^{2}$. It follows that

$$
4 m n t X \equiv 4 m n t Z \quad \bmod m^{2} n^{2}
$$

since $\operatorname{gcd}(m, n)=1$ and so $4 t X \equiv 4 t Z \bmod m n$. By part (i) of Lemma 4.1 we know that $n$ is divisible by $2 t$. Therefore $2 X \equiv 2 Z \bmod m$ and so, since $m$ is odd, we have $X \equiv Z \bmod m$. Moreover $X \equiv Z \bmod 2 m$ by Lemma 4.4. Since $Z>X$ we conclude that $2 m \leq Z-X$.

Lemma 4.7. We have the following upper bound on the integer $Z$ :

$$
Z<4 Y \leq(\log (c-1)) /(2 \log 2) .
$$

Proof. Since $\left\{c^{X}, b^{Y}, a^{Z}\right\}$ forms a primitive Pythagorean triple there exist integers $k$ and $l$ satisfying the conditions $k>l>0, \operatorname{gcd}(k, l)=1$ and $k \not \equiv l \bmod 2$ and such that

$$
c^{X}=k^{2}-l^{2}, \quad b^{Y}=2 k l, \quad a^{Z}=k^{2}+l^{2} .
$$

Since $b<a^{2}$ we see that $a^{Z}<4 k^{2} l^{2}=b^{2 Y}<a^{4 Y}$ and so

$$
Z<4 Y .
$$

Since $E=a^{Z}-c^{X}=2 l^{2}$ we have

$$
l=2^{Y-1} n^{Y} .
$$

Further, since $(k+l)(k-l)=c^{X}$ and $\operatorname{gcd}(k+l, k-l)=1$, there exist relatively prime odd integers $u$ and $v$ satisfying the conditions $u>v>0$ and $c=u v$ and such that

$$
k+l=u^{X}, \quad k-l=v^{X} .
$$

Hence we have

$$
(2 n)^{Y}=2 l=u^{X}-v^{X}=(u-v) w,
$$

where

$$
w=\left(u^{X}-v^{X}\right) /(u-v)=u^{X-1}+u^{X-2} v+\cdots+v^{X-1}
$$

is an integer.
Since $w$ is a sum of $X$ odd integers we deduce from Lemma 4.4 that $w$ is odd. Therefore we obtain

$$
Y(\alpha+1)=v_{2}(u-v) .
$$

Since $u-v \leq u-1 \leq c-1$ it follows that

$$
Y=\frac{v_{2}(u-v)}{\alpha+1} \leq \frac{\log (u-v)}{(\alpha+1) \log 2} \leq \frac{\log (c-1)}{2 \log 2} .
$$

Since

$$
c=m^{2}+n^{2} \leq m^{2}+(m-1)^{2}=2 m^{2}-2 m+1,
$$

it follows from Lemmas 4.6 and 4.7 that

$$
2 m+2 \leq \frac{2 \log \left(2 m^{2}-2 m\right)}{\log 2}
$$

which is a contradiction. This completes the proof of Proposition 4.3.
To complete this section we prove the following proposition.
Proposition 4.8. If $c \equiv 1 \bmod b$ where $c>b+1$, then (1.3) has no solutions with $y=1$.
Proof. Suppose that $c \equiv 1 \bmod b$ where $c>b+1$. By Proposition 2.1 it suffices to consider the case where $n>1$. Let ( $x, y, z$ ) be a solution of (1.3). By the observations in the proof of Lemma 4.2 we see that $z$ is even. We can write $z=2 Z$ for some $Z \geq 1$.

Suppose that $y=1$. We will observe that this leads to a contradiction. By similar observations to those found in the proof of Lemma 4.6 we see that

$$
(1+2 m n t)^{x}+2 m n \equiv(1+2 m n t)^{z} \quad \bmod m^{2} n^{2}
$$

and so

$$
2 x t+2 \equiv 2 z t \quad \bmod m n
$$

It follows from part (i) of Lemma 4.1 that $2 \equiv 0 \bmod 2 t$ and so $t=1$, that is, $c=b+1$. This is a contradiction. This completes the proof of Proposition 4.8.

## 5. Proof of Theorem 1.3

In this final section we will complete the proof of Theorem 1.3. By Propositions 4.3 and 4.8 it suffices to prove that if $c=b+1$, that is, if $m=n+1$, then (1.3) has the unique solution $(x, y, z)=(1,1,2)$.

When $m=n+1$ we rewrite (1.3) as

$$
\begin{equation*}
\left(2 m^{2}-2 m+1\right)^{x}+(2 m(m-1))^{y}=(2 m-1)^{z} \tag{5.1}
\end{equation*}
$$

where $x, y, z \in \mathbb{N}$, and $m$ is a positive integer such that $m \geq 2$. By Proposition 2.1, it suffices to consider the case where $m \geq 3$.

Let $(x, y, z)$ be a solution of (5.1). Then $z$ is even by Lemma 4.2. We can write $z=2 Z$ for some $Z \geq 1$. First we will prove that $y=1$. For this proof we consider the cases where $m$ is even and where $m$ is odd separately.
Lemma 5.1. If $m$ is even, then $y=1$.
Proof. Assume that $m$ is even and suppose that $y>1$. We will observe that this leads to a contradiction.

By Lemma 3.1 and part (ii) of Lemma 4.1 we see that $x$ is even. We can write $x=2 X$ with $X \geq 1$. We observe in a manner similar to that found in the proof of Lemma 4.5 that

$$
\begin{aligned}
& D=(2 m-1)^{Z}+\left(2 m^{2}-2 m+1\right)^{X}=2^{y-1} m^{y} \\
& E=(2 m-1)^{Z}-\left(2 m^{2}-2 m+1\right)^{X}=2(m-1)^{y}
\end{aligned}
$$

It follows that

$$
\left(2 m^{2}-2 m+1\right)^{X}=(D-E) / 2=2^{y-2} m^{y}-(m-1)^{y} .
$$

Since $2^{y-2} m^{y}$ is divisible by $2 m$ and

$$
(m-1)^{y} \equiv(-1)^{y-1} m y+(-1)^{y} \quad \bmod 2 m
$$

we see that

$$
1 \equiv(-1)^{y} m y+(-1)^{y+1} \quad \bmod 2 m
$$

that is,

$$
(-1)^{y}+1 \equiv m y \quad \bmod 2 m
$$

From this we may deduce that $(-1)^{y} \equiv-1 \bmod m$ and so $y$ is odd since $m \geq 3$. However, the above congruence implies that $m y \equiv 0 \bmod 2 m$ and so $y \equiv 0 \bmod 2$, which is a contradiction. We conclude that $y=1$.

Lemma 5.2. If $m$ is odd, then $y=1$.
Proof. Assume that $m$ is odd. Suppose that $y>1$. We will observe that this leads to a contradiction.

By Lemma 3.1 and part (ii) of Lemma 4.1 we see that $x$ is even. We can write $x=2 X$ for some $X \geq 1$. A similar observation to that found in the proof of Lemma 4.5
allows us to deduce that

$$
\begin{aligned}
& D=(2 m-1)^{Z}+\left(2 m^{2}-2 m+1\right)^{X}=2 m^{y} \\
& E=(2 m-1)^{Z}-\left(2 m^{2}-2 m+1\right)^{X}=2^{y-1}(m-1)^{y}
\end{aligned}
$$

If $m=3$, then

$$
5^{Z}=(D+E) / 2=3^{y}+4^{y-1},
$$

which contradicts the result in [14]. If $y=2$, then $X=Z=1$ by the first equation above, which is absurd since $x<z$. Hence $m \geq 5$ and $y \geq 3$. Since $D>E$, it follows that

$$
1<\frac{D}{E}=4\left(\frac{m}{2(m-1)}\right)^{y}=4\left(\frac{5}{8}\right)^{y} \leq 4\left(\frac{5}{8}\right)^{3}=\frac{125}{128}
$$

which is a contradiction. We conclude that $y=1$.
By Lemmas 5.1 and 5.2, we may rewrite (5.1) as

$$
\begin{equation*}
(M+1)^{x}+M=(2 M+1)^{Z} \tag{5.2}
\end{equation*}
$$

for $x, Z \in \mathbb{N}$ where $M=2 m(m-1)$. Note that $M$ is divisible by 4 since the product of two consecutive integers $m$ and $(m-1)$ is even. It suffices to prove that (5.2) has the unique solution $(x, Z)=(1,1)$.

Let $(x, Z)$ be a solution of (5.2). Taking (5.2) modulo $M+1$ we have $(-1)^{Z} \equiv-1$ $\bmod M+1$. Hence $Z$ is odd.

We claim that if $x \leq Z$ or $x+1 \geq 2 Z$, then $x=1$. If $x \leq Z$, then

$$
M \leq(2 M+1)^{x}-(M+1)^{x} \leq(2 M+1)^{Z}-(M+1)^{x}=M .
$$

This implies that $x=Z=1$. If $x+1 \geq 2 Z$, then

$$
\begin{aligned}
(M+1)^{2 Z} & <(M+1)^{2 Z}+M(M+1) \\
& \leq(M+1)^{x+1}+M(M+1) \\
& =(M+1)(2 M+1)^{Z} \\
& <(M+1)^{Z+1} 2^{Z},
\end{aligned}
$$

and so

$$
\left(\frac{M+1}{2}\right)^{Z-1}<2
$$

Since $M \geq 4$ it follows that $Z=1$ and so $x=1$.
In order to obtain a sharp lower bound for $x$ and some necessary conditions on the existence of solutions of (5.2) we prove the following lemma.
Lemma 5.3. If $x>1$, then the following hold.
(i) $2 Z \equiv 1 \bmod M+1$ and $x+1 \equiv 2 Z \bmod 2 M$. In particular, $x$ is odd.
(ii) $2 M+5 \leq x$.

Proof. We know that $Z$ is odd. Suppose that $x>1$. Then $Z<x$ and $x+1<2 Z$.
(i) Taking (5.2) modulo $(M+1)^{2}$, we obtain

$$
M \equiv-M^{2 Z} \quad \bmod (M+1)^{2}
$$

so that

$$
M^{2 Z-1}+1 \equiv 0 \quad \bmod (M+1)^{2} .
$$

Hence

$$
1-M+M^{2}-\cdots+M^{2 Z-2}=\frac{M^{2 Z-1}+1}{M+1} \equiv 0 \quad \bmod M+1
$$

and we may deduce that $2 Z \equiv 1 \bmod M+1$.
Since $M$ is divisible by 4 we observe that

$$
(M+1)^{x} \equiv\binom{x}{2} M^{2}+M x+1, \quad(2 M+1)^{Z} \equiv 2 M Z+1 \quad \bmod 2 M^{2} .
$$

By (5.2), we have

$$
\binom{x}{2} M^{2}+M x+1+M \equiv 2 M Z+1 \quad \bmod 2 M^{2},
$$

and so

$$
x+1+\binom{x}{2} M \equiv 2 Z \quad \bmod 2 M
$$

Reducing this modulo 4 , we obtain $x \equiv 1 \bmod 4$ since $Z$ is odd. It follows from the above congruence that

$$
x+1 \equiv 2 Z \quad \bmod 2 M
$$

(ii) Since $Z \leq x-2$ and $x+1<2 Z$ it follows from part (i) that

$$
x+1+2 M \leq 2 Z \leq 2 x-4
$$

and so $2 M+5 \leq x$.
Now we are ready to prove Theorem 1.3.
Proof of Theorem 1.3. Let $(x, Z)$ be a solution of (5.2). By Lemma 3.4 we may deduce that

$$
x<2010 \log (2 M+1)
$$

Suppose that $x>1$. We will observe that this leads to a contradiction. By part (ii) of Lemma 5.3 we have

$$
2 M+5 \leq x<2010 \log (2 M+1)
$$

This implies that $M \leq 9940$.

It remains to consider values of $M$ such that $M \leq 9940$ and $M \equiv 0 \bmod 4$. Fix such an $M$. Then, for each $x$ in the above range, we can determine the corresponding $Z$ by using the inequality

$$
(2 M+1)^{Z}<(M+1)^{x+1}<(2 M+1)^{Z+1},
$$

which easily follows from (5.2). Additionally, we can check that such a pair $(x, Z)$ does not satisfy all of the conditions of part (i) of Lemma 5.3. This is a contradiction. We conclude that $x=1$ and so $Z=1$. This completes the proof of Theorem 1.3.
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