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## Friedrich Pillichshammer

In this note we give a bound for the weighted star discrepancy of Faure-Niederreiter $(0, m, s)$-nets in prime-power base $b \geqslant s-1$ for the special sequence of weights given by $\gamma_{i}=1 / i^{2}, i \geqslant 1$.

Quite recently Sloan and Woźniakowski [4] introduced a new notion of discrepancy, the so called weighted star discrepancy. To introduce this notion we need a sequence $\gamma=\left(\gamma_{1}, \gamma_{2}, \ldots\right)$ of weights with $1=\gamma_{1} \geqslant \gamma_{2} \geqslant \ldots \geqslant \gamma_{s} \geqslant \ldots>0$.

First we need some notation: let $D$ denote the index set $D=\{1,2, \ldots, s\}$. For $\mathfrak{u} \subseteq D$ let $\gamma_{u}=\prod_{j \in u} \gamma_{j}, \gamma_{\emptyset}=1,|\mathfrak{u}|$ the cardinality of $\mathfrak{u}$ and for a vector x in $I^{s}=[0,1)^{s}$ let $\mathbf{x}_{u}$ denote the vector from $I^{|u|}=[0,1)^{|u|}$ containing the components of $\mathbf{x}$ whose indices are in $\mathfrak{u}$. Further let $\left(\mathrm{x}_{u}, 1\right)$ be the vector $\mathbf{x}$ from $I^{s}$, with all components whose indices are not in $u$ replaced by 1 .

Now we can give the definition of weighted star discrepancy.
Definition 1: For any $N$ points $t_{1}, \ldots, t_{N}$ in the $s$-dimensional unit cube $I^{s}$ and any $\mathbf{x}=\left(x_{1}, \ldots, x_{s}\right)$ in $I^{s}$ let

$$
\operatorname{disc}(\mathbf{x})=\frac{\left|\left\{i: \mathrm{t}_{i} \in[\mathbf{0}, \mathbf{x})\right\}\right|}{N}-x_{1} \ldots x_{s}
$$

Then the weighted star discrepancy (with respect to the sequence $\gamma$ ) is given by

$$
D_{N, \gamma}^{*}=\sup _{\mathbf{x} \in I^{*}} \max _{\substack{u \subseteq D \\ u \neq 0}} \gamma_{u}^{1 / 2}\left|\operatorname{disc}\left(\left(\mathbf{x}_{u}, 1\right)\right)\right| .
$$

The weighted star discrepancy is related to the worst case error of multivariate integration in weighted Sobolev spaces of functions on $[0,1]^{s}$. For more information in this direction we refer to [4]. In [2] Larcher, Pillichshammer and Scheicher gave first good and effectively useful bounds for the weighted star discrepancy for special kinds of $(t, m, s)$-nets, where by "effectively useful" they meant that the obtained bounds can be calculated also for high dimensions in reasonable time.
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In this note we consider a very special sequence of weights, namely the sequence $\gamma$ $=\left(\gamma_{1}, \gamma_{2}, \ldots\right)$ given by $\gamma_{i}=1 / i^{2}$, for $i \geqslant 1$. As H. Woźniakowski (private communication) pointed out, this special sequence of weights may be relevant for finance problems since the eigenvalues of the covariance function for Wiener measure are proportional to this weights (see [1]). So this motivates a more detailed study of weighted star discrepancy with respect to this special sequence of weights.

Here we shall prove a bound for the weighted star discrepancy with respect to the weights $\gamma_{i}=1 / i^{2}$, for $i \geqslant 1$, for Faure-Niederreiter point sets, which are most frequently used today in quasi-Monte Carlo applications. These point sets which are based on FaureNiederreiter sequences in dimension $s-1$ (see for example [3, Remark 4.52]) are ( $0, m, s$ )nets in a prime-power base $b \geqslant s-1$. More detailed, a Faure-Niederreiter ( $0, m, s$ )-net in a prime-power base $b \geqslant s-1$ is obtained by setting $\mathbf{x}_{n}=\left(n / b^{m}, \mathbf{y}_{n}\right) ; n=0, \ldots, b^{m}-1$ where $\mathbf{y}_{n}$ is the $n$-th element of a Faure-Niederreiter sequence in dimension $s-1$ and prime-power base $b \geqslant s-1$.

We have
Thedrem 1. Let the sequence $\gamma=\left(\gamma_{1}, \gamma_{2}, \ldots\right)$ of weights be given by $\gamma_{i}=1 / i^{2}$, $i \geqslant 1$. Then we have: for any Faure-Niederreiter ( $0, m, s$ )-net in prime-power base $b \geqslant s-1$ the weighted star discrepancy $D_{N, \gamma}^{*}$ is bounded by

$$
D_{N, \gamma}^{*} \leqslant\binom{ m}{\left.\frac{m}{2}\right\rfloor} \frac{1}{b^{m}} \frac{1}{p!}\left(1+\left\lfloor\frac{b}{2}\right\rfloor\right)^{p-1}
$$

where $N=b^{m}$ and $p=\min \{m+1,\lfloor b / 2\rfloor, s\}$.
A detailed discussion of the bound from Theorem 1 will be given at the end of this note.

Proof: From [2, Example 2.6] we know that for any Faure-Niederreiter ( $0, m, s$ )-net in base $b$ and for the special choice of weights the inequality

$$
N D_{N, \gamma}^{*} \leqslant \max _{r=1, \ldots, s} \frac{1}{r!} \sum_{i=0}^{r-1}\binom{r-1}{i}\binom{m}{i}\left\lfloor\frac{b}{2}\right\rfloor^{i}
$$

holds. Thus, letting

$$
h(r):=\frac{1}{r!} \sum_{i=0}^{r-1}\binom{r-1}{i}\binom{m}{i}\left\lfloor\frac{b}{2}\right\rfloor^{i}
$$

we have to estimate $\max _{r=1, \ldots, s} h(r)$.

Let be $r \geqslant 1$. Then we have

$$
\begin{aligned}
h(r)- & h(r+1) \\
& =\frac{1}{r!} \sum_{i=0}^{r-1}\binom{r-1}{i}\binom{m}{i}\left\lfloor\frac{b}{2}\right]^{i}-\frac{1}{(r+1)!} \sum_{i=0}^{r}\binom{r}{i}\binom{m}{i}\left\lfloor\frac{b}{2}\right]^{i} \\
& =\frac{1}{r!} \sum_{i=0}^{r-1}\left[\binom{r-1}{i}-\frac{1}{r+1}\binom{r}{i}\right]\binom{m}{i}\left\lfloor\frac{b}{2}\right]^{i}-\frac{1}{(r+1)!}\binom{m}{r}\left\lfloor\frac{b}{2}\right]^{r} \\
& =\frac{1}{(r+1)!} \sum_{i=0}^{r-1}\left[r\binom{r-1}{i}-\binom{r-1}{i-1}\right]\binom{m}{i}\left\lfloor\frac{b}{2}\right\rfloor^{i}-\frac{1}{(r+1)!}\binom{m}{r}\left\lfloor\frac{b}{2}\right\rfloor^{r} .
\end{aligned}
$$

Hence we have $h(r) \leqslant h(r+1)$ if and only if

$$
\sum_{i=0}^{r-1}\left[r\binom{r-1}{i}-\binom{r-1}{i-1}\right]\binom{m}{i}\left\lfloor\frac{b}{2}\right\rfloor^{i} \leqslant\binom{ m}{r}\left\lfloor\frac{b}{2}\right\rfloor^{r}
$$

and $h(r) \geqslant h(r+1)$ if and only if

$$
\sum_{i=0}^{r-1}\left[r\binom{r-1}{i}-\binom{r-1}{i-1}\right]\binom{m}{i}\left\lfloor\frac{b}{2}\right\rfloor^{i} \geqslant\binom{ m}{r}\left\lfloor\frac{b}{2}\right\rfloor^{r}
$$

Assume $r \geqslant m+1$. Then we have $\binom{m}{r}\lfloor b / 2\rfloor^{r}=0$. Since $r\binom{r-1}{i}-\binom{r-1}{i-1} \geqslant 1$ for $0 \leqslant i \leqslant r-1$ this implies

$$
h(r) \geqslant h(r+1)
$$

and hence we have (if $m+1 \leqslant s$ )

$$
\max _{r=1, \ldots, s} h(r)=\max _{r=1, \ldots, m+1} h(r)
$$

So we estimate

$$
\max _{r=1, \ldots, m+1} h(r) .
$$

Let $1 \leqslant r \leqslant m+1$. Then we have

$$
\begin{align*}
h(r) & =\frac{1}{r!} \sum_{i=0}^{r-1}\binom{r-1}{i}\binom{m}{i}\left\lfloor\frac{b}{2}\right\rfloor^{i} \\
& \leqslant \max _{i=0, \ldots, m}\binom{m}{i} \frac{1}{r!}\left(1+\left\lfloor\frac{b}{2}\right\rfloor\right)^{r-1} \tag{1}
\end{align*}
$$

Letting

$$
g(r)=\frac{1}{r!}\left(1+\left\lfloor\frac{b}{2}\right\rfloor\right)^{r-1}
$$

we have from inequality $(1)$ that $h(r) \leqslant\binom{ m}{\lfloor m / 2\rfloor} \cdot g(r)$ for $1 \leqslant r \leqslant m+1$. Now we maximise $g(r)$. We have

$$
\frac{g(r)}{g(r+1)}=\frac{1+r}{1+\lfloor b / 2\rfloor}= \begin{cases}<1 & \text { if } r<\left\lfloor\frac{b}{2}\right\rfloor  \tag{2}\\ =1 & \text { if } r=\left\lfloor\frac{b}{2}\right\rfloor \\ >1 & \text { if } r>\left\lfloor\frac{b}{2}\right\rfloor\end{cases}
$$

We consider two cases:

1. Let $m+1 \leqslant\lfloor b / 2\rfloor$. Then by (2) we have $g(r) \leqslant g(m+1)$ for $1 \leqslant r \leqslant m+1$ and we are done.
2. Let $m+1>\lfloor b / 2\rfloor$. Then by (2) we have $g(r) \leqslant g(\lfloor b / 2\rfloor)$ for $1 \leqslant r \leqslant m+1$ and we are done.

Let now be $m+1>s$. Then we estimate

$$
\max _{r=1, \ldots, s} h(r)
$$

in the same way as above and the result follows.
Let us give some comments on the discrepancy bound from Theorem 1:

1. The asymptotics: We discuss the asymptotics of the discrepancy bound in Theorem 1. Assume $\lfloor b / 2\rfloor=\min \{m+1,\lfloor b / 2\rfloor, s\}$ (usually one chooses for $b$ the smallest prime-power larger or equal to $s-1$ ). It is well known that for all $m \geqslant 1$ we have

$$
\binom{m}{\lfloor m / 2\rfloor} \leqslant \sqrt{\frac{2}{\pi}} \frac{2^{m}}{\sqrt{m}}
$$

Then with $N=b^{m}$ we have

$$
\begin{aligned}
D_{N, \gamma}^{*} & \leqslant\binom{ m}{\lfloor m / 2\rfloor} \frac{1}{b^{m}} \frac{1}{(1+\lfloor b / 2\rfloor)!}\left(1+\left\lfloor\frac{b}{2}\right\rfloor\right)^{\lfloor b / 2\rfloor} \\
& \leqslant \sqrt{\frac{2}{\pi}} \frac{1}{\sqrt{m}} \frac{2^{m}}{b^{m}} \frac{(1+\lfloor b / 2\rfloor)^{l b / 2\rfloor}}{(1+\lfloor b / 2\rfloor)!} \\
& \leqslant \frac{\mathrm{e}^{2}}{\pi} \frac{1}{(1+\lfloor b / 2\rfloor)^{3 / 2}} \frac{1}{\sqrt{m}} \frac{(2 \mathrm{e})^{m}}{b^{m}} \\
& =\frac{\mathrm{e}^{2}}{\pi} \frac{1}{(1+\lfloor b / 2\rfloor)^{3 / 2}} \frac{1}{\sqrt{\log _{b}(N)}} \frac{1}{N^{1-\log _{b}(2 \mathrm{e})}}
\end{aligned}
$$

where we used that $n^{n-1} / n!\leqslant \mathrm{e}^{n} /\left(\sqrt{2 \pi} n^{3 / 2}\right)$ by Stirlings formula and that $\lfloor b / 2\rfloor \leqslant m+1$. Here $\log _{b}$ denotes the logarithm to the base $b$. We summarise:

Corollary 1. Assume that $\lfloor b / 2\rfloor=\min \{m+1,\lfloor b / 2\rfloor, s\}$. Then for the weighted star discrepancy $D_{N, \gamma}^{*}$ from Theorem 1 we have

$$
D_{N, \gamma}^{*} \leqslant \frac{\mathrm{e}^{2}}{\pi} \frac{1}{(1+\lfloor b / 2\rfloor)^{3 / 2}} \frac{1}{\sqrt{\log _{b}(N)}} \frac{1}{N^{1-\log _{b}(2 \mathrm{e})}}
$$

where $N=b^{m}$ and where e is the Euler number.
2. Consider the problem of integrating a function $f$ in very high dimension $s$, that is, assume that $s$ is huge. As node set for the numerical approximation of the integral we choose a Faure-Niederreiter ( $0, m, s$ )-net in base $b$. Hence also the base $b$ of the net is huge since a $(0, m, s)$-net in prime-power base $b$ only exists if and only if $b \geqslant s-1$ (see [3]). Now since the number of points of a ( $0, m, s$ ) -net in base $b$ is given by $b^{m}$ we need a moderate $m$ since otherwise our point set is too large and hence the numerical integration by computer is not manageable. In this case the following bound is useful:

Corollary 2. Assume that $m+1=\min \{m+1,\lfloor b / 2\rfloor, s\}$. Then for the weighted star discrepancy $D_{N, \gamma}^{*}$ from Theorem 1 we have

$$
D_{N, \gamma}^{*} \leqslant \frac{\mathrm{e}}{([m / 2\rfloor!)^{2}(m+1) 2^{m}},
$$

where e is the Euler number.
Proof: From Theorem 1 we get

$$
\begin{aligned}
D_{N, \gamma}^{*} & \leqslant\left(\left\lfloor\frac{m}{\left.\frac{m}{2}\right\rfloor}\right) \frac{1}{b^{m}} \frac{1}{(m+1)!}\left(1+\frac{b}{2}\right)^{m}\right. \\
& \leqslant \frac{1}{(\lfloor m / 2\rfloor!)^{2}(m+1)} \frac{1}{2^{m}}\left(\frac{2}{b}+1\right)^{m} .
\end{aligned}
$$

Since $m \leqslant b / 2$ we get

$$
\left(\frac{2}{b}+1\right)^{m} \leqslant\left(1+\frac{1}{m}\right)^{m} \leqslant \mathrm{e}
$$

and the result follows.
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