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LINEAR FUNCTIONALS AND SUMMABILITY 
INVARIANTS 

BY 

M. S. MACPHAIL AND A. WILANSKY 

1. Introduction. The purpose of this paper is to continue the study of certain 
"distinguished" subsets of the convergence domain of a matrix, as developed by 
A. Wilansky [6] and G. Bennett [1], We also consider continuous linear functionals 
on the domain, and the extent to which their representation is unique; this turns 
out to be connected with the behaviour of the subsets. 

As in [7], we use s, m, c, c0, E™, respectively, for the set of all sequences, bounded 
sequences, convergent sequences, null sequences, and sequences with almost all 
terms zero. If A is a matrix (ank) and x a sequence (xk), we put (Ax)n= ^k ankxk, 
Ax=((Ax)n), dA={x:(Ax)n exists for «=1 ,2 , . . . } , cA={x:Axec}, and cA= 
{x:Ax e c0}. We assume A conservative, that is, c<^cA. We use the FK topology 
on cA, as described in [7]. We put 1 for (1, 1,...), ôk for <0, 0 , . . . , 0, 1,0,.. .) 
(1 in the A:-th place), and A for the set {ôk}. For any letter, say y, denoting a se
quence, we use yl9 y2,. . . for the terms of y. 

The primary subsets are 

S = {xecA 

W = {xecA 

F = {xecA 

B = {x ecA 

2 xkô
k = x}, 

2x,/((5 f c)=/(x)forall /G^}, 

2 xkf(àk) converges for a l l /e cA}, 

2 Xjcàk is bounded in cA}. 

We can write equivalently ([6], [3]) 

B = x G cA:there exists M = M(x) such that 

IXfcxJ < M for all p, n = 1, 2, . . . , 
l fc=i I J 

or again 

B = jx G cA:^ 2 tnankxk exists for all t e il, 
{ 7c n J 

where tel means as usual 2 IU<°°- It is also known ([6], p. 331) that 

(1) 2, 2 KankX1c = A, 2 tnankxk 

for all x G B, t e I. 

xk 
k n n k 
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When dependence on a matrix is in question, we write SA, and so forth. With 
ak denoting the k-th column limit of A, we define 

J = {x e cA:% akxk converges} . 

On / we define A(x)=limAx—^fakxk=lim(Ax)n— ^akxk; we then define 
A1 = {x:A(x)=0}. We have the relations 

S c j f c f c ^ , 

but /, A 1 and also m C\cA cut across S, W9 F, B in an apparently capricious way, 
as the matrix A varies. Examples are given in [1] and [6]. 

The general form of a continuous linear functional / o n cA is [7, page 230] 

(2) fix) =<x lim x+t(Ax)+px 
A 

where t e I, and by a product of two sequences such as fix we understand 2 Pkxk-
The sequence /? is such that ftx converges for all x G dA. Sometimes we shall let /? 
be such that px converges for all xecA; this also defines a continuous linear 
functional on cA. We shall call /? restricted or unrestricted m the two cases, respec
tively. 

The representation (2) is far from unique, as a, t, (i are interrelated; for example, 
we could change any one term tk and adjust /? accordingly. If A is row-finite we 
have dA=s, and so /? G F (restricted), while if A is a triangle (i.e. ank=0 for 
k>n, but ann^0 for all n) there is a representation with /?=0, though other 
representations are also possible. 

In this connection the most interesting question is whether a is unique, that is, 
uniquely determined by/for each /ec j . This was briefly considered in [6]. We 
define #= limw ^k ank— 2 #&> and call A coregular if #5^0, conull if %=0. It is 
known [6, page 329] that a is unique if A is coregular. If A is conull, a may or may 
not be unique, and our first objective is to give certain classes of conull matrices 
for which a is unique. We also consider a for other matrices D with cD=cA. 
When necessary we write <%(/*) for a. 

We then present some new results, mostly connected with invariance and replace-
ability ([4], [6]) for /, A x , and for the set P defined in section 4. 

2. The coefficient a. To clarify the ideas, we start with some examples. 

Example 1. Let A = cx c2 c3 c4 

U C2 C3 C4 

0 0 c3 c4 • • • 

with 2 k&K °°- Then lim^ x=0 for every x e cA, and so for any given fe cA, 
a may have any value. 
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Example 2. Let A = cx 0 0 0 • • • 
ci c2 0 0 • • • 
Ci c% c$ U 

with 2 k*J< °°, *̂5̂ 0 for all n. Then lim^ x= 2 ckxk> s o w^h /? unrestricted we 
may take oc(lim )̂ to be 1 or 0, or indeed any value, by adjusting /?. Any function 
fecJi has a representation 

f(x) = a lirn^ x+t(Ax), 

and if we insist on this form, a is unique. See, moreover, Theorem 2.1 below. 

Example 3. Let A = 1 - 1 0 0 0 
0 - 1 1 0 0 
0 0 1 - 1 0 ••• 

Here the equation limAx=t(Ax)+^x cannot hold for any choice of t and /?, 
restricted or not, for if it did we would find by considering x=ô1, ô2,... and 
((— l)k+1) that fn->—2, which contradicts tel. So in this case a is unique, with 
/? unrestricted. 

We recall that a matrix A is said to be reversible if the equation y=Ax has a 
unique solution x for each y ec.lt is well known [6, page 229, Theorem 4] that 
in this case each mapping y\->xk is continuous, so we may write 

xk = vklim y+2cknyn 
n 

or 

(3) x = vlim y+Cy 

with (ckl9 ck29 ...)el. 

THEOREM 2.1. Let A be row-finite and reversible. Then with (I restricted, a is 
unique. 

Proof. Suppose a is not unique. Then for some t, /? we have 

lim x = t(Ax)+j3x 
A 

or 
lim y = ty+fix, 

with tel^fieE™. Now with A row-finite we have v=0 in (3) [5, Lemma 4], and 
each member of the finite set {f}kxk} can be expressed in terms of y and combined 
with ty; thus 

lim y = ry 

for each y e c, which is impossible. 
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The row-finiteness condition cannot be dropped; for example, the transformation 
defined by 

r 

y%r == 2* 2 X2v, 

00 

J^r-l = 2 *2r-l+^2 x2p 

is reversible and has 

x2r_j = 22r-1(>2r_1 - lim yn) 

for each j e c; thus (with Pk(x)=xk) we have a(P2r_1)=0 or — 22r~1. 

In the rest of this section A need not be reversible, except in 2.4, and /? is un
restricted. 

A property or set, associated with a matrix A, which remains unaltered for any 
matrix D with cD=cA is called invariant for A. If it is invariant for each conser
vative matrix A, it is called simply invariant. In particular the FK topology on 
cA is invariant, and the subsets S, F, W, B, being defined in terms of this topology, 
are invariant. 

It is well known that if A is the Cesàro matrix, 

A = 1 
i i 
2 2 

* * i 

then IA=cA, and IB=cB for every matrix B with cB=cA ([4], Theorem 2). But for 

D = 1 
- 1 1 

0 - 1 1 
0 0 - 1 1 

/ is not invariant ([6], Example 5). Thus / is invariant for A, but not invariant in 
the unqualified sense. 

THEOREM 2.2. If A has W^B, then a is unique. 

PROOF. If a is not unique, we can find t and /? such that lim^ x+t(Ax)+j3x=0. 
Then [9, Satz 5.3] there is a matrix D such that cD=cA and limz>=0. In particular 
the column limits of D are all zero, and Ajj=cD. By [6, Theorem 5.4], WD=BD n 
Ap=.#£), and by invariance, WA=BA. 

We remark that if A is coregular we have F= W®u for some u e cJ\W, while if 
4̂ is conull F may be either W or JF0w [6, Theorem 5.4], In either case B=>F, 

and B may or may not equal F. Thus 2.2 extends the known uniqueness of a for the 
coregular matrices to a class of conull matrices. 
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According to standard definitions, A is multiplicative if there is a constant M 
such that lirn^ x=M lim x for all x e c. A necessary and sufficient condition for 
this is that (ak)=0 and limw ^k

 ank=M. If 4̂ is conull, M must be zero. A matrix 
is called replaceable if there is a multiplicative matrix with the same convergence 
domain. 

THEOREM 2.3. If A is not replaceable, then OL is unique. 

The proof is contained in the opening lines of 2.2. 
We return briefly to the study of reversible matrices, and make the following 

remark. 

COROLLARY 2.4. Let A be reversible, and assume either W^B or A not replace
able. Then v=0 in (3). 

This follows at once from 2.2 and 2.3. It generalizes the corresponding result 
for reversible coregular matrices [8, Theorem 7], and as in that theorem leads to 
the conclusion that A'1 exists and is the matrix of the inverse of the transformation 
defined by A. 

Theorem 2.3 can be strengthened as follows. 

THEOREM 2.5. If A is not replaceable, andf=g on A, then oc(/)=a(g). 

Proof. Suppose if possible there is a function/which vanishes on A, but has a 
representation (2) with aT^O. Then as in 2.2 there is a matrix D with cD=cA, and 
lim^ = / . Then dk=f(ok)=0, and A is replaceable. 

There is a similar strengthening of 2.2, namely, 

THEOREM 2.6. If A has Wj^B, andf=g on B, then a ( / )=a(g) . 

Proof. Suppose f=B on B. For x G B we have, using (1), 

f(x) = a lim x+t(Ax)+(3x 
A 

= a lim x+(tA+f})x 
A 

= a l imx+yx , say. 
A 

By putting x=ôk we find <x.ak+yk=0, whence /(x)=a(lim^ x— 2 ^ * ^ * ) = 

aA(x)=0 on B. Now W=B n A1 [6, Theorem 5.4] so from W^B we get B<£ A x , 
whence a = 0 . 

The theorem of Zeller [9, Satz 5.3] referred to in the proof of our Theorem 2.2 
states that i f /has a representation (1) with oc^O, there is a matrix D with cD=cA, 
lim^ = / . It is left open whether a function / with a uniquely zero could have 
such a matrix representation. Our next theorem will show that if the uniqueness 
arises from W^B, this cannot occur. 

THEOREM 2.7. Let A have W^B, and let D be such that cD=cA. Then with lim^ 
regarded as afunctional on cA, we have oc(limD)^0. 

6 
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Proof. By 2.2, a is unique. Suppose a(limZ))=0. Then limD x=t(Ax)+fix. 
For xeB we have as before t(Ax)=(tA)x, and so limDx=yx, say. By putting 
x=ô1c we find yk=dk, so l i m ] ) x = 2 f c that is, BD^A^. As noted in 2.2, 

We now define a to be invariantly unique if a is unique for every D with cD=cA. 
Any invariant condition that implies a is unique obviously implies a is invariantly 
unique, for example, A coregular, W^B, or A not replaceable. But the matrix 
in Example 2 has a unique (with fi restricted), while the matrix in Example 1 has 
the same convergence domain, but a not unique. 

If a is invariantly unique, and D is any matrix with cD=cA, and / i s a continuous 
linear functional on cA (or cD), we write uA(f), &D{f) for the values of a w h e n / 
is expressed in the form (2) with respect to A or D. We put OLA ={fe cA : a^ ( / )=0} , 
and similarly for <xp. If oc#=a^ for every D with 0 ^ = ^ , we say that a x w invariant. 

THEOREM 2.8. If A has W^B, then a 1 is invariant. 

Proof. Suppose a 1 is not invariant. Without loss of generality we may assume 
that for some D with cD=cA we have \imA x+t(Ax)+fix=u(Dx)+yx. For 
x G B this reduces to lim^ x= £x, say. Setting x=ôk we find ak= £k9 whence A(x)=0. 
Thus £c= A x , and since W=.£ n A 1 we obtain W=B. 

The following questions are left open. 
A. Does a invariantly unique imply a 1 invariant? We observe that a is not 

invariantly unique if and only if there exists D with cD=cAi lim^ = 0 , and that 
a 1 is not invariant if and only if there exists D with cD=cA, a(limz>)=0. 

B. Does A not-replaceable imply a 1 invariant? 
C. If A is a matrix for which <x is unique, must oi(]imD)^0 for all D with cD=cAl 
D. Does a not-unique imply A1 = cAl (By 2.2, A^-^B.) Or possibly W=cAl 

3. The subsets / and A1. In this section we consider the relations between 
A x and the other subsets of cA, and also the question of invariance o f / and A1. 
They are certainly not invariant in the general sense, but it may happen that for a 
particular matrix A every matrix D with cD=cA has ID~IA or A # = A ^ or both. 

We observe first that W and m C\cA are about the same "size", meaning that 
they both lie between m n A1 and F, but are ordinarily of different "shapes": 
they usually cut across one another, though inclusion relations are possible. 

Now A"1^ W always [6, Theorem 5.4], but A 1= )m n ^ implies A conull, 
since 1 em n cA and #=A(1). Some but not all conull matrices have A1 => m n 
cA; if it holds, then also W=>m n cA [2]. The inclusion A1<^m n e^ is possible, 
but implies A ± = c 0 , as we shall show. 

THEOREM 3.1. IfA±(^m n c^, /few A J-=c0 . 

Proof. We consider first the case (ak)=09 so that AL—cAi and we are assuming 
cA^m. It can be proved by adapting [9, Satz 7.1] that if A sums to zero a bounded 
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sequence which does not tend to zero, then A also sums an unbounded sequence 
to zero. That is, c°A<^m implies cA<^c0, or A1<^c0, whence A ± = c 0 . 

If not all ak are zero, define 

D = ax a2 • * • 
flll~~al 012 — # 2 * ' " 

^21 &1 ^22 ^2 

Then m n cD=m n c^, and A^=c^>. Finally, 

As to the invariance of / and A1, we collect some results which are already 
known, or easily proved. It is familar that, for certain matrices A, I may equal cA 

and be invariant [6, Corollary 5.9]. For an example where I is invariant but 
not equal to cA, see [1, Example 3]. If J is invariant, it must equal F9 since 
F= n{^D'cD=cA} [6, page 332]. 

If / is invariant, then A 1 is invariant [1, Prop. 4]. The converse holds if A is 
coregular [1, Prop. 5], or indeed if we assume only W^F; this can be seen from the 
relations W=B n A x , F=B n I, F=W@u [6, pages 332-333]. 

We note also that if A x is invariant, then S=W. For W= f) {A^:cD=cA} 
(this is proved by the same method as the corresponding result for F, [6, page 
332]), so if A-1 is invariant we have W=A±. Then by a theorem of Zeller [10, 8.2] 
it follows that S= W. 

We leave the following question open: 
E. If AA=IA, must Ap=ID for every matrix D with cD=cAl (Compare [6] 

and [1], Question VI). 

4. The sets T and P. A set P was introduced in [6, Section 6] ; it is most con
veniently described by first setting 

T = {t e l:(tA)x exists for all x G CA}9 

then 

P = {xe cA:(tA)x = t(Ax) for all t e T}. 

Obviously T=l if and only if B=cA (see Introduction). We shall consider con
ditions on A and/under which the sequence t in (2) belongs to T. It is easy to see 
that i f /has the form f(x)=t (Ax)+fa, a n d / = 0 on A, then teT.lt then follows 
from 2.5 that if A is not replaceable, a n d / = 0 on A, then t G T. If I=cA, and 
/ = 0 on A, then t ET; this can be seen by writing (2) in the form [6, equation (4)]: 

f(x) = a lim x+t(Ax)+2 / ( ^ ) - a a f c - 2 ^n*}**-

However, the condition / = 0 on A is not by itself sufficient to ensure t E T. 
For let #(,4)=1, I^cA9f(l)=l, a n d / = 0 on A. Then we can calculate from (2) 
that (tA)k= —ak—l3k, so t$ T, since 2 akxk diverges for some x e cA. 
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It will appear in the course of an example given later that T is not invariant in 
general. 

The question of the invariance of P was raised in [6, Question VIII] , and studied 
in [1]. I t is known that P is invariant for A except when A satisfies the three con
ditions: A replaceable, W=F, B^cA, simultaneously, in which case the invariance 
remains in doubt. The bar denotes closure. 

To illustrate these ideas, we consider the example 

4 = 1 0 0 0 0 
- 1 1 0 0 0 

0 - 1 1 0 0 ••• 
0 0 - 1 1 0 

As shown in [6, Example 5], we have B=m n cA, and obviously I=cA, A1=c°A-
Then F=B n I=m n cA, W=B n A J - = m r\ c°A, and it can be checked that 
W=F. Next, let v= (1 , 2, . . . ) ; with e< 1 it can be verified that the ball of radius 
e centred at v in cA consists entirely of unbounded sequences, so B^cA. Also A is 
multiplicative, so we have the doubtful situation described in the preceding 
paragraph. We have not decided whether P is invariant for A . We shall show that T 
is not invariant, but that PH—PA for H=JA, where J is any matrix of the type: 

J = 1 
bx 1 
&i b2 1 
&i h h 1 

with bel. (It is well known that Cj=c, so cH = cA). We shall show that TH^TA 

if / is properly chosen. Let 

R = R(r, t, x) = i (*fl)*x*- i a # * ) « . 

With H=(hnk), Xr= 2£_r /„, we find 
r oo 

^ = 2* 2, tn"nkXk 
&=1 n=r+l 

r 
= K+l 2* (^ft~ ^fc+l)xfc+ Wlv^r+l — l)X r-

Now let 7 = 4 x , that is, J n =x r i - -x n _ v Then 

r r 

and 
r 

R = K+i2*bkyk~~Ar+1br+1xr+tr+1br+1xr--tr+1xr 

J c = l 

= 0 ( 1 ) — / ^ , 
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when fa=tr+1+Àr+2br+1. Now t e TA if and only if tr+1=o(r) [6, p. 345], while 
t G TH if and only if (faXr) converges for all xecH. Choose t={r~3/2). Then 
t e TA, but with x=(1, 2 , . . . ) G CH we can find a sequence bel (using terms of a 
convergent series suitably diluted with zeros) such that (faxr) diverges, and so 

Now PA=cA ([6], p. 345), and we shall show that although TK^TA, we have 
PH==CA==^A' Let Af=diag//W. Then for xecA, teTH, we have as before 
R=o(l)~-faxr, and now [irxr = (Mx)r = (MA~1Ax)r. We find 

MA'1 = fa 
fa fa 
fa fa fa 

Since \i e I and MA"1 is conservative, it must be multiplicative-O, so P->0, and 
xePH. 

It was indicated earlier that if A is not replaceable, P is invariant. We now give 
a more precise result. 

THEOREM 4.1. If A is not replaceable, then P=c0-

This is Theorem 9.1 of [6]. 

THEOREM 4.2. If A is multiplicative, then P=c0 or c0©w for some u e cA. 

Proof. Assume f=0 on c0; then with A multiplicative we have f(ôk)=(tA)k+ 
j3k=0, (tA)k= —pk, so (tA)x exists for all x e cA, which gives t e T Then for x G P 
we have/(x) = a l i m ^ x + ( ^ ) x + ^ = a l i m ^ x + 7 X , say. Again using f(ok)=0 
we find y = 0 , so/(x) = a lim^ x on P. 

If lim^ = 0 on P we have /=0 on P, and P<= c0. Otherwise let w G P, lim^ w= 1. 
Now assume / = 0 on c0©w. Let x e P and put y=x—(limA x)u. Then j eP and 
as before / (y )=a l im^ j = 0 , whence/(x)=0. We now have P<=c0©w; but by 
[6, Theorem 6.3] P=> c0, so P = c 0 or c0©w. 

COROLLARY 4.3. 2>J A be any conservative matrix, and let P*= f] {PZ>:CD=CA}-

Then Pi==c0 or c0©w. 

Proof. If A is not replaceable, we have Pi=c0 by 4.1. If A is replaceable, let D 
be multiplicative, with cD=cA. Then by 4.2, PD=c0 or c0©w, for some uecA. 
If PD=c0, then Pi=c0. If PD=c0®u, and among the matrices is with cE—cA 

there is one such that P ^ does not contain w, then Pi=cQ. But if for every matrix J? 
with cE=cA, PE contains u, then P*=c0©w. 

THEOREM 4.4. Let A have I=cA. Then P=c0 or c0®u,for some ue cA; moreover, 
P = c 0 if and only ifP^A1. 

Proof. With I=cA a n d / = 0 on c0 we find/(x)=aA(x) on P, and conclude 
as in 4.2 that P=c0 or c0©w. We conclude also that 

P c A 1 => P c c0 => P = c0. 
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But I=cA makes A continuous, and as A vanishes on c0 we have A 1 ^ cQ, so 

p = c 0 = > p c A i . 

This completes the proof. 

Added in proof. While this paper was in press, it was shown by W. Beekman, 
J. Boos and K. Zeller [Math. Z. 130 (1973), 287-290] that our Theorem 4.2 holds 
for any conservative matrix, and that P is invariant. 
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