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Countable Amenable Identity
Excluding Groups

Wojciech Jaworski

Abstract. A discrete group G is called identity excluding if the only irreducible unitary representation

of G which weakly contains the 1-dimensional identity representation is the 1-dimensional identity

representation itself. Given a unitary representation π of G and a probability measure µ on G, let

Pµ denote the µ-average
∫

π(g)µ(dg). The goal of this article is twofold: (1) to study the asymptotic

behaviour of the powers Pn
µ, and (2) to provide a characterization of countable amenable identity

excluding groups. We prove that for every adapted probability measure µ on an identity excluding

group and every unitary representation π there exists and orthogonal projection Eµ onto a π-invariant

subspace such that s-limn→∞

(

Pn
µ − π(a)nEµ

)

= 0 for every a ∈ supp µ. This also remains true

for suitably defined identity excluding locally compact groups. We show that the class of countable

amenable identity excluding groups coincides with the class of FC-hypercentral groups; in the finitely

generated case this is precisely the class of groups of polynomial growth. We also establish that every

adapted random walk on a countable amenable identity excluding group is ergodic.

1 Introduction

Let G be a locally compact (Hausdorff) group and µ a regular probability measure
on G. We will always assume that µ is adapted, i.e., not supported on a proper closed

subgroup of G. Given a continuous representation π of G by isometries in a Banach
space H let Pµ denote the µ-average of π, i.e., the contraction

Pµ =

∫

G

π(g)µ(dg).

The asymptotic behaviour of the powers Pn
µ when n → ∞ has been of considerable

interest in ergodic theory, probability, and harmonic analysis, see, e.g., [3–6, 13, 14,
16, 17, 24, 25].

The asymptotic behaviour depends on the spectral properties of the contraction
Pµ. These in turn are strongly influenced by the properties of the group G itself.
For example, it is well known that when π is the left regular representation in L2(G),
then the spectral radius of Pµ is 1 when G is amenable and is strictly smaller than 1

when G is not amenable. When µ is absolutely continuous and G has Kahzdan Prop-
erty T, then for every continuous unitary representation all unimodular elements of
the spectrum of Pµ are eigenvalues. When G is nilpotent and µ is any aperiodic prob-
ability measure on G, i.e., an adapted measure which is not supported on a coset of a

proper closed normal subgroup, then the spectral radius of Pµ is strictly smaller than
1 for every nontrivial continuous irreducible unitary representation [17].
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216 W. Jaworski

The latter result for nilpotent groups remains, in fact, valid for a wider class of
groups and, as observed by Jones, Rosenblatt, and Tempelman [14], is a consequence

of the following property of continuous irreducible unitary representations of G: If
a continuous irreducible representation π of G admits a dense subgroup D ⊆ G

such that with D given discrete topology the restriction of π to D weakly contains
the 1-dimensional identity representation, then π itself is the identity representation.

Locally compact groups whose continuous unitary representations possess this prop-
erty were named in [13] identity excluding groups. The fact that a group is identity
excluding ensures a regular asymptotic behaviour of the powers Pn

µ for all aperiodic
measures µ and all continuous unitary representations: the sequence Pn

µ converges in

the strong operator topology to the orthogonal projection onto the subspace of the
fixed points of the representation [17].

As we show in the sequel, continuous irreducible unitary representations of
locally compact nilpotent groups enjoy a property that is stronger than identity ex-

cluding: If a continuous irreducible unitary representation π of G admits a dense
subgroup D ⊆ G such that with D given discrete topology the restriction of π to D

weakly contains a 1-dimensional representation of D, then π itself is 1-dimensional.
General locally compact groups with this property could be called strongly identity

excluding. The fact that G is strongly identity excluding implies that for every contin-
uous irreducible unitary representation of dimension greater than 1 the spectral ra-
dius of Pµ is strictly smaller than 1 not only for aperiodic µ, but for arbitrary adapted
µ. This results in the following regular asymptotic behaviour of the powers Pn

µ for

arbitrary adapted measures and arbitrary continuous unitary representations. For a
given µ let Nµ denote the smallest closed normal subgroup of G such that µ is carried
on a coset of Nµ. The result is that for any a ∈ G with µ(aNµ) = 1, the sequence
π(a)−nPn

µ converges in the strong operator topology to the orthogonal projection

onto the subspace Nµ = {x ∈ H ; π(g)x = x for every g ∈ Nµ}.
The concepts of an identity excluding group and a strongly identity excluding

group are, generally speaking, difficult to deal with, and no characterization of such
groups is known at present. However, it can be easily seen that groups for which ev-

ery continuous irreducible unitary representation is finite dimensional are strongly
identity excluding. Thus, in particular, compact groups and locally compact abelian
groups are strongly identity excluding. As we already mentioned, locally compact
nilpotent groups are strongly identity excluding. However, there exist examples of

countable solvable groups as well as connected solvable Lie groups which are not
identity excluding [14, Example 3.10], [13, Example 3.13]. According to [20], com-
pactly generated totally disconnected locally compact groups of polynomial growth
are identity excluding.

It is not difficult to see that for discrete groups the property of being strongly
identity excluding and that of being identity excluding are equivalent. Moreover, for
discrete groups identity excluding is clearly a weakening of the Kahzdan Property T.
Hence, many nonamenable groups are (strongly) identity excluding. However, by a

result of Yoshizawa [26], the free group on 2 generators is not identity excluding.
While we do not know whether there exist nonamenable discrete identity exclud-

ing groups which do not have Property T, this is evidently so in the amenable case. In
this article we provide a rather simple characterization of countable amenable iden-

https://doi.org/10.4153/CMB-2004-021-1 Published online by Cambridge University Press

https://doi.org/10.4153/CMB-2004-021-1


Countable Amenable Identity Excluding Groups 217

tity excluding groups and discuss some of their properties. It turns out that this class
of groups coincides with the class of groups known as FC-hypercentral [22, Chap-

ter 4.3]. It follows, in particular, that finitely generated amenable identity excluding
groups are, precisely, the finitely generated groups of polynomial growth. We also
show that for a countable amenable identity excluding group not only the asymp-
totic behaviour of the powers Pn

µ is highly regular but the convolution powers µn

themselves behave very regularly: the random walk of law µ is always ergodic.

2 The Spectral Radius of Pµ

Throughout Sections 2 and 3, G will denote a locally compact (Hausdorff) group, µ
a regular adapted probability measure on G, π a continuous unitary representation
in a Hilbert space H, and Pµ the µ-average of π. ρ(Pµ) and σ(Pµ) will stand for the
spectral radius and the spectrum of Pµ, respectively. We note that adaptedness and

regularity imply σ-compactness of G, so G will be always assumed σ-compact.
According to a result of Jones, Rosenblatt, and Tempelman [14, Theorem 3.6],

recast by Lin and Wittmann [17, Theorem 2.3], if µ is aperiodic and ρ(Pµ) = 1, then
there exists a dense subgroup D ⊆ G and a sequence xn of unit vectors in H such

that limn→∞ ‖π(g)xn − xn‖ = 0 for every g ∈ D, i.e., the 1-dimensional identity
representation of D is weakly contained in the restriction of π to D. We begin by
generalizing this result to arbitrary adapted measures µ.

Given a subset A of a group let gp(A) denote the subgroup generated by A and

ngp(A) the smallest normal subgroup of gp(A) containing A in one of its cosets.

Lemma 2.1 ngp(A) = gp
(
⋃∞

n=1(A−nAn ∪ AnA−n)
)

and gp(A)/ ngp(A) is a cyclic

group.

Proof See the proof of Proposition 1.1 in [6].

Theorem 2.2 If σ(Pµ) contains a unimodular element α, then there exists a sequence

of unit vectors xn ∈ H, a σ-compact subgroup D ⊆ G, and a character χ on D such that:

(i) µ(D) = 1;

(ii) limn→∞ ‖π(g)xn − χ(g)xn‖ = 0 for every g ∈ D;

(iii) Ker χ is a σ-compact subgroup whose closure contains Nµ, D/Ker χ is cyclic and

admits a generator a Ker χ such that µ(a Ker χ) = 1 and χ(a) = α.

Proof Since α is on the boundary of σ(Pµ), there exists a sequence of unit vectors
yn ∈ H such that limn→∞ ‖Pµ yn − αyn‖ = 0. Thus α = limn→∞〈Pµyn, yn〉 and so

∫

G

‖π(g)yn − αyn‖
2µ(dg) =

∫

G

(

2 − ᾱ〈π(g)yn, yn〉 − α〈yn, π(g)yn〉
)

µ(dg)

= 2 − ᾱ〈Pµyn, yn〉 − α〈yn, Pµyn〉 −−−→
n→∞

0.

By the basic integration theory there exists a subsequence xn = ymn
and a Borel set

A ⊆ G such that µ(A) = 1 and limn→∞ ‖π(g)xn − αxn‖ = 0 for every g ∈ A.
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Due to the regularity of µ, A can be chosen σ-compact. We also have limn→∞

‖π(g)xn−α−1xn‖ = 0 for g ∈ A−1, because ‖π(g)xn−α−1xn‖ = ‖π(g−1)xn−αxn‖.

Then straightforward induction yields

(2.1) lim
n→∞

‖π(g)xn − αkxn‖ = 0

for every k ∈ Z and g ∈ Ak. This, in turn, implies that for g ∈
⋃∞

k=1(A−kAk∪AkA−k),

(2.2) lim
n→∞

‖π(g)xn − xn‖ = 0.

Since {g ∈ G ; limn→∞ ‖π(g)xn − xn‖ = 0} is a subgroup of G, it follows that
Equation (2.2) remains true for all g ∈ N = gp

(
⋃∞

k=1(A−kAk ∪ AkA−k)
)

. Note that
N is a σ-compact subgroup and A ⊆ gN for every g ∈ A.

Next, let D = gp(A). Then D is a σ-compact subgroup which satisfies (i). By
Lemma 2.1, N E D and D/N is cyclic. It is easy to see that for every a ∈ A, aN is a
generator of D/N . Equations (2.1) and (2.2) imply that for k ∈ Z and g ∈ akN ,

(2.3) lim
n→∞

‖π(g)xn − αkxn‖ = 0,

which is equivalent to

(2.4) lim
n→∞

〈π(g)xn, xn〉 = αk.

As D =
⋃

n∈Z
akN , it follows from (2.4) that the limit χ(g) = limn→∞〈π(g)xn, xn〉

exists for every g ∈ D and is a character on D with χ(g) = αk for g ∈ akN . Then (ii)

follows immediately from Equation (2.3).
It remains to prove (iii). Clearly, N ⊆ Ker χ. Hence, D/ Ker χ is cyclic because

D/N is. Furthermore, Ker χ must be a union of cosets of N and as N is σ-compact,
so is Ker χ. Finally, µ(a Ker χ) = 1 because a Ker χ ⊇ aN ⊇ A, and since Ker χ E G,

Ker χ ⊇ Nµ.

Remark 2.3 (a) Adaptedness of µ implies that D is dense in G.
(b) If ρ(Pµ) = 1 then σ(Pµ) contains a unimodular element and Theorem 2.2

applies.
(c) Since Ker χ ⊇ Nµ, when µ is aperiodic Theorem 2.2 implies Theorem 2.3

of Lin and Wittmann [17]: there exists a dense subgroup H(= Ker χ) such that
limn→∞ ‖π(g)xn − xn‖ = 0 for every g ∈ H.

(d) The proof of Theorem 2.2 can be easily adapted to show that if α is a unimod-
ular eigenvalue of Pµ with eigenvector x, then there exists a continuous character χ
on G such that Nµ ⊆ Ker χ, π(g)x = χ(g)x for every g ∈ G, and χ(g) = α for every
g ∈ supp µ.

Theorem 2.2 shows, in particular, that when D is considered a discrete group, the
restriction of π to D weakly contains the 1-dimensional representation of D given by
χ. Hence, we immediately obtain:
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Corollary 2.4 If G is strongly identity excluding and π is irreducible of dimension

greater than 1, then ρ(Pµ) < 1.

For a discrete group identity excluding and strongly identity excluding are equiva-
lent properties simply because if an irreducible unitary representation π weakly con-

tains a 1-dimensional representation given be a character χ, then π̃(g) = χ̄(g)π(g) is
an irreducible unitary representation weakly containing the 1-dimensional identity
representation.

Corollary 2.5 Let µ be an adapted probability measure on a countable group G. Then

G is identity excluding if and only if ρ(Pµ) < 1 for every irreducible unitary representa-

tion of dimension greater than 1.

Proof It remains to prove the ‘if ’ part. But if G is not identity excluding then there

exists an irreducible unitary representation π different from the 1-dimensional iden-
tity representation Id which weakly contains Id. Thus there is a sequence of unit
vectors xn such that limn→∞ ‖π(g)xn − xn‖ = 0 for all g ∈ G. Of course, dim π > 1.
As ‖Pµxn − xn‖ ≤

∫

G
‖π(g)xn − xn‖µ(dg), dominated convergence yields limn→∞

‖Pµxn − xn‖ = 0. Hence, 1 ∈ σ(Pµ) and so ρ(Pµ) = 1.

The proof that a locally nilpotent group is strongly identity excluding is an easy
modification of the proof [17, p. 133] that it is identity excluding:

Theorem 2.6 Every locally compact nilpotent group is strongly identity excluding.

Proof Let π be a continuous irreducible unitary representation of the locally com-
pact nilpotent group G in H and suppose that there exists a dense subgroup D ⊆ G

such that with D given discrete topology the restriction of π to D weakly contains the
1-dimensional representation defined by a character χ of D. Thus there is a net xi of
unit vectors in H with limi ‖π(g)xi − χ(g)xi‖ = 0 for every g ∈ D. Now, π̃(g) =

χ̄(g)π(g), g ∈ D, is an irreducible representation of D and limi ‖π̃(g)xi − xi‖ = 0 for

every g ∈ D. Let D̃ = π̃(D). Then D̃ is a nilpotent subgroup of the unitary group of
H and D̃ acts irreducibly on H. Hence, by Schur’s lemma every z ∈ Z(D̃) is a scalar
multiple of the identity operator, z = cI. Since limi ‖zxi − xi‖ = 0, it follow that
z = I. So Z(D̃) = {I} and as D̃ is nilpotent, D̃ = {I}. Consequently, dim H = 1.

The conclusion of Theorem 2.2 can be strengthened when µ is a spread out mea-
sure, i.e., for some n the n-th convolution power µn is nonsingular with respect to the

Haar measure. The result is a generalization of Theorem 2.9 of Lin and Wittmann
[17].

Lemma 2.7 Let µ be a spread out probability measure on G. Then:

(a) If A ⊆ G is a σ-compact set with µ(A) = 1 then there exists n ∈ N such that An

has nonempty interior.
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(b) For every ε > 0 there exists a neighbourhood U of e and n0 ∈ N such that

‖δu ∗ µn − µn‖ < ε for all u ∈ U and n ≥ n0.

Proof (a) There exists k ∈ N such that µk is nonsingular. Since µk(Ak) = 1, Ak is
not locally null. Hence, A2k has nonempty interior by, e.g., Lemma 5.8 in [12].

(b) See the proof of Theorem 2.11 in [16].

Theorem 2.8 Let µ be spread out. If σ(Pµ) contains a unimodular element α then

there exists a continuous character χ on G such that:

(i) π weakly contains the 1-dimensional representation defined by χ;

(ii) Ker χ is open in G, Ker χ ⊇ Nµ, G/ Ker χ is cyclic and admits a generator a Ker χ
such that µ(a Ker χ) = 1 and χ(a) = α.

Proof Let xn, D, a, and χ be as described in Theorem 2.2. To prove (ii) it suf-
fices to show that D = G and that Ker χ is open. Openness of Ker χ implies con-

tinuity of χ. Since D is σ-compact, Theorem 2.2(i) combined with Lemma 2.7(a)
gives that D is open, and so also closed. Therefore D = G by adaptedness. Sim-
ilarly, Theorem 2.2(iii) combined with Lemma 2.7(a) yields that for some n ∈ N,
(a Ker χ)n

= an Ker χ has nonempty interior and, hence, Ker χ is an open subgroup.

To prove (i) we need to show that χ(g) = limn→∞〈π(g)xn, xn〉 uniformly on com-
pact subsets of G, or equivalently, that limn→∞ ‖π(g)xn −χ(g)xn‖ = 0 uniformly on
compact subsets.

From Theorem 2.2(ii) we know that limn→∞ ‖π(g)xn −χ(g)xn‖ = 0 holds point-
wise. Since ‖Pk

µxn − χ(ak)xn‖ ≤
∫

G
‖π(g)xn − χ(g)xn‖µ

k(dg), the dominated con-

vergence theorem yields

(2.5) lim
n→∞

‖Pk
µxn − χ(ak)xn‖ = 0

for every k ∈ N. Next,

‖π(g)Pk
µxn − χ(g)Pk

µxn‖ ≤ ‖π(g)Pk
µxn − π(g)χ(ak)xn‖

+ ‖π(g)χ(ak)xn − χ(g)χ(ak)xn‖

+ ‖χ(g)χ(ak)xn − χ(g)Pk
µxn‖

= 2‖Pk
µxn − χ(ak)xn‖ + ‖π(g)xn − χ(g)xn‖.(2.6)

Combining (2.5) and (2.6) one gets

(2.7) lim
n→∞

‖π(g)Pk
µxn − χ(g)Pk

µxn‖ = 0
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for every g ∈ G and k ∈ N. Next,

‖π(g)xn − χ(g)xn‖ = ‖π(g)χ(ak)xn − χ(g)χ(ak)xn‖

≤ ‖π(g)χ(ak)xn − π(g)Pk
µxn‖ + ‖π(g)Pk

µxn − χ(g)Pk
µxn‖

+ ‖χ(g)Pk
µxn − χ(g)χ(ak)xn‖

= 2‖Pk
µxn − χ(ak)xn‖ + ‖π(g)Pk

µxn − χ(g)Pk
µxn‖.(2.8)

Let a compact C ⊆ G and ε > 0 be given. By Lemma 2.7(b) we can find k ∈ N

and a neighbourhood U of e such that ‖δu ∗ µk − µk‖ < 1
2
ε for every u ∈ U , and

that U ⊆ Ker χ. By compactness of C there exist g1, . . . , gs ∈ C with C ⊆
⋃s

i=1 giU .
When g ∈ C then g ∈ giU for some i. Hence, using (2.8) we get

‖π(g)xn − χ(g)xn‖ ≤ 2‖Pk
µxn − χ(ak)xn‖ + ‖π(g)Pk

µxn − π(gi)Pk
µxn‖

+ ‖π(gi)Pk
µxn − χ(gi)Pk

µxn‖ + ‖χ(gi)Pk
µxn − χ(g)Pk

µxn‖

≤ 2‖Pk
µxn − χ(ak)xn‖ + ‖δg ∗ µk − δgi

∗ µk‖

+ ‖π(gi)Pk
µxn − χ(gi)Pk

µxn‖

≤ 2‖Pk
µxn − χ(ak)xn‖ + 1

2
ε + max

1≤ j≤s
‖π(g j)Pk

µxn − χ(g j)Pk
µxn‖.(2.9)

Then (2.5) and (2.7) imply that supg∈C ‖π(g)xn − χ(g)xn‖ < ε for large enough n.

Note that by Remark 2.3d) the condition that ρ(Pµ) < 1 for every continuous
irreducible unitary representation of dimension greater than 1 is a weakening of the

condition that for every continuous unitary representation the unimodular elements
of σ(Pµ) are eigenvalues. The next corollary answers the question what is needed in
order that this stronger condition holds.

Corollary 2.9 Given an adapted probability measure µ on G consider the following

two conditions:

(1) For every continuous unitary representation of G the unimodular elements of the

spectrum of Pµ are eigenvalues.

(2) G has Property T.

Then (1) implies (2). (1) and (2) are equivalent when µ is spread out.

Proof (1) ⇒ (2): Suppose π is a continuous unitary representation of G which

weakly contains the 1-dimensional identity representation Id. Arguing similarly as
in the proof of Corollary 2.5, we obtain that 1 ∈ σ(Pµ). So Pµx = x for a nonzero
x ∈ H. But this implies that π(g)x = x for all g ∈ G [6, Proposition 2.1]. Therefore
π contains Id.

(2) ⇒ (1) for spread out µ: This follows immediately from Theorem 2.8 and the
fact that if a continuous unitary representation π of a group with Property T weakly
contains a continuous 1-dimensional representation χ, then π contains χ.
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3 The Asymptotic Behaviour of Pn
µ

In [6] Derriennic and Lin proved that if µ is an aperiodic spread out probability
measure on a locally compact group then for every continuous unitary representa-
tion π the powers Pn

µ converge in the strong operator topology to the orthogonal
projection onto the subspace of the fixed points of π. When G is abelian or compact

the result remains true without the assumption that µ be spread out. According to
[16, 17, 20] this assumption can be also disposed of for certain classes of noncom-
pact nonabelian groups: [SIN] groups [16], metrizable nilpotent groups [17], some
solvable algebraic groups [20]. We will see below that for nilpotent groups the as-

sumption of metrizability is redundant. It remains an open question whether the
result holds for any (regular) aperiodic probability measure on any locally compact
group.

In [1] Akcoglu and Boivin showed that when T is any contraction in a Hilbert
space then there exists another contraction R and an isometry U such that s-limn→∞

(Tn − U nR) = 0. The result of Derriennic and Lin tells us what U and R are when

T = Pµ where µ is spread out and aperiodic. This raises not only the question what
happens when µ fails to be spread out but also the question what happens when µ is
no longer assumed aperiodic.

The only known proof of the extension of the result of Derriennic and Lin to arbi-
trary aperiodic probability measures on nilpotent groups relies on the direct integral
decomposition combined with the fact that nilpotent groups are identity excluding.

Using our observation that nilpotent groups are strongly identity excluding more can
be achieved: one can completely describe the asymptotic behaviour of the powers Pn

µ

for any adapted probability measure µ.

To do this we will need the following version of a result of Lin and Wittmann [17,
Theorem 2.2]. Recall that Nµ denotes the smallest closed normal subgroup of G such
that µ is carried on a coset of Nµ. For a given continuous unitary representation in

a Hilbert space H we will write Eµ for the orthogonal projection onto the subspace
Nµ = {x ∈ H ; π(g)x = x for every g ∈ Nµ}.

Theorem 3.1 Let a ∈ G be an element with µ(aNµ) = 1. The following two condi-

tions are equivalent:

(1) s-limn→∞

(

Pn
µ − π(a)nEµ

)

= 0 for every continuous unitary representation π;

(2) s-limn→∞ Pn
µ = 0 for every continuous irreducible unitary representation π of di-

mension greater than 1.

Proof (1) ⇒ (2) Since Nµ E G, Nµ = {x ∈ H ; π(g)x = x for every g ∈ Nµ} is a
π-invariant subspace of H. Hence, if π is irreducible then Nµ = {0} or Nµ = H. If

Nµ = H then Nµ ⊆ Ker π and so π would give rise to an irreducible representa-
tion of G/Nµ. But this is impossible because dim π > 1 and G/Nµ is abelian by
Proposition 1.6 in [6]. Hence, Nµ = {0} and so s-limn→∞ Pn

µ = 0.

(2) ⇒ (1) Since Nµ is an invariant subspace on which Pµ = π(a), it suffices to
prove that s-limn→∞ Pn

µ = 0 for every continuous unitary representation π with
Nµ = {0}.
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Suppose first that G is second countable (which is the same as metrizable because
G is σ-compact). Then to apply the direct integral argument of Lin and Wittmann

[17, proof of Theorem 2.2] one just needs to observe that the only 1-dimensional
representations ϕ that can possibly occur in the direct integral decomposition of π are
those with Nµ 6⊆ Ker ϕ (because Nµ = {0}). For such 1-dimensional representations
one has ‖Pµ‖ = ‖

∫

G
ϕ(g)µ(dg)‖ < 1 and so limn→∞ ‖Pn

µ‖ = 0. This proves the

claim for second countable groups.

When G is not necessarily second countable, then G, being σ-compact, contains
arbitrarily small compact normal subgroups K with G/K second countable [10, The-

orem 8.7]. Let x ∈ H and ε > 0 be given. Then we can find a compact normal
subgroup K such that G/K is second countable and ‖x − π(k)x‖ ≤ 1

2
ε for all k ∈ K.

Let ωK be the normalized Haar measure of K and consider PωK
, the ωK -average of

π. We have ‖(I − PωK
)x‖ ≤ 1

2
ε. Moreover, PωK

is the orthogonal projection onto

a π-invariant subspace H ′. H ′ is the subspace of the fixed points of K. Let π ′ and
P ′

µ denote the restrictions of π and Pµ to H ′. Then π ′ can be considered a contin-
uous unitary representation of the second countable group G/K. Moreover, every
continuous irreducible unitary representation of G/K can be lifted to a continuous

irreducible unitary representation of G and so assumption (2) is true for G/K and the
adapted measure µ ′ which is the canonical image of µ in G/K. By the result for sec-
ond countable groups it follows that s-limn→∞ Pn

µ ′ = 0 where Pµ ′ is the µ ′-average of

π ′. But Pµ ′ =P ′
µ. Hence, ‖Pn

µx‖ ≤ ‖Pn
µ(I−PωK

)x‖+‖Pn
µPωK

x‖ ≤ 1
2
ε+‖Pn

µ ′PωK
x‖ ≤ ε

for large enough n.

Using [17, Theorem 2.1] it can be seen that Theorem 3.1 implies the result of Lin
and Wittmann [17, Theorem 2.2] (without their assumption of metrizability): when

µ is aperiodic then Pn
µ converges strongly for every continuous unitary representation

if and only if Pn
µ converges strongly for every continuous irreducible unitary repre-

sentation.

Combining Theorem 3.1 and Corollary 2.4 we obtain:

Theorem 3.2 If G is strongly identity excluding then s-limn→∞

(

Pn
µ − π(a)nEµ

)

= 0
for every continuous unitary representation π and every a ∈ G with µ(aNµ) = 1.

Theorem 3.3 If µ is a spread out probability measure and G has Property T, then

limn→∞ ‖Pn
µ − π(a)nEµ‖ = 0 for every continuous unitary representation and every

a ∈ G with µ(aNµ) = 1.

Proof As Nµ is invariant under π, so is N⊥
µ . Let π ′ and P ′

µ denote the restrictions

of π and Pµ to Nµ, and π ′′ and P ′ ′
µ their restrictions to N⊥

µ . Since P ′
µ

n
= π ′(a)n, it

suffices to show that limn→∞ ‖P ′ ′
µ

n‖ = 0.

Suppose that limn→∞ ‖P ′ ′
µ

n
‖ 6= 0. Then by Theorem 2.8 π ′′ weakly contains a

1-dimensional representation given by a continuous character χ with Ker χ ⊇ Nµ.
Property T implies that there exists a nonzero x ∈ N⊥

µ such that π ′ ′(g)x = χ(g)x
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for all g ∈ G. In particular, π ′ ′(g)x = x for all g ∈ Nµ. So x ∈ Nµ which is a
contradiction.

Motivated by the result of Derriennic and Lin one may wonder whether, at least for
spread out µ, the asymptotic behaviour described in Theorem 3.2 can be proven for
arbitrary locally compact groups, in particular, for any adapted µ on any countable

G. The following example shows that this is not the case. The example was suggested
to us by M.-D. Choi.

Example 3.4 Let {e j} j∈Z be the standard basis of H = l
2
(Z) and let u and v be the

unitary operators in H defined by

ue j = e j+1, j ∈ Z,

ve j = e j+1, j ∈ Z − {0},

ve0 = −e1.

Define G to be the group generated by u and v. When g ∈ G, then g has the form

g = uε1

1 uε2

2 · · · uεn
n where ui ∈ {u, v} and εi ∈ {±1}. So ge j = εe j+k with ε = ±1

and k = |{i ; εi = 1}| − |{i ; εi = −1}|. In particular, it follows that every
element of the derived group [G, G] is diagonalized by the basis {e j} j∈Z. Thus [G, G]
is abelian and so G is solvable. It is routine to show that every linear operator in H

which commutes with both u and v is a multiple of the identity operator. Hence, the
natural representation π(g) = g of G in H is irreducible. Let µ =

1
2
δu + 1

2
δv. Then

Pµ =
1
2
u+ 1

2
v and it follows that Pn

µe1 = en+1 for every n ∈ N. Thus s-limn→∞ Pn
µ 6= 0

and the conclusion of Theorem 3.2 is false here.

Remark 3.5 The asymptotic behaviour of Theorem 3.2 can be established also under
different hypotheses. For example, when the measure µ̃(A) = µ(A−1) is spread out
and defines an ergodic random walk, or when G is second countable and µ defines a

recurrent random walk.

4 Countable Amenable Identity Excluding Groups

The goal of this section is to provide a characterization of countable amenable iden-
tity excluding groups and discuss some of their properties.

Let G be a group. An element g ∈ G is called an FC-element [22, Chapter 4.3]
if the conjugacy class of g is finite. The set F(G) of FC-elements is a characteristic

subgroup of G, called the FC-centre. A group which coincides with its FC-centre is
called an FC-group; a group for which F(G) is trivial (i.e., every nontrivial conjugacy
class is infinite) is called an ICC group.

The class of FC-groups includes abelian groups and direct products of finite

groups. It is closed with respect to forming subgroups and quotients; moreover,
extensions of finite groups by FC-groups are FC-groups. Standard examples of ICC
groups are free groups on 2 or more generators and groups of finite permutations
of infinite sets. Certain solvable groups are ICC groups, e.g., the ax + b group and
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the group from our Example 3.4. Moreover, every infinite simple group is an ICC
group.1

For any group there exists a transfinite series of characteristic subgroups

{e} = F0(G) ≤ F1(G) ≤ F2(G) ≤ · · · ≤ Fα(G) ≤ · · ·

indexed by ordinals α, such that Fα+1(G) = {g ∈ G ; gFα(G) ∈ F(G/Fα)} for
every α (in particular, F1(G) = F(G)), and that for every limit ordinal α, Fα(G) =
⋃

β<α Fβ(G). This series is called the upper FC-central series of G [22, Chapter 4.3].
Since the cardinality of G cannot be exceeded, there exists an ordinal γ whose cardinal

number is at most that of G and such that Fα(G) = Fγ(G) for every α ≥ γ. The
smallest γ with this property is called the length of the upper FC-central series and the
terminal subgroup F̂(G) = Fγ(G) is called the FC-hypercentre of G. If G coincides
with its hypercentre, it is called FC-hypercentral. An FC-hypercentral group whose

upper FC-central series has finite length is called FC-nilpotent.

Remark 4.1 G/F̂(G) is an ICC group. A nontrivial FC-hypercentral group has a
nontrivial FC-centre. A group is FC-hypercentral if and only if it does not admit a

nontrivial ICC group as a quotient.

Of course, every FC-group and every nilpotent group is FC-nilpotent. Direct
products of nilpotent groups are FC-hypercentral but they need not be FC-nilpotent
[22, Corollary 2, p. 131]. Subgroups, quotients, and finite extensions of FC-hyper-
central (resp., FC-nilpotent) groups are FC-hypercentral (resp., FC-nilpotent). Ex-

tensions of finite groups by FC-hypercentral (resp., FC-nilpotent) groups are FC-
hypercentral (resp., FC-nilpotent). The class of FC-hypercentral groups is closed
under forming direct products.

Theorem 4.2 ([8, 18]) The following conditions are equivalent for a finitely generated

group G:

(i) G is FC-hypercentral.

(ii) G is FC-nilpotent.

(iii) G contains a nilpotent subgroup of finite index.

As the example of an infinite direct product of finite nonabelian simple groups

shows, in general, an FC-nilpotent group need not contain any nilpotent subgroups
of finite index.

Recall that a (discrete) group is said to have polynomial growth if for every finite

subset A ⊆ G there exists a polynomial p such that |An| ≤ p(n) for every n ∈ N.
According to a theorem of Gromov [9] a finitely generated group has polynomial
growth if and only if it contains a nilpotent subgroup of finite index. We thus have:

Corollary 4.3 Every FC-hypercentral group has polynomial growth. A finitely gener-

ated group has polynomial growth if and only if it is FC-nilpotent.

1This is an immediate consequence of the following characterization of ICC groups communicated to
us by László Babai: G is ICC if and only if it has no nontrivial finite normal subgroups and every normal
subgroup of finite index has trivial centre.
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We note that there exist groups of polynomial growth, even locally finite groups,
which are not FC-hypercentral; such is the group of finite permutations of an infinite

set.

Theorem 4.4 Every FC-hypercentral group is identity excluding.

Proof Let π be an irreducible unitary representation of an FC-hypercentral group
G in a Hilbert space H. Suppose that π weakly contains the 1-dimensional identity
representation Id, i.e., there is a net xi of unit vectors in H with limi ‖π(g)xi −xi‖ = 0

for every g ∈ G. Now, the group G̃ = π(G) is FC-hypercentral. Let u ∈ F(G̃), C be
the (finite) conjugacy class of u, and let T =

1
|C|

∑

c∈C c. As for every g ∈ G̃ the inner

automorphism g · g−1 permutes the elements of C , it follows that gTg−1
= T for all

g ∈ G̃. Since G̃ acts irreducibly on H this means that T = τ I for some τ ∈ C. But
|τ −1| = ‖Txi −xi‖ ≤ 1

|C|

∑

c∈C ‖cxi −xi‖ → 0. Hence, τ = 1, i.e., 1
|C|

∑

c∈C cx = x

for every x ∈ H. This implies that cx = x for all c ∈ C and x ∈ H, in particular, u = I.
Thus F(G̃) is trivial, and so G̃ is trivial by Remark 4.1. This means that π = Id.

Theorem 4.5 A countable group is amenable and identity excluding if and only if it is

FC-hypercentral.

Proof Recall that every group of polynomial growth is amenable. Hence, in view
of Theorem 4.4 and Corollary 4.3 it remains to show that every countable amenable

identity excluding group G is FC-hypercentral. Now, if G is not FC-hypercentral,
then by Remark 4.1 G admits a nontrivial ICC group as a quotient. Therefore it
suffices to show that a nontrivial countable amenable ICC group is not identity ex-
cluding. The following (standard) proof was communicated to us by E. Kaniuth.

Let G be a nontrivial countable ICC group. Consider the left regular representa-
tion λ of G and the associated representation Λ of the group C∗-algebra C∗(G). It is

well known that Λ is a factor representation. Now, the kernel of a factor representa-
tion is a prime ideal [7, 5.7.6] and since C∗(G) is separable, the kernel of Λ is also a
primitive ideal [7, 3.9.1]. Thus there exists a irreducible representation Π of C∗(G)
which is weakly equivalent to Λ. This means that the irreducible representation π of

G associated with Π is weakly equivalent to λ. But when G is amenable then λ weakly
contains Id. Hence π also weakly contains Id and so G is not identity excluding.

Corollary 4.6 The following conditions are equivalent for a finitely generated group G:

(i) G is amenable and identity excluding;

(ii) G has polynomial growth;

(iii) G contains a nilpotent subgroup of finite index;

(iv) G is FC-nilpotent.

Our last goal is to show that every adapted random walk on every countable
amenable identity excluding group is ergodic.

Let G be a countable group. Recall that a random walk of law µ on G is called
ergodic if for every g ∈ G, limn→∞ ‖ 1

n

∑n
i=1 µi − δg ∗

1
n

∑n
i=1 µi‖ = 0. An ergodic
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random walk is necessarily adapted (i.e., µ is adapted) and it is well known that er-
godic random walks can exist only on amenable groups. However, while on some

amenable groups every adapted random walk is ergodic, others admit both ergodic
and non-ergodic adapted random walks [15]. The most general class of countable
groups for which the former is known to be true is the class of finite extensions of
nilpotent groups, which is a proper subclass of the class of countable amenable iden-

tity excluding groups.

A bounded function h : G → C is called µ-harmonic if for every g ∈ G, h(g) =
∫

G
h(gg ′)µ(dg ′). Ergodicity of the random walk of law µ is equivalent to the condi-

tion that every bounded µ-harmonic function is constant [21]. Let Hµ denote the
space of the bounded µ-harmonic functions. Hµ is a subspace of L∞(G) which is
invariant under the usual left action of G on L∞(G). The representation of G given

by this action on Hµ will be called the µ-representation.

Lemma 4.7 Let µ be a probability measure on a countable group G such that G =

SµS−1
µ where Sµ denotes the semigroup generated by the support of µ. It follows that the

FC-centre F(G) is contained in the kernel of the µ-representation.

Proof By [2, Théorème IV.1] or [11, Proposition 3.1 and p. 117], for h ∈ Hµ and
g ∈ F(G) we have h(tg) = h(t) for every t ∈ G. Since F(G) E G, for every h ∈ Hµ

and g ∈ F(G) we obtain: (gh)(t) = h(g−1t) = h(tt−1g−1t) = h(t) for all t ∈ G.
Thus g is contained in the kernel of the µ-representation.

Theorem 4.8 Every adapted random walk on a countable amenable identity excluding

group is ergodic.

Proof Let N be the kernel of the µ-representation, ϕ : G → G/N the canonical
homomorphism, and µ ′ the measure µ ′(A) = µ

(

ϕ−1(A)
)

on G/N . µ ′ is adapted.

Since G/N has polynomial growth, by [12, Theorem 5.6] we have that G/N = Sµ ′S−1
µ ′

where Sµ ′ is the semigroup generated by supp µ ′. Hence, by Lemma 4.7, F(G/N) is

contained in the kernel of the µ ′-representation of G/N .

Now, when h ∈ Hµ then h = h ′ ◦ ϕ for some h ′ ∈ Hµ ′ . Hence, ϕ−1
(

F(G/N)
)

must be contained in the kernel of the µ-representation, i.e., in N . But this means
that F(G/N) is trivial and so G/N is trivial by Remark 4.1. So N = G which implies
that every h ∈ Hµ is constant.
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