
FUNCTIONS WHICH HAVE GENERALIZED 
RIEMANN DERIVATIVES 

C. KASSIMATIS 

1. Introduction. Letf(x) be a measurable function denned in the interval 
(a, b), and let 

An(x, 2h;f) = £ (- l ) - ' ( *) / (* + 2jh - nh) (h > 0; n = 1, 2, . . .). 

If the limit of (2h)~n An(x, 2h;f) exists and is finite at the point x, as h —•> 0, 
it is called the wth generalized Riemann derivative of f(x) at the point x, 
Dnf(x). Considering the upper and lower limits of the above expression we 
can similarly define the upper and lower nth generalized Riemann dérivâtes, 
Dnf(x) and Dnf(x) respectively. If Dnf(x) = Dnf(x), their common value is 
the nth generalized Riemann derivative Dnf{x). 

If two functions F(x) and G(x) are such that the nth ordinary derivative 
of F(x) — G(x) is equal to zero then F(x) and G{x) differ by a polynomial of 
degree at most n — 1. The main purpose of this paper is to study the relations 
between two functions F(x) and G(x) where the nth generalized Riemann 
derivative of the continuous function F(x) — G{x) is equal to zero, first for 
derivatives of second order and later for derivatives of higher order. 

In the case n = 2, if D2(F — G) = 0 then F{x) — G(x) is linear. This 
follows from Denjoy's work. In order to form a background for a study of 
the cases in which n > 2 we first give a proof for n = 2 in conformity with 
our notations and methods. It turns out that for n > 2 additional conditions 
must be imposed on F(x) — G(x) to ensure that Dn(F — G) = 0 makes 
F(x) — G(x) a polynomial of degree at most n — 1. These conditions are 
considered in §4. Our main result is Theorem 4.2. 

2. Definition of the operators H2 and Hz. Let F(x) be a single valued 
function defined over a given domain. Then 

(2.1) H2(F: a, A y) = F(y) - ^=^ F(fi) - ^ ^ F(a), 
p — a a — p 

(3 - j 8 ) ( a - Y ) , . 
( « - 0 ) ( « - 7 ) n a ; ' 
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where a, 0, 7, ô are on the domain of F(x), and a, /3, 7 are distinct points except 
in the case of H2 when 7 may coincide with a or with /J. The operator Jfln is 
defined in §4 (Definition 4.1). 

3. The fundamental theorem for n = 2. If F(x) and G(x) are defined on 
[a, b] and are such that F(x) — G(x) is continuous on [a, b], and D2(F — G) = 0 
a£ a// points of {a, 5), /&e» 

-H^CF: #i, x2, x3) = # 2 (G: xh x2, x3) 

/or e^ery /^ree points of [a, 6] wiJ& Xi ^ x2. 

This theorem has been proved for the case where F(x) and G(x) are both 
continuous by James (3) and by Jeffery (4) where use is made of convex 
functions. In our proof no use is made of convex functions. 

In order to prove the fundamental theorem for n = 2 we need the following 
result due to Denjoy (2, pp. 18-19). We give a proof in conformity with the 
notations and methods which we shall use for n > 2. 

THEOREM 3.1. Let D2f(x) and D2f(x) be the upper and lower second generalized 
Riemann dérivâtes of f(x) which is continuous on [a, b]. Then, for every three 
distinct points of [a, b], X i , X21 X3, 

(3.1) inf &f{x) < lHi{S-stXi'Xi\ < supD'fix). 
a<x<b \Xz — Xi) yX% — X2) a<x<b 

To establish this theorem we consider the function 

(3.2) g(x) = Hi(f: xi, x2, x3, x) (a < x < b). 

According to (2.2), g(xi) = g(x2) = gixz) — 0- Let us assume X\ < x3 < x2. 
Then, the continuous function g(x) attains a non-negative maximum at some 
point q of the interval (xi, x2); this is obvious if g(x) > 0 at one point of 
(xi, x2). The point q may coincide with x3, as it happens when g(x) < 0 at all 
points of (xi, x2). Consequently 

[g(q + 2h) - g(q)] - [g(q) - g(q - 2h)] < 0, 

whence, according to (2.1) 

(3.3) (2h)~2H2(g: q-2h,q,q + 2h) < 0 

for any h, 0 < 2h < min (q — Xi, x2 — q). 
Returning now to (3.2) we can obtain by simple computation 

(3 4) H2(g: ph p2, pz) = H2(f:php2,pz) _ H2(f: xh x2, x3) 
(pz — Pi)(pz — P2) (pz — pi)(pz — P2) (x3 — xi)(x3 — x2) 

where pi, p2, pz are three arbitrary distinct points. Thus, setting pi = q — 2h> 
P2 = q, ps = q + 2h: 
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ton i?2(g: q-2h,q,q + 2ft) H2(f: q - 2h, g, g + 2ft) 
{6'b) (2ft)2 ~ (2h)2 

_ 2H2(f:xhX2,xz) 
(xz - Xi) (xz - x2) ' 

Relations (3.3) and (3.5) combine to give 

/3 6N H2(f:g - 2h,q,q + 2ft) < 2H2(f: xh x2, xz) 
(2ft)2 ^ {xz — Xi) (xz — x2) ' 

Considering a sequence of ft for which the left side of (3.6) tends to the upper 
second generalized Riemann derivate of f(x) &t the point g, D2f(q), we have 

^ (xz — Xi) (xz — x2) 

and consequently 

(3.7) inf D>f(x) < 2Sï£££dE**îL . 
a<x<b \Xz — X\)\Xz — X2) 

By a similar argument dealing with the minimum attained by the con
tinuous function g(x) on the interval (xi, x2)f we arrive at the relation 

(3.8) sup D2f(x) > *im^^x*) . 
a<x<b (Xz — Xi) {Xz - X2) 

Relations (3.7) and (3.8) establish Theorem 3.1. 
In proving relation (3.1) we assumed Xi < xz < x2. However, (3.1) holds 

for Xi, x2, Xz arbitrary but distinct since the expression 

2H2(J:xh x2} Xz) 
(xz — Xi) (xz — x2) 

remains invariant under all permutations of xi, x2, xz. 
In order to prove the fundamental theorem for n — 2 we consider the 

functions F(x) and G(x), where F(x) — G(x) is continuous on [a, b] and 
D2(F- G) = 0 at all points of (a, b). Then, by (3.1) 

2H2(F — G:xh x2} x3) = ~ 
(xz — Xi) (xz — x2) 

for every three distinct points of [a, b], xi, x2, Xz. It follows that 

H2(F — G: xi, x2, xz) = 0 

whence, according to (2.1) 

H2(F: xi, x2, Xz) = H2(G: xu x2, Xz). 

4. The fundamental theorem for n > 2. The fundamental theorem 
fails for n = 3 as we can easily show by considering two functions F(x) and 
G(x) that are defined on the interval [— 2, + 3] and are such that F(x) 
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—G(x) = |x|. The function |x| is continuous on [— 2, + 3] and is such that Dz\x\ 
= 0 at all points of (— 2, + 3). Yet, iJ3( |x|: — 1, 0, 1, 2) is not zero as can be 
seen by applying (2.2). Similarly, relation (3.1) fails, becauseiJ3(|x|: — 1, 0, 1, 
2) 7*0. 

As we have mentioned in §1, in order to generalize the fundamental theorem 
we must impose additional conditions on the difference F(x) — G(x). One 
procedure is to impose conditions on the generalized Riemann derivatives of 
F(x) — G(x); in this way, we can show the following: 

THEOREM 4.1. If F(x) and G(x) are defined on [a, b] and are such that at every 
point of (a, b), DZ(F - G) = 0, D2(F - G) exists, and Dl(F - G) exists, 
then 

Hz(F: xi, x2, x3, x4) = HZ(G: Xi, x2, x3, x4) 

for every four points Xi, x2, #3, X4 of [a, b], the first three being distinct. 

Remark 4.1. We can make Theorem 4.1 stronger by replacing the existence 
of D2(F — G) with the weaker condition that 

lim (2h)~1H2(F - G: x - 2h, x, x + 2h) = 0 

at every point x of (a, b). 

LEMMA 4.1. If {2h)~1 H2(f: x — 2h, x, x + 2h) tends to zero with h for every 
x G (a, b), and if Dlf(x) exists at every point x of (a, b), then the derivative 
exists at every point x of (a, b) : in fact 

£f(x) = D'fix). 

It follows thatf(x) is continuous on [a, b]. 

The truth of this lemma follows from the identities 

+ (4fe)-x[/(x + 2ft) - 2f(x) +f(x - 2/0] 
= (4A)_1l/(* + 2h) -f{x - 2h)] - ( - 2h)-1[f(x - 2h) - / ( * ) ] , 

-l(±h)-l\j{x + 2h) - 2/(x) + / ( * - 2ft)] 
= (4ft)"'[/(x + 2ft) - / ( * - 2ft)] - (2ft)-1[f(=c + 2ft) - / (*) ] . 

Taking limits as ft —> 0 (ft > 0), we get 

0 = D'fix) - £f(x). 

In order to prove Theorem 4.1 we observe that the function F(x) — G(x) 
satisfies the conditions of Lemma 4.1, and consequently its derivative exists 
everywhere on (a, b). Then, according to a theorem of Verblunsky (6, p. 
393), together with the condition that DZ(F — G) = 0 everywhere on (a, 6), 
we conclude that F(x) — G(x) is a polynomial of degree at most 2 on [a, b]. 
We have by direct application of (2.2) 
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H3(F: xi, x2, Xz, x4) = H3(G: Xi, x2, x3, x4). 

We now determine a set of conditions, different from those of Theorem 4.1, 
under which HZ(F: Xi, x2, x3, x4) = HZ(G: Xi, x2, x3, x4). 

DEFINITION 4.1. Let F(x) be any single valued function defined over a 
given domain. Then we define 

v^1 Fix ) 
Hn(F: xi, x2t . . . , oh, ocn+i) = wn+1(xn+1) . 22 ~7—r~\ (n = 0, 1, 2, . . .) 

where 
n 

Wn+i (y) =Tl(y - xt), 
i=l 

and the "primes" denote ordinary differentiations. For n = 1, the above 
relation reads 

H^FixuXt) = F(x2) - Ffa); 

for n = 0, we have Ho(F: xi) — F(xi). 
Now, let/(x) be defined and continuous on [a, 6], and suppose that 

ini Dnf(x) snd sup Dnf(x) 
a<x<b a<x<J) 

are finite. 
Set 

(4.1) g{x) = Hn+i(J: xi, x2, . . . , xn+1x) (a < x < b), 
(4.2) y(x, h) = Hn_2(g: x — nh + 2h, x — nh + 4:h, . . . , x + nh — 2h) 

( A > 0 ) 

where Xi, x2, . . . , xra+i are n -\- 1 arbitrary points of [a, £] such that Xi < X2 
< . . . < xn < xn+i. 

I t follows directly from (4.1) that g(xt) = 0, where i = 1, 2, . . . , n + 1. 
Consequently, the continuous function g[x) attains n extrema, each of which 
is an absolute extremum over one of the intervals (x^, x ; + i) , (J = 1, 2, . . . , n). 

Let q be the point of (xi, x2) at which g(x) attains its absolute extremum 
over the interval (xi, x2). Then, for h fixed and small, we can find two points 
x' and x" of the intervals (xi, q) and (g, x2) respectively, such that 

[g(*' + *) " g(x'- h)] [g(x" + ft) - g(*"- ft)] < 0 

where x' + ft = g = x" — ft. The function #i(x, ft) = g(x + ft) — g (x — ft) is 
continuous in x for A fixed. It follows that u\(x, ft) vanishes at some point of 
the interval [xf, x"] (xi < x' < x" < x2), because ui(x, h) changes sign 
between x' and x". 

Dealing in a similar way with the absolute extrema of g(x) over the remaining 
n — 1 intervals (xs, x8+i) (s = 2, 3, . . . , n), we conclude that the function 
Wi(x, ft), for ft fixed and small, vanishes at n points of the interval (xi, xn+1). 

Applying successively the same argument to the functions 

ut(x, ft) = ut-.\{x + ft, ft) — ut-i(x — h, h) (/ = 2, 3 , . . . , » — 2), 
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we conclude that the function y(x, ft) = un-2(x, ft), for ft fixed and small, 
vanishes at three distinct points of the interval (xi, xn+i), Lh, Mh, and Nh 
with Lh < Mh < Nh. It follows then that the function y(x, ft), which is con
tinuous in x, attains an absolute non-negative maximum at some point Qh 

of the interval (Lh, Nh) if y(x, ft) > 0 at one point of (Lh, Nh). The point Qh 

may coincide with Mh if y(x, ft) < 0 at all points of (Lh, Nh). Similarly, 
y(x, ft) attains an absolute non-positive minimum at some point Rh of the 
interval (Lh, Nh) and Qh 9^ Rh- Consequently 

y(Qh + 2ft, ft) - y(Qh, ft) < 0, y(Qh - 2ft, ft) - y(Qhi ft) < 0 

whence 
(4.3) y(Qh + 2ft, ft) - 2y{Qh, ft) + y(Qh - 2ft, ft)< 0 

for any ft, 0 < 2h < min (Qh - Lh, Nh - Qh). 
Relations (4.2) and (4.3) combine to give 

(4.4) (2h)-nHn(g: Qh - nh, Qh - nh + 2ft, . . . , Qh + nh) < 0 (ft > 0). 

Dealing in a similar way with the point Rh, we obtain 

(4.5) (2h)-nHn(g: Rh - nh, Rh - nh + 2ft, . . . , Rh + nh) > 0 (ft > 0) 

for any ft, 0 < 2ft < min (Rh — Lh, Nh — Rh). 

DEFINITION 4.2. The continuous function f(x) belongs to the class Kn of 
continuous functions if for arbitrary e there exist ft' and h", satisfying (4.4) 
and (4.5) respectively, such that the expressions 

(2hTnHn(f: Qh. - nh', Qh. - nh' + 2ft', . . . , & ' + nh') 
( } (2h"ynHn{f: Rh„ - nh", Rh„ - nh" + 2ft", . . . , Rh„ + nh") 

lie in the interval [inf Dnf{x) — e, sup Dnf(x) + e] (a < x < b). 

THEOREM 4.2. If the continuous function fix) belongs to the class Kn of con
tinuous functions on [a, b], then 

(4.7) inf £»/(*) < ^ / L ^ - - - . ^ ) < g u p ôy{x) 
a<x<b \%n+l — Xl) \Xn+l ~ %2) . . . Vxn+1 ~* %n) a<x<b 

for every n + 1 distinct points of [a, b], Xi, x2, . . . , xn+i. 

Consider the identity 

Hnjg'.pl, • • « , pn+l) = Hn{f\pi, . . . , pn+1) 

(4 8) ^+1 ~ ^ ' ' ' ^U+1 ~~ ^ ^H+1 ~~ £*) — ' ^n+1 — ^ 
Hn(f:xi, . . . ,xn+1) 

ixn+1 - xi) . . . (xn+1 - xn) 
where pi, pi, . . . , pn+i are n + 1 arbitrary distinct points. We substitute 
p\ = Qh' ~ nh', p2 ~ Qn — in — 2)h'', . . . , pn+i = Qh> + nh' and thus we 
obtain 
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Hn(g: Qy - nh\ . . . , Q* + nh') Hn(f:Qk> - nh',. . . ,Qh>+nh') 
(4.9) (2ti)n (2ti)n 

__ n\Hn(f:xh . . . ,xn+1) 
(xTO+1 - xi) . . . (xn+i - xra). 

Similarly, we substitute in (4.8) pi = Rh„ - nh",p2 = Rh„ — (n — 2)h"', . . ., 
pw+i = i?ft„ + w&", and thus we obtain 

Hn(g: Rh„ - nh" . . , R*. + nh") Hn(f: R*.. - nh" . . , Rh„ + nh") 

W)n " Wf 
(4.10) _ n\Hn(f:xh...,xn+1) 

(xn+i — xi) . . . (xn+i — xn) ' 
Relations (4.4), (4.5), (4.9), (4.10) combine to give 

Hn(f: Qn> - nh', . . . , Qh> + nh') n\Hn(f:xh . . . , xn+l) 
(2ft Y ^ (xn+i - xi) ; . . (#n+1 — xn) 

^Hn(f'-R*>>-nh"i:..,Rh„+nh") 

whence Theorem 4.2 follows because the expressions (4.6) lie in the interval 
[inf Dnf{x) - e, sup Dnf(x) + e] (a < x < b). 

THEOREM 4.3. If F(x) and G(x) are defined on [a, b] and are such that F{x) 
— G(x) belongs to the class Kn, and Dn(F — G) = 0 at all points of (a, b), then 

Hn(F: xi, . . . , xn+1) = Hn(G: xh . . . , xn+1) 

for every n + 1 points of [a, b], Xi, . . . , xn+i, where Xi, . . . , xn are distinct 
points. 

To prove this theorem we consider the functions F(x) and G(x) where 
F(x) — G{x) belongs to the class Kn and is such that Dn(F — G) = 0 for 
a < x < b. Then according to (4.7) Hn(F — G: Xi, . . . , xn+i) = 0. It then 
follows from the definition 4.1 that 

Hn(F: xh . . . , xn+1) = Hn(G: xh . . . , xn+1). 

5. Additional remarks. Theorem 4.2 reduces to Denjoy's theorem 3.1 
for n = 2. Indeed, let f(x) be defined and continuous on [a, b] and suppose 
that 

inf D2f(x) and sup D2f(x) 
a<x<b a<x<b 

are finite. Putting n = 2 in relations (4.1) and (4.2) we obtain 

g(x) = H3(J:xi,X2,Xt,x) 
(a < x < b) 

y(x,h) = H0(g:x) 
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whence, by the definition 4.1, we have y(x,h) = g(x). Consequently, the 
roots and the extrema of y(x, h) are independent of h and are identical with 
those of the function g(x), respectively. The expressions that correspond to 
(4.6) are obtained by setting n = 2, and thus we get 

(2h)~2H2(f: Q-2h,Q,Q + 2h) 
(5.1) 

(2hy2H2{f: R-2h,R,R + 2h). 

Due to the fact that D2f(Q), D2f(Q), D2f{R), D2f(R), lie in the interval 
[inf D2f(x), sup D2f(x)] (a < x < b), it follows that for arbitrary e there 
exist values of h for which the expressions (5.1) lie in the interval [inf D2f(x) 
— e, sup D2f(x) + e] (a < x < b). Consequently, the arbitrary continuous 
function f{x) belongs to the class K2 and we conclude that the class K2 is 
identical with the class of all continuous functions of x. Thus, Denjoy's theorem 
3.1 as well as the fundamental theorem for n = 2 are particular cases of the 
general theorems 4.2 and 4.3, respectively. 

Further, it is easy to show that if the function f(x) possesses an nth ordinary 
derivative or a de La Vallée Poussin derivative of order n, f(n)(x) (5, p. 1), 
at every point x of (a, i ) , then/(#) belongs to the class Kn of continuous func
tions. Indeed, in both these cases the function/(x) possesses an nth generalized 
Riemann derivative Dnf(x) equal to the nth ordinary derivative, or to/(n)(#), 
respectively, at every point x of (a, b). Moreover, it is known (1, p. 207) that 
in either of these cases the expression (2h)~n Hn(J: x — nh, x — nh + 2h, . . . , 
x + nh)y where a < x—nh < x + nh < b, lies in the interval [inf Dnf(x), sup 
Dnf(%)] (a < x < b). It then follows that the function f(x) belongs to the 
class Kn. 
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