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#### Abstract

In this paper, we study the orthogonalities of Hecke eigenvalues of holomorphic cusp forms. An asymptotic large sieve with an unusually large main term for cusp forms is obtained. A family of special vectors formed by products of Kloosterman sums and Bessel functions is constructed for which the main term is exceptionally large. This surprising phenomenon reveals an interesting fact: that Fourier coefficients of cusp forms favor the direction of products of Kloosterman sums and Bessel functions of compatible type.


## 1. Introduction

The characters on residue classes modulo $q$ (the additive and the multiplicative characters) enjoy the following orthogonality properties:

$$
\begin{align*}
\frac{1}{q} \sum_{a(\bmod q)} e\left(\frac{a(m-n)}{q}\right) & = \begin{cases}1 & \text { if } m \equiv n(\bmod q) \\
0 & \text { otherwise }\end{cases}  \tag{1.1}\\
\frac{1}{\phi(q)} \sum_{\chi(\bmod q)} \chi(m) \bar{\chi}(n) & = \begin{cases}1 & \text { if } m \equiv n(\bmod q) \\
0 & \text { otherwise }\end{cases} \tag{1.2}
\end{align*}
$$

the latter for $(m n, q)=1$. In analytic number theory, these properties manifest in the following forms

$$
\begin{align*}
& \frac{1}{q} \sum_{a(\bmod q)}\left|\sum_{n \leqslant N} a_{n} e\left(\frac{a n}{q}\right)\right|^{2}=\left(1+O\left(\frac{N}{q}\right)\right) \sum_{n \leqslant N}\left|a_{n}\right|^{2}  \tag{1.3}\\
& \frac{1}{\phi(q)} \sum_{\chi(\bmod q)}\left|\sum_{n \leqslant N} a_{n} \chi(n)\right|^{2}=\left(1+O\left(\frac{N}{q}\right)\right) \sum_{\substack{n \leqslant N \\
(n, q)=1}}\left|a_{n}\right|^{2} \tag{1.4}
\end{align*}
$$

where $a_{n}$ are arbitrary complex numbers. Owing to the considerable cancellation of terms which these formulas reveal, we can say that a fixed sequence $\alpha=\left(a_{n}\right)$ is almost orthogonal to almost all characters.

Much stronger effects of orthogonality are observed for primitive characters to various moduli (conductors), specifically we have

$$
\begin{equation*}
\sum_{q \leqslant Q} \sum_{a(\bmod q)}^{*}\left|\sum_{n \leqslant N} a_{n} e\left(\frac{a n}{q}\right)\right|^{2} \leqslant\left(Q^{2}+N\right)\|\alpha\|^{2} \tag{1.5}
\end{equation*}
$$

[^0]\[

$$
\begin{gather*}
\int_{-R}^{R} \sum_{q \leqslant Q} \sum_{a(\bmod q)}^{*}\left|\sum_{n \leqslant N} a_{n} e\left(\frac{a n}{q}\right) n^{i r}\right|^{2} d r \ll\left(Q^{2} R+N\right)\|\alpha\|^{2}  \tag{1.6}\\
\sum_{q \leqslant Q} \sum_{\chi(\bmod q)}^{*}\left|\sum_{n \leqslant N} a_{n} \chi(n)\right|^{2} \leqslant\left(Q^{2}+N\right)\|\alpha\|^{2} \tag{1.7}
\end{gather*}
$$
\]

where the superscript * restricts the summation by $(a, q)=1$ and $\chi$ primitive, respectively, and $\|\alpha\|$ is the $l_{2}$-norm

$$
\begin{equation*}
\|\alpha\|^{2}=\sum_{n \leqslant N}\left|a_{n}\right|^{2} \tag{1.8}
\end{equation*}
$$

These results are called large sieve inequalities because of their historical relevance to the evolution of the large sieve theory (cf. [Bom74, Lin41, Mon71]).

It is a critical feature of (1.5) and (1.7) being inequalities rather than more precise approximate formulas such as (1.3) and (1.4). In fact, $Q^{2}$ is not the right number of characters in the family, asymptotically this is $3 \pi^{-2} Q^{2}$ in (1.5), so the contribution of the diagonal terms in (1.5) is smaller than one-third of $Q^{2}\|\alpha\|^{2}$. This discrepancy in the constants comes from the proofs which use the duality principle (stating that the norm of a linear operator acting on Banach spaces equals the norm of its adjoint). For general coefficients $\alpha=\left(a_{n}\right)$ the upper bounds (1.5), (1.7) cannot be improved by a constant factor. However, with some restrictions on the coefficients (practically acceptable) one can establish the expected asymptotic large sieve formula. Of course, the duality principle must be abandoned, and this makes the problem much harder.

Over the last 25 years analytic number theory has been driven by the spectral theory of automorphic forms. The Fourier coefficients of cusp forms, or preferably the eigenvalues of Hecke operators acting on cusp forms, play a role similar to characters, and they enjoy more orthogonality. In this paper we work in the Hilbert space $S_{k}(\Gamma, \chi)$ of cusp forms of weight $k \geqslant 3$ for the group $\Gamma=\Gamma_{0}(q)$ and the nebentypus character $\chi(\bmod q)$. An analog of (1.3) and (1.4) for this space is

$$
\begin{equation*}
\sum_{f \in \mathcal{F}_{\chi}}\left|\sum_{n \leqslant N} a_{n} \psi_{f}(n)\right|^{2}=\left(1+O\left(\frac{N}{q}\right)\right)\|\alpha\|^{2} \tag{1.9}
\end{equation*}
$$

where $\mathcal{F}_{\chi}$ is any orthonormal basis of $S_{k}(\Gamma, \chi)$ and $\psi_{f}(n)$ are normalized Fourier coefficients of $f$, the implied constant depending only on $k$ (the left-hand side of (1.9) is basis independent, see the next section and [Iwa97, Theorem 5.7]).

In this paper we expand (1.9) by averaging over the characters $\chi(\bmod q)$ of compatible parity, so our family of cusp forms $\mathcal{F}=\bigcup_{\chi} \mathcal{F}_{\chi}$ is significantly larger. In other words, we work in the space

$$
S_{k}\left(\Gamma_{1}(q)\right)=\bigoplus_{\chi(\bmod q)} S_{k}\left(\Gamma_{0}(q), \chi\right)
$$

We are exclusively interested in the level aspect, so $k$ is fixed while $q$ is considered to be large. While each basis $\mathcal{F}_{\chi}$ has about $q$ elements, more precisely we have $\left|\mathcal{F}_{\chi}\right| \sim \frac{1}{12}(k-1) \nu(q)$, where

$$
\nu(q)=\left[\Gamma_{0}(1): \Gamma_{0}(q)\right]=q \prod_{p \mid q}\left(1+p^{-1}\right)
$$

the whole family $\mathcal{F}$ has about $q^{2}$ elements, more precisely

$$
|\mathcal{F}|=\sum_{\substack{\chi(\bmod q) \\ \chi(-1)=(-1)^{k}}}\left|\mathcal{F}_{\chi}\right| \sim \frac{1}{24}(k-1) q^{2} \prod_{p \mid q}\left(1-p^{-2}\right)
$$

One could choose $\mathcal{F}$ to consist of primitive cusp forms (of levels dividing $q$ which are common eigenfunctions of all Hecke operators). This special choice is popular in advanced arithmetic; however,
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it has no advantage for our considerations. In fact, our conclusions will sound nicer if $\mathcal{F}$ is not fixed. We shall see that whatever a basis is, it must contain many cusp forms whose coefficients are pointing towards some distinguished vectors.

Specifically, set

$$
\begin{gathered}
\mathcal{L}_{f}(\alpha)=\sum_{m} a_{m} \psi_{f}(m) \\
\mathcal{P}_{h t}(\alpha)=\sum_{n} a_{n} S(h \bar{q}, n ; t) J_{k-1}\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{q}}\right),
\end{gathered}
$$

our main theorem is the following.
Theorem 1.1. Let $q$ be prime, $N \geqslant q, T=N q^{-1}$ and $1 \leqslant H \leqslant T$. Then for any complex vectors $\alpha=\left(a_{n}\right)$ with $N<n \leqslant 2 N$ we have

$$
\begin{equation*}
\frac{2}{\phi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi(-1)=(-1)^{k}}} \sum_{f \in \mathcal{F}_{\chi}}\left|\mathcal{L}_{f}(\alpha)\right|^{2}=\frac{1}{q} \sum_{\substack{1 \leqslant t \leqslant T \\(t, q)=1}}\left(\frac{2 \pi}{t}\right)^{2} \sum_{1 \leqslant h \leqslant H}\left|\mathcal{P}_{h t}(\alpha)\right|^{2}+O\left(N^{\varepsilon}\left(\frac{N}{q^{2}}+\sqrt{\frac{N}{q H}}\right)\right)\|\alpha\|^{2} \tag{1.10}
\end{equation*}
$$

with any $\varepsilon>0, S(m, n ; c)$ is the Kloosterman sum defined by

$$
\begin{equation*}
S(m, n ; t)=\sum_{a \bar{a} \equiv 1(\bmod t)} e\left(\frac{a m+\bar{a} n}{c}\right) \tag{1.11}
\end{equation*}
$$

and $J_{k-1}(x)$ is the $J$-Bessel function of order $k-1$, the implied constant depending only on $k$ and $\varepsilon$.
Our main theorem provides an asymptotic large sieve formula for the family $\mathcal{F}$. This formula does reveal that the orthogonality of sequences of Fourier coefficients of cusp forms is stronger within the larger family $\mathcal{F}$, but surprisingly enough this is not perfectly comparable with the classical large sieve inequalities (1.5) and (1.7). The asymptotic formula in question contains a series of main terms. The situation does not improve even if we restrict to primitive forms (for example, take $q$ prime and $k$ odd), the large main term is still there. From the main term one can construct vectors $\alpha=\left(a_{n}\right)$ having large projections on the coefficients of many cusp forms in the basis. The results are fascinating because these special vectors (see (13.1)) are built out of Kloosterman sums and Bessel functions. Hence, we conclude that the Fourier coefficients of cusp forms tend to point in the directions of the Kloosterman-Bessel products to some degree.

The applications of our main theorem would include the estimate of the eighth moment of $L$-functions, zero density estimates of $L$-functions, etc. These could be worked out along the lines in [Mon71].

## 2. A trace formula for the Fourier coefficients of cusp forms

Throughout this work $k \geqslant 3, q \geqslant 3$ and $\Gamma=\Gamma_{0}(q)$, which is a subgroup of $\mathrm{SL}_{2}(\mathbb{Z})$ with the condition that $c \equiv 0(\bmod q)$ for any $\gamma=\left(\begin{array}{ll}a & b \\ c & d\end{array}\right) \in \Gamma_{0}(q)$. The group $\Gamma_{0}(q)$ acts on the upper half-plane $\mathbb{H}$ by linear fractional transformations

$$
\gamma z=\frac{a z+b}{c z+d} .
$$

Let $\chi(\bmod q)$ be a Dirichlet character and $S_{k}(\Gamma, \chi)$ be the linear space of cusp forms $f: \mathbb{H} \rightarrow \mathbb{C}$ which satisfy

$$
f(\gamma(z))=\chi(d)(c z+d)^{k} f(z)
$$

## H. Iwaniec and X. Li

Since $-1 \in \Gamma$, the space $S_{k}(\Gamma, \chi)$ is zero unless $\chi$ satisfies the parity condition

$$
\begin{equation*}
\chi(-1)=(-1)^{k} \tag{2.1}
\end{equation*}
$$

which we henceforth assume to hold. An important fact is that $S_{k}(\Gamma, \chi)$ is a finite-dimensional Hilbert space equipped with the Petersson's inner product

$$
\langle f, g\rangle=\int_{\Gamma \backslash \mathbb{H}} f(z) \bar{g}(z) y^{k-2} d x d y .
$$

Let $\mathcal{F}_{\chi}$ be an orthonormal basis of $S_{k}(\Gamma, \chi)$. We have

$$
\begin{equation*}
\left|\mathcal{F}_{\chi}\right|=\operatorname{dim} S_{k}(\Gamma, \chi) \asymp k q \prod_{p \mid q}\left(1+\frac{1}{p}\right) . \tag{2.2}
\end{equation*}
$$

Every $f \in \mathcal{F}_{\chi}$ has a Fourier series expansion

$$
\begin{equation*}
f(z)=\sum_{n \geqslant 1} \hat{f}(n) e(n z) \tag{2.3}
\end{equation*}
$$

with some complex coefficients $\hat{f}(n)$, where as usual $e(z)=e^{2 \pi i z}$. These coefficients satisfy the Ramanujan bound (proved by P. Deligne)

$$
\hat{f}(n) \ll \tau(n) n^{(k-1) / 2}
$$

where the implied constant depends on $k$ and $q$. This holds with the implied constant if $f$ is a Hecke normalized primitive cusp form. However, we prefer to work with the spectrally normalized coefficients

$$
\begin{equation*}
\psi_{f}(n)=\left(\Gamma(k-1) /(4 \pi n)^{k-1}\right)^{\frac{1}{2}} \hat{f}(n) . \tag{2.4}
\end{equation*}
$$

One can show that (see (2.10))

$$
\begin{equation*}
\sum_{f \in \mathcal{F}_{\chi}}\left|\psi_{f}(n)\right|^{2}=1+O\left(\frac{n}{q}\right) \tag{2.5}
\end{equation*}
$$

where the implied constant depends only on $k$. This tells us that the normalized coefficients $\psi_{f}(n)$ have an average size of about $1 / \sqrt{\nu(q)}$.

Let $S_{k}\left(\Gamma_{1}(q)\right)$ be the space of holomorphic cusp forms for the group

$$
\Gamma_{1}(q)=\left\{\gamma \in \operatorname{SL}_{2}(\mathbb{Z}): \gamma \equiv\left(\begin{array}{ll}
1 & * \\
0 & 1
\end{array}\right)(\bmod q)\right\} .
$$

In this section, we derive a kind of trace formula for $S_{k}\left(\Gamma_{1}(q)\right)$ from that for $S_{k}\left(\Gamma_{0}(q), \chi\right)$.
For any positive integers $m, n$ we introduce the trace of the Fourier coefficients (of forms in $\mathcal{F}_{\chi}$ )

$$
\begin{equation*}
\Delta_{\chi}(m, n)=\sum_{f \in \mathcal{F}_{\chi}} \bar{\psi}_{f}(m) \psi_{f}(n) . \tag{2.6}
\end{equation*}
$$

This satisfies the following formula of Petersson (cf. [Iwa97])

$$
\begin{equation*}
\Delta_{\chi}(m, n)=\delta(m, n)+\sigma_{\chi}(m, n) \tag{2.7}
\end{equation*}
$$

where $\delta(m, n)$ is the diagonal symbol of Kronecker and

$$
\begin{equation*}
\sigma_{\chi}(m, n)=2 \pi i^{-k} \sum_{c \equiv 0(\bmod q)} c^{-1} S_{\chi}(m, n ; c) J_{k-1}\left(\frac{4 \pi}{c} \sqrt{m n}\right) . \tag{2.8}
\end{equation*}
$$

Here $S_{\chi}(m, n ; c)$ is the Kloosterman sum defined by

$$
\begin{equation*}
S_{\chi}(m, n ; c)=\sum_{a \bar{a} \equiv 1(\bmod c)} \bar{\chi}(a) e\left(\frac{a m+\bar{a} n}{c}\right) . \tag{2.9}
\end{equation*}
$$

## The orthogonality of Hecke eigenvalues

Using trivial estimates $\left|S_{\chi}(m, n ; c)\right| \leqslant c$ and (A.1) it follows from (2.7) that

$$
\begin{equation*}
\Delta_{\chi}(m, n)=\delta(m, n)+O\left(q^{-1} \sqrt{m n}\right) \tag{2.10}
\end{equation*}
$$

where the implied constant depends only on $k$.
The main object of our investigation is $\Delta(m, n)$-the trace of Fourier coefficients of forms in the whole family $\mathcal{F}$. This is obtained by averaging $\Delta_{\chi}(m, n)$ over the characters, precisely

$$
\begin{equation*}
\Delta(m, n)=\frac{2}{\phi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi(-1)=(-1)^{k}}} \sum_{f \in \mathcal{F}_{\chi}} \bar{\psi}_{f}(m) \psi_{f}(n) \tag{2.11}
\end{equation*}
$$

Summing both sides of (2.7) over the characters of relevant parity we obtain

$$
\begin{equation*}
\Delta(m, n)=\delta(m, n)+\sigma(m, n) \tag{2.12}
\end{equation*}
$$

where $\sigma(m, n)$ is the sum (2.8) with the Kloosterman sums $S_{\chi}(m, n ; c)$ replaced by their average

$$
\begin{equation*}
\mathcal{S}(m, n ; c)=\frac{2}{\phi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi(-1)=(-1)^{k}}} S_{\chi}(m, n ; c) . \tag{2.13}
\end{equation*}
$$

Using trivial estimates $|\mathcal{S}(m, n ; c)| \leqslant 2 c q^{-1}$ and (A.1) it follows from (2.12) that

$$
\begin{equation*}
\Delta(m, n)=\delta(m, n)+O\left(q^{-2} \sqrt{m n}\right) \tag{2.14}
\end{equation*}
$$

where the error term is much smaller than that in (2.10). However, we are going to establish considerably better estimates for general bilinear forms in $\Delta(m, n)$ with respect to $m, n$ essentially saving extra factor $\sqrt{m n}$.

To treat both cases ( $k$ even or $k$ odd) uniformly, we use the operator $\mathcal{K}$ defined by

$$
\begin{equation*}
\mathcal{K} f=i^{-k} f+i^{k} \bar{f}=2 \Re\left(i^{-k} f\right) . \tag{2.15}
\end{equation*}
$$

Note that if $g$ is real then $\mathcal{K}(g f)=g \mathcal{K} f$. For the exponential function $e(x)=e^{2 \pi i x}$ we have

$$
\mathcal{K} e(x)=(-1)^{[k / 2]} \begin{cases}2 \cos (2 \pi x) & \text { if } k \text { even }, \\ 2 \sin (2 \pi x) & \text { if } k \text { odd } .\end{cases}
$$

By opening the Kloosterman sum $S_{\chi}(m, n ; c)$ in (2.13) we get

$$
\frac{1}{\phi(q)} \sum_{\chi(\bmod q)} \sum_{a(\bmod c)}^{*}\left(\chi(a)+(-1)^{k} \chi(-a)\right) e\left(\frac{a m+\bar{a} n}{c}\right) .
$$

Hence, by the orthogonality of characters (1.2) we find that

$$
\mathcal{S}(m, n ; c)=i^{k} \mathcal{K} \sum_{\substack{a(c) \\ a \equiv 1(q)}}^{*} e\left(\frac{a m+\bar{a} n}{c}\right) .
$$

Now we put $c=q r$ and $a=1+q y$ with $y$ running modulo $r$. Let $(y, r)=s$, so $r=s t$ and $a=1+q s x$ with $x$ running modulo $t,(x(1+q s x), t)=1$. We get

$$
\sum_{a}^{*}=\sum_{q s t=c} \sum_{\substack{x(\bmod t) \\(x(1+q s x), t)=1}} e\left(\frac{m(1+q s x)+n \overline{(1+q s x)}}{q s t}\right) .
$$

Next, writing $\bar{a} \equiv 1-(a-1) \bar{a}(\bmod t)$ for $a=1+q s x$ and changing $x$ to $\bar{x}$, we arrive at

$$
\begin{equation*}
\mathcal{S}(m, n ; c)=i^{k} \mathcal{K} e\left(\frac{m+n}{c}\right) \sum_{q s t=c} V_{q s}(m, n ; t) \tag{2.16}
\end{equation*}
$$
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where

$$
\begin{equation*}
V_{d}(m, n ; t)=\sum_{\substack{x(\bmod t) \\(x(x+d), t)=1}} e\left(\frac{m \bar{x}-n \overline{x+d}}{t}\right) \tag{2.17}
\end{equation*}
$$

Note that $V_{d}(m, n ; t)$ is essentially a Kloosterman sum; in particular, we have

$$
\begin{equation*}
V_{d}(m, n ; t)=e\left(-(m+n) \frac{\bar{d}}{t}\right) S(m \bar{d}, n \bar{d} ; t)-1, \quad \text { if }(d, t)=1, t^{\prime} . \tag{2.18}
\end{equation*}
$$

If $t \mid d$ we have the Ramanujan sum $V_{0}(m, n ; t)=S(0, m-n ; t)$. Gathering the above results we obtain the following primary version of the Petersson formula for the trace $\Delta(m, n)$ in $S_{k}\left(\Gamma_{1}(q)\right)$.

Lemma 2.1. For any positive integers $m, n$ we have

$$
\begin{equation*}
\Delta(m, n)=\delta(m, n)+\sigma(m, n) \tag{2.19}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma(m, n)=\mathcal{K} \sum_{s} \sum_{t} \frac{2 \pi}{q s t} V_{q s}(m, n ; t) e\left(\frac{m+n}{q s t}\right) J_{k-1}\left(\frac{4 \pi \sqrt{m n}}{q s t}\right) \tag{2.20}
\end{equation*}
$$

and $V_{q s}(m, n ; t)$ is given by (2.17).
In the next section we shall elaborate on $\sigma(m, n)$ further by applying Fourier analysis.

## 3. An asymptotic trace formula

Changing the order of summation we write (2.20) as

$$
\begin{equation*}
\sigma(m, n)=\sum_{t} \frac{2 \pi}{q t} \sigma(m, n ; t) \tag{3.1}
\end{equation*}
$$

where

$$
\begin{equation*}
\sigma(m, n ; t)=\mathcal{K} \sum_{s} s^{-1} V_{q s}(m, n ; t) e\left(\frac{m+n}{q s t}\right) J\left(\frac{4 \pi \sqrt{m n}}{q s t}\right) \tag{3.2}
\end{equation*}
$$

and $J(x)=J_{k-1}(x)$ is the Bessel function of order $k-1$. We are going to execute the summation over $s$ by Poisson's formula. Before this application we insert a redundant factor $\eta(s)$ which is a smooth function on $\mathbb{R}^{+}$with $\eta(s)=0$ if $0<s<\frac{1}{4}, 0 \leqslant \eta(s) \leqslant 1$ if $\frac{1}{4} \leqslant s \leqslant \frac{1}{2}$ and $\eta(s)=1$ if $s>\frac{1}{2}$. We get

$$
\begin{align*}
\sigma(m, n ; t) & =\mathcal{K} \sum_{z(t)} V_{q z}(m, n ; t) \sum_{s \equiv z(t)} \frac{\eta(s)}{s} e\left(\frac{m+n}{q s t}\right) J\left(\frac{4 \pi \sqrt{m n}}{q s t}\right) \\
& =\mathcal{K} \sum_{h} \frac{1}{t} \sum_{z(t)} V_{q z}(m, n ; t) e\left(\frac{-h z}{t}\right) \int_{0}^{\infty} \frac{\eta(s)}{s} e\left(\frac{h s}{t}+\frac{m+n}{q s t}\right) J\left(\frac{4 \pi \sqrt{m n}}{q s t}\right) d s . \tag{3.3}
\end{align*}
$$

Inserting the expression (A.5) for the Bessel function we obtain two Fourier integrals with the phase function

$$
\frac{h s}{t}+\frac{m \pm 2 \sqrt{m n}+n}{q s t}
$$

None of these has a stationary point if $|h| \geqslant 64(m+n) q^{-1}$ (the linear term $h s / t$ dominates by a considerable factor). Integrating by parts $A$ times, we find that

$$
\begin{gathered}
\int_{0}^{\infty} \frac{\eta(s)}{s} e\left(\frac{h s}{t}+\frac{m+n}{q s t}\right) J\left(\frac{4 \pi \sqrt{m n}}{q s t}\right) d s \ll\left(1+\frac{|h|}{t}\right)^{-A} \\
546
\end{gathered}
$$
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provided $|h| \geqslant 64(m+n) q^{-1}$, where the implied constant depends only on $k, A$ and the cut-off function $\eta$. This is very small if $|h|$ is slightly larger than $t$, because $A$ is arbitrary. Choose any $H=H(t)$ satisfying

$$
\begin{equation*}
H \geqslant t+64(m+n) q^{-1} \tag{3.4}
\end{equation*}
$$

Actually we shall require later that $H$ is somewhat larger. The above estimate allows us to remove the summation over $|h| \geqslant H$ in (3.3) at the cost of a small error term. We do it smoothly by inserting a cut-off factor $\omega(|h| / H)$, where $\omega(x)$ is a smooth function on $\mathbb{R}^{+}$with $\omega(x)=1$ if $0 \leqslant x \leqslant 1$ and $\omega(x)=0$ if $x>2$. We obtain

$$
\begin{align*}
\sigma(m, n ; t)= & \sum_{h} \omega\left(\frac{|h|}{H}\right) \frac{1}{t} \sum_{z(t)} V_{q z}(m, n, t) e\left(\frac{-h z}{t}\right) \\
& \times \mathcal{K} \int_{0}^{\infty} \frac{\eta(s)}{s} e\left(\frac{h s}{t}+\frac{m+n}{q s t}\right) J\left(\frac{4 \pi \sqrt{m n}}{q s t}\right) d s+\sigma^{\prime}(m, n ; t) \tag{3.5}
\end{align*}
$$

where

$$
\begin{equation*}
\sigma^{\prime}(m, n ; t) \ll t \sum_{h>H}\left(\frac{t}{h}\right)^{A} \ll t H\left(\frac{t}{H}\right)^{A} \tag{3.6}
\end{equation*}
$$

by the trivial estimation $\left|V_{d}(m, n ; t)\right| \leqslant t$. Note that we moved the operator $\mathcal{K}$ to the integral because the preceding terms are real.

Next we extend the integral to all $s>0$. The complete integral equals

$$
\begin{equation*}
\mathcal{K} \int_{0}^{\infty} e\left(\frac{h s}{t}+\frac{m+n}{q s t}\right) J\left(\frac{4 \pi \sqrt{m n}}{q s t}\right) \frac{d s}{s}=2 \pi J\left(\frac{4 \pi}{t} \sqrt{\frac{h m}{q}}\right) J\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{q}}\right) \tag{3.7}
\end{equation*}
$$

if $h>0$ and it vanishes if $h \leqslant 0$ (see (A.9)). The complementary integral is

$$
\begin{equation*}
\mathcal{K} \int_{0}^{\frac{1}{2}} \frac{\xi(s)}{s} e\left(\frac{h s}{t}+\frac{m+n}{q s t}\right) J\left(\frac{4 \pi \sqrt{m n}}{q s t}\right) d s \tag{3.8}
\end{equation*}
$$

where $\xi(s)=1-\eta(s)$, so $\xi(s)=1$ if $0<s<\frac{1}{4}, 0 \leqslant \xi(s) \leqslant 1$ if $\frac{1}{4} \leqslant s \leqslant \frac{1}{2}$ and $\xi(s)=0$ if $s>\frac{1}{2}$.
Now we proceed to the sum (3.5) with the complementary integral (3.8). Here we interchange the integration over $0<s<\frac{1}{2}$ with the summation over $|h| \leqslant 2 H$, and execute the latter by Poisson's formula

$$
\begin{equation*}
\sum_{h} \omega\left(\frac{|h|}{H}\right) e\left(\frac{s-z}{t} h\right)=H \sum_{l} \hat{\omega}\left(\left(l+\frac{z-s}{t}\right) H\right) \tag{3.9}
\end{equation*}
$$

where $\hat{\omega}(y)$ is the Fourier transform of $\omega(|x|)$. This satisfies

$$
\begin{equation*}
\hat{\omega}(y) \ll(1+|y|)^{-A} \tag{3.10}
\end{equation*}
$$

for any $A \geqslant 0$, the implied constant depending on $A$ and $\omega$. Hence, we see that the sum (3.9) is very small unless $l+z / t=0$, so $z \equiv 0(\bmod t)$, in which case it is equal to $H \hat{\omega}(H s / t)$ up to a small error term. Precisely, the error term is much less than $H(t / H)^{A}$. This error term contributes to $\sigma(m, n ; t)$ a quantity, say $\sigma^{\prime \prime}(m, n ; t)$, which satisfies (use that $J(x) \in L^{1}\left(\mathbb{R}^{+}, x^{-1} d x\right)$ )

$$
\begin{equation*}
\sigma^{\prime \prime}(m, n ; t) \ll t H\left(\frac{t}{H}\right)^{A} \tag{3.11}
\end{equation*}
$$

We are left with the condition $l+z / t=0$ which yields

$$
\begin{equation*}
S(0, m-n ; t) \mathcal{K} \int_{0}^{\infty} H \hat{\omega}\left(\frac{H s}{t}\right) \frac{\xi(s)}{s t} e\left(\frac{m+n}{q s t}\right) J\left(\frac{4 \pi \sqrt{m n}}{q s t}\right) d s . \tag{3.12}
\end{equation*}
$$
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Next we are going to simplify the above integral. Note that $\hat{\omega}(H s / t)$ is very small if $s$ is slightly larger than $t H^{-1}$, see (3.10). Because $\xi(s)=1$ if $s<\frac{1}{4}$, we can remove $\xi(s)$ in (3.12) up to a term, say $\sigma^{\prime \prime \prime}(m, n ; t)$, which satisfies

$$
\begin{equation*}
\sigma^{\prime \prime \prime}(m, n ; t) \ll H \int_{\frac{1}{4}}^{\infty}\left(1+\frac{H s}{t}\right)^{-A} \frac{d s}{s} \ll H\left(\frac{t}{H}\right)^{A} \tag{3.13}
\end{equation*}
$$

Finally, we are left with the integral

$$
\begin{equation*}
\mathcal{K} \int_{0}^{\infty} H \hat{\omega}\left(\frac{H s}{t}\right) e\left(\frac{m+n}{q s t}\right) J\left(\frac{4 \pi \sqrt{m n}}{q s t}\right) \frac{d s}{s} . \tag{3.14}
\end{equation*}
$$

By Plancherel's formula $\langle\hat{F}, G\rangle=\langle F, \hat{G}\rangle$ this integral equals

$$
\begin{aligned}
& \mathcal{K} \int_{-\infty}^{\infty} \omega\left(\frac{|h|}{H}\right)\left(\int_{0}^{\infty} e\left(\frac{h s}{t}+\frac{m+n}{q s t}\right) J\left(\frac{4 \pi \sqrt{m n}}{q s t}\right) \frac{d s}{s}\right) d h \\
& \quad=2 \pi \int_{0}^{\infty} \omega\left(\frac{h}{H}\right) J\left(\frac{4 \pi}{t} \sqrt{\frac{h m}{q}}\right) J\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{q}}\right) d h
\end{aligned}
$$

as in (3.7) (see (A.9)).
Collecting the above results we obtain the following formula

$$
\begin{equation*}
\sigma(m, n ; t)=\sigma^{+}(m, n ; t)-\sigma^{-}(m, n ; t)+\sigma^{\infty}(m, n ; t) \tag{3.15}
\end{equation*}
$$

where

$$
\begin{align*}
& \sigma^{+}(m, n ; t)=\frac{2 \pi}{t} \sum_{h=1}^{\infty} \omega\left(\frac{h}{H}\right) W(h, m, n ; t) J\left(\frac{4 \pi}{t} \sqrt{\frac{h m}{q}}\right) J\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{q}}\right)  \tag{3.16}\\
& \sigma^{-}(m, n ; t)=\frac{2 \pi}{t} S(0, m-n ; t) \int_{0}^{\infty} \omega\left(\frac{h}{H}\right) J\left(\frac{4 \pi}{t} \sqrt{\frac{h m}{q}}\right) J\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{q}}\right) d h \tag{3.17}
\end{align*}
$$

and $\sigma^{\infty}(m, n ; t)$ is the remainder term which satisfies

$$
\begin{equation*}
\sigma^{\infty}(m, n ; t) \ll t H\left(\frac{t}{H}\right)^{A} \tag{3.18}
\end{equation*}
$$

The leading term $\sigma^{+}(m, n ; t)$ contains the exponential sum

$$
\begin{equation*}
W(h, m, n ; t)=\sum_{z(\bmod t)} V_{q z}(m, n ; t) e\left(-\frac{h z}{t}\right) \tag{3.19}
\end{equation*}
$$

where $V_{d}(m, n ; t)$ is given by $(2.17)$. Hence, $W(h, m, n ; t)$ opens to

$$
\begin{equation*}
W(h, m, n ; t)=\sum_{x(t)} \sum_{\substack{z(t) \\(x(x+q z), t)=1}} e\left(\frac{m \bar{x}-n \overline{x+q z}-h z}{t}\right) . \tag{3.20}
\end{equation*}
$$

Note that $W(h, m, n ; t)$ is real, the property which we have already used to move the operator $\mathcal{K}$ in (3.5) to the integral over $s$.

It is a wonderful fact that in most cases the exponential sum $W(h, m, n ; t)$ factors into Kloosterman sums in the same fashion as the integral (3.7) factors into Bessel functions. The resemblance of the Kloosterman sums to the Bessel functions is striking (compare (3.7) and (3.21)). Precisely in all cases we have the following lemma.
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Lemma 3.1. For $h, m, n, t$ integers, $t>0$, we have

$$
\begin{equation*}
W(h, m, n ; t)=\sum_{\substack{a(\bmod t) \\ a q=h(\bmod t)}} S(a, m ; t) S(a, n ; t) . \tag{3.21}
\end{equation*}
$$

Proof. The double sum (3.20) equals

$$
\begin{aligned}
& \sum_{x(\bmod t)} \sum_{\substack{y(\bmod t) \\
(x y, t)=1}} \sum_{\substack{z(\bmod t) \\
y \equiv x+q z(\bmod t)}} e\left(\frac{m \bar{x}-n \bar{y}-h z}{t}\right) \\
& =\frac{1}{t} \sum_{a(\bmod t)} \sum_{x} \sum_{y} \sum_{z} e\left(\frac{m \bar{x}-n \bar{y}-h z+a(x-y+q z)}{t}\right) \\
& =\sum_{\substack{a(\bmod t) \\
a q \equiv h(\bmod t)}} \sum_{x} \sum_{y} e\left(\frac{m \bar{x}-n \bar{y}+a(x-y)}{t}\right)
\end{aligned}
$$

and this is the right-hand side of (3.21).
Remarks. The summation over the classes $a(\bmod t)$ in (3.21) is quite short. Precisely, the condition $a q \equiv h(\bmod t)$ implies $(q, t) \mid h$ and $a \equiv h_{1} \bar{q}_{1}\left(\bmod t_{1}\right)$ where $h_{1}=h /(q, t), q_{1}=q /(q, t), t_{1}=t /(q, t)$, therefore the number of classes is exactly $(q, t)$.

Corollary 3.1. If $(q, t)=1$, then

$$
\begin{equation*}
W(h, m, n ; t)=S(h \bar{q}, m ; t) S(h \bar{q}, n ; t) . \tag{3.22}
\end{equation*}
$$

Corollary 3.2. If $t=q t_{1}$ with $\left(q, t_{1}\right)=1$, then $h=q h_{1}$ and

$$
W(h, m, n ; t)=q S(0, m-n ; q) S\left(h_{1} \bar{q}^{2}, m ; t_{1}\right) S\left(h_{1} \bar{q}^{2}, n ; t_{1}\right) .
$$

Proof. We have

$$
S(a, m ; t) S(a, n ; t)=S\left(a \vec{t}_{1}^{2}, m ; q\right) S\left(a \vec{t}_{1}^{2}, n ; q\right) S\left(a \bar{q}^{2}, m ; t_{1}\right) S\left(a \bar{q}^{2}, n ; t_{1}\right)
$$

and $a \equiv h_{1}+b t_{1}$ with $b$ running freely modulo $q$. This yields the Ramanujan sum $S(0, m-n ; q)$ and the other two factors (Kloosterman sums).

Inserting (3.21) into (3.16) we get

$$
\begin{equation*}
\sigma^{+}(m, n ; t)=\frac{2 \pi}{t} \sum_{h=1}^{\infty} \omega\left(\frac{h}{H}\right) \sum_{\substack{a(\bmod t) \\ a q \equiv h(\bmod t)}} S(a, m ; t) S(a, n ; t) J\left(\frac{4 \pi}{t} \sqrt{\frac{h m}{q}}\right) J\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{q}}\right) . \tag{3.23}
\end{equation*}
$$

Now we are ready to state our first main result.
Theorem 3.1. Let $\omega(x)$ be a smooth function on $\mathbb{R}^{+}$with $\omega(x)=1$ if $0 \leqslant x \leqslant 1$ and $\omega(x)=0$ if $x>2$. For any positive integers $m, n$ we have

$$
\begin{equation*}
\Delta(m, n)=\delta(m, n)+\sigma^{+}(m, n)-\sigma^{-}(m, n)+\sigma^{\infty}(m, n) \tag{3.24}
\end{equation*}
$$
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where

$$
\begin{gather*}
\sigma^{+}(m, n)=\frac{1}{q} \sum_{t}\left(\frac{2 \pi}{t}\right)^{2} \sum_{h=1}^{\infty} \omega\left(\frac{h}{H}\right) \sum_{\substack{a(\bmod t) \\
a q \equiv h(\bmod t)}} S(a, m ; t) S(a, n ; t) J\left(\frac{4 \pi}{t} \sqrt{\frac{h m}{q}}\right) J\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{q}}\right),  \tag{3.25}\\
\sigma^{-}(m, n)=\frac{1}{q} \sum_{t}\left(\frac{2 \pi}{t}\right)^{2} S(0, m-n ; t) \int_{0}^{\infty} \omega\left(\frac{h}{H}\right) J\left(\frac{4 \pi}{t} \sqrt{\frac{h m}{q}}\right) J\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{q}}\right) d h \tag{3.26}
\end{gather*}
$$

and

$$
\begin{equation*}
\sigma^{\infty}(m, n) \ll \frac{1}{q} \int_{1}^{\infty}\left(\frac{t}{H(t)}\right)^{A} t d t . \tag{3.27}
\end{equation*}
$$

This holds with any $H=H(t) \geqslant t+64(m+n) q^{-1}$ and any constant $A \geqslant 0$ for which the integral (3.27) converges. The implied constant in the estimation (3.27) depends only on $k, A$ and the cut-off function $\omega$.

Proof. The main terms in (3.24) come from (2.19), (3.1), (3.15), (3.23) and (3.17), and the estimation of the remainder term (3.27) comes from (3.18).

Of course, our intention is to choose the cut-off parameter $H=H(t)$ as small as possible to make the sums $\sigma^{+}(m, n), \sigma^{-}(m, n)$ as short as possible and in the same time to have a sufficiently good bound for the remainder term $\sigma^{\infty}(m, n)$.

Examples. Let $T \geqslant(m+n) / 2 q$ and $0<\varepsilon \leqslant 1$. Choose

$$
\begin{equation*}
H(t) \geqslant 128(t+T) t^{\varepsilon} \tag{3.28}
\end{equation*}
$$

Then (3.24) holds with $\sigma^{+}(m, n), \sigma^{-}(m, n)$ as in (3.25), (3.26) and the remainder term satisfies

$$
\begin{equation*}
\sigma^{\infty}(m, n) \ll q^{-1} T^{-A} \tag{3.29}
\end{equation*}
$$

with any $A>0$, the implied constant depends only on $\varepsilon, k, A$ and the cut-off function $\omega$. Indeed, if $A>2 \varepsilon^{-1}$, the integral in (3.27) is bounded by

$$
\int_{0}^{\infty}\left(\frac{t}{H(t)}\right)^{A} t d t \leqslant(\varepsilon A-2)^{-1} T^{2-\varepsilon A}
$$

This gives (3.29) with $\varepsilon A-2$ in place of $A$. Changing the constant $A$ completes the proof.

## 4. Bilinear forms of the trace

The orthogonality of the Fourier coefficients $\psi_{f}(m)$ of the cusp forms $f \in \mathcal{F}$ is best expressed quantitatively in the context of bilinear forms

$$
\begin{equation*}
\mathcal{B}(\alpha, \beta)=\sum_{m} \sum_{n} \bar{a}_{m} b_{n} \Delta(m, n) \tag{4.1}
\end{equation*}
$$

where $a_{m}, b_{n}$ are arbitrary complex numbers for $1 \leqslant m, n \leqslant N$ and $\alpha=\left(a_{m}\right), \beta=\left(b_{n}\right)$ denote the corresponding vectors. By (2.11) this decomposes into a sum of products of general linear forms $\mathcal{L}_{f}(\alpha)$, recall

$$
\begin{equation*}
\mathcal{L}_{f}(\alpha)=\sum_{m} a_{m} \psi_{f}(m), \tag{4.2}
\end{equation*}
$$

that is

$$
\begin{equation*}
\mathcal{B}(\alpha, \beta)=\frac{2}{\phi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi(-1)=(-1)^{k}}} \sum_{f \in \mathcal{F}_{\chi}} \overline{\mathcal{L}}_{f}(\alpha) \mathcal{L}_{f}(\beta) . \tag{4.3}
\end{equation*}
$$

We shall evaluate $\mathcal{B}(\alpha, \beta)$ asymptotically by means of the trace formula (3.24). First we write, by (2.12),

$$
\begin{equation*}
\mathcal{B}(\alpha, \beta)=\langle\alpha, \beta\rangle+\mathcal{C}(\alpha, \beta) \tag{4.4}
\end{equation*}
$$

where

$$
\begin{equation*}
\langle\alpha, \beta\rangle=\sum_{n} \bar{a}_{n} b_{n} \tag{4.5}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{C}(\alpha, \beta)=\sum_{m} \sum_{n} \bar{a}_{m} b_{n} \sigma(m, n) . \tag{4.6}
\end{equation*}
$$

Then, according to (3.24), this splits into

$$
\begin{equation*}
\mathcal{C}(\alpha, \beta)=\mathcal{C}^{+}(\alpha, \beta)-\mathcal{C}^{-}(\alpha, \beta)+\mathcal{C}^{\infty}(\alpha, \beta) \tag{4.7}
\end{equation*}
$$

The last form $\mathcal{C}^{\infty}(\alpha, \beta)$ can be estimated directly by using (3.29). For example, if $H(t)$ satisfies (3.28) with $T \geqslant N q^{-1}$, we get

$$
\begin{equation*}
\mathcal{C}^{\infty}(\alpha, \beta) \ll\|\alpha\|\|\beta\| N q^{-1} T^{-A} . \tag{4.8}
\end{equation*}
$$

One can also estimate trivially $\mathcal{C}^{+}(\alpha, \beta), \mathcal{C}^{-}(\alpha, \beta)$ obtaining a non-trivial bound for $\mathcal{B}(\alpha, \beta)$ if the vectors $\alpha, \beta$ are not very long relative to $q$. However, we shall do better by exploiting specific structures of these forms. By (3.25) the bilinear form $\mathcal{C}^{+}(\alpha, \beta)$ decomposes into a sum of products of a new kind of linear forms

$$
\begin{equation*}
\mathcal{P}_{a h t}(\alpha)=\sum_{m} a_{m} S(a, m ; t) J\left(\frac{4 \pi}{t} \sqrt{\frac{h m}{q}}\right) \tag{4.9}
\end{equation*}
$$

where $J(x)=J_{k-1}(x)$ is the Bessel function and $S(a, m ; t)$ is the Kloosterman sum with $a(\bmod t)$ satisfying

$$
\begin{equation*}
a q \equiv h(\bmod t) \tag{4.10}
\end{equation*}
$$

Precisely, we have

$$
\mathcal{C}^{+}(\alpha, \beta)=\frac{1}{q} \sum_{t}\left(\frac{2 \pi}{t}\right)^{2} \sum_{h=1}^{\infty} \omega\left(\frac{h}{H}\right) \sum_{\substack{a(\bmod t) \\ a q \equiv h(\bmod t)}} \mathcal{P}_{a h t}(\alpha) \mathcal{P}_{a h t}(\beta) .
$$

If $(q, t)=1$, then (4.10) determines $a(\bmod t)$ uniquely, namely

$$
\begin{equation*}
a \equiv h \bar{q}(\bmod t) \tag{4.11}
\end{equation*}
$$

In this case (a major case) we get linear forms (4.9) in the following terms

$$
\begin{equation*}
S(h \bar{q}, m ; t) J\left(\frac{4 \pi}{t} \sqrt{\frac{h m}{q}}\right) . \tag{4.12}
\end{equation*}
$$

We have already seen in the context of Petersson's formula that the Bessel function $J(4 \pi \sqrt{\mathrm{mn}} / \mathrm{c})$ is a natural companion of the Kloosterman sum $S(m, n ; c)$. Our new products (4.12) offer extra support for this natural association. It becomes even more convincing if one realizes that the products (4.12) emerged from

$$
\begin{equation*}
S(m, n ; c) J\left(\frac{4 \pi \sqrt{m n}}{c}\right) \tag{4.13}
\end{equation*}
$$
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by an application of Fourier analysis, so they are not derived by purely arithmetical substitutions. All of these observations suggest that the products (4.12) as well as (4.13) deserve their own names. Perhaps these should be called absolute Kloosterman sums. Moreover, in view of the structure and relations between our linear forms one can think of the absolute Kloosterman sums (4.12) as dual objects to the Fourier coefficients $\psi_{f}(m)$.

Similarly by (3.26) the bilinear form $\mathcal{C}^{-}(\alpha, \beta)$ decomposes into a sum of products of linear forms

$$
\begin{equation*}
\mathcal{Q}_{a h t}(\alpha)=\sum_{m} a_{m} e\left(\frac{a m}{t}\right) J\left(\frac{4 \pi}{t} \sqrt{\frac{h m}{q}}\right) \tag{4.14}
\end{equation*}
$$

where $(a, t)=1$ (after opening the Ramanujan sum $S(0, m-n ; t)$ ). Note that

$$
\begin{equation*}
\sum_{\substack{d(\bmod t) \\(d, t)=1}} \overline{\mathcal{Q}}_{d h t}(\alpha) \mathcal{Q}_{d h t}(\beta)=\frac{1}{t} \sum_{a(\bmod t)} \overline{\mathcal{P}}_{a h t}(\alpha) \mathcal{P}_{a h t}(\beta) \tag{4.15}
\end{equation*}
$$

## 5. Bilinear forms $\mathcal{C}(\alpha, \beta ; t)$

According to (3.1), the bilinear form (4.6) splits into

$$
\begin{equation*}
\mathcal{C}(\alpha, \beta)=\sum_{t} \frac{2 \pi}{q t} \mathcal{C}(\alpha, \beta ; t) \tag{5.1}
\end{equation*}
$$

say, where

$$
\begin{equation*}
\mathcal{C}(\alpha, \beta ; t)=\sum_{m} \sum_{n} \bar{a}_{m} b_{n} \sigma(m, n ; t) . \tag{5.2}
\end{equation*}
$$

Furthermore, according to (3.24) this splits into

$$
\begin{equation*}
\mathcal{C}(\alpha, \beta ; t)=\mathcal{C}_{H}^{+}(\alpha, \beta ; t)-\mathcal{C}_{H}^{-}(\alpha, \beta ; t)+\mathcal{C}_{H}^{\infty}(\alpha, \beta ; t) \tag{5.3}
\end{equation*}
$$

where by (3.16) and (3.21) we have

$$
\begin{equation*}
\mathcal{C}_{H}^{+}(\alpha, \beta ; t)=\frac{2 \pi}{t} \sum_{1}^{\infty} \omega\left(\frac{h}{H}\right) \sum_{\substack{a(\bmod t) \\ a q \equiv h}} \overline{\mathcal{P}}_{a h t}(\alpha) \mathcal{P}_{a h t}(\beta) \tag{5.4}
\end{equation*}
$$

and by (3.17), after opening the Ramanujan sum, we have

$$
\begin{equation*}
\mathcal{C}_{H}^{-}(\alpha, \beta ; t)=\frac{2 \pi}{t} \int_{0}^{\infty} \omega\left(\frac{h}{H}\right) \sum_{\substack{d(\bmod t) \\(d, t)=1}} \overline{\mathcal{Q}}_{d h t}(\alpha) \mathcal{Q}_{d h t}(\beta) d h . \tag{5.5}
\end{equation*}
$$

Here $H=H(t)$ is a cut-off parameter subject to $H \geqslant t+128 N q^{-1}$. The remainder term satisfies

$$
\begin{equation*}
\mathcal{C}_{H}^{\infty}(\alpha, \beta ; t) \ll\|\alpha\|\|\beta\| N H t\left(\frac{t}{H}\right)^{A} \tag{5.6}
\end{equation*}
$$

with any exponent $A>0$, where the implied constant depends on $k, A$ and the cut-off function $\omega$. This follows from (3.18) and the Cauchy inequality

$$
\begin{equation*}
\sum_{m \leqslant N} \sum_{n \leqslant N}\left|a_{m} b_{n}\right| \leqslant\|\alpha\|\|\beta\| N . \tag{5.7}
\end{equation*}
$$

If $t$ is large the original expression (3.2) for $\sigma(m, n ; t)$ is quite convenient to produce quickly good bounds for the bilinear forms $\mathcal{C}(\alpha, \beta ; t)$. On the other hand, the dual forms (5.4), (5.5) are more effective for estimations in smaller $t$, because due to their structure one can apply the duality
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principle (as in the large sieve theory). Furthermore, the dual forms of small moduli represent the true main terms in asymptotic evaluation of $\mathcal{C}(\alpha, \beta)$. Having recognized these features we make a further splitting

$$
\begin{align*}
\mathcal{C}(\alpha, \beta) & =\mathcal{C}_{T}(\alpha, \beta)+\mathcal{D}_{T}(\alpha, \beta)  \tag{5.8}\\
\mathcal{C}_{T}(\alpha, \beta) & =\sum_{t \leqslant T} \frac{2 \pi}{q t} \mathcal{C}(\alpha, \beta ; t) \tag{5.9}
\end{align*}
$$

and $\mathcal{D}_{T}(\alpha, \beta)$ is the remainder sum over $t>T$.

## 6. Estimation of $\mathcal{D}_{T}(\alpha, \beta)$

Recall that

$$
\begin{equation*}
\mathcal{D}_{T}(\alpha, \beta)=\sum_{t>T} \frac{2 \pi}{q t} \mathcal{C}(\alpha, \beta ; t) . \tag{6.1}
\end{equation*}
$$

We choose

$$
\begin{equation*}
T \geqslant N q^{-1} . \tag{6.2}
\end{equation*}
$$

Inserting (2.17) into (3.2) we derive

$$
\begin{equation*}
\left|\mathcal{D}_{T}(\alpha, \beta)\right| \leqslant \sum_{s>0} \sum_{t>T} \frac{4 \pi}{q s t} \sum_{\substack{x(\bmod t) \\(x(x+q s), t)=1}}\left|\sum_{m} \sum_{n} \bar{a}_{m} b_{n} e\left(\frac{m \bar{x}-n \overline{(x+q s)}}{t}+\frac{m+n}{q s t}\right) J\left(\frac{4 \pi \sqrt{m n}}{q s t}\right)\right| . \tag{6.3}
\end{equation*}
$$

Because the argument of the Bessel function $J(4 \pi \sqrt{m n} / q s t)$ and the arguments of the exponentials $e(m / q s t), e(n / q s t)$ are small, we can separate the variables $m, n, t$ (at no cost) by applying the power series expansions of the exponential function and (A.2). Having done this, we can apply the large sieve inequality (1.5) (use Cauchy's inequality and that $k \geqslant 3$, so $J_{k-1}(y) \ll y^{2}$ ) obtaining

$$
\sum_{t>T} t^{-1} \sum_{x(t)}\left|\sum_{m} \sum_{n}\right| \ll \frac{T^{2}+N}{T}\left(\frac{N}{q s t}\right)^{2}\|\alpha\|\|\beta\| .
$$

Summing over $s$ and simplifying the results by (6.3), we conclude as follows.
Lemma 6.1. Let $\alpha=\left(a_{m}\right), \beta=\left(b_{n}\right)$ be sequences of complex numbers for $1 \leqslant m, n \leqslant N$. We have

$$
\begin{equation*}
\mathcal{D}_{T}(\alpha, \beta) \ll\left(1+\frac{N}{q^{2}}\right) \frac{N}{q T}\|\alpha\|\|\beta\| \tag{6.4}
\end{equation*}
$$

where the implied constant depends only on $k$.
Remark. The results also hold for $k=2$, but we assumed $k \geqslant 3$ to simplify the arguments. However, the case $k=1$ (cusp forms of weight one) is a completely different matter, see the introduction of [DFI02].

We are left with the bilinear form $\mathcal{C}_{T}(\alpha, \beta)$ which we are going to evaluate by means of the dual forms. Inserting (5.3) into (5.8) we write

$$
\begin{equation*}
\mathcal{C}(\alpha, \beta)=\mathcal{C}_{H T}^{+}(\alpha, \beta)-\mathcal{C}_{H T}^{-}(\alpha, \beta)+\mathcal{C}_{H T}^{\infty}(\alpha, \beta) \tag{6.5}
\end{equation*}
$$

where

$$
\begin{equation*}
\mathcal{C}_{H T}^{+}(\alpha, \beta)=\sum_{t \leqslant T} \frac{2 \pi}{q t} \mathcal{C}_{H}^{+}(\alpha, \beta ; t) \tag{6.6}
\end{equation*}
$$
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and $\mathcal{C}_{H T}^{-}(\alpha, \beta), \mathcal{C}_{H T}^{\infty}(\alpha, \beta)$ defined accordingly (see the local forms $\mathcal{C}_{H}^{+}(\alpha, \beta ; t), \mathcal{C}_{H}^{-}(\alpha, \beta ; t), \mathcal{C}_{H}^{\infty}(\alpha, \beta ; t)$ in (5.4), (5.5), (5.6)). The above decomposition holds for any cut-off parameters $H, T$ satisfying

$$
\begin{equation*}
H \geqslant 129 T, \quad T \geqslant N q^{-1} . \tag{6.7}
\end{equation*}
$$

## 7. Estimation of $\mathcal{C}_{H T}^{\infty}(\alpha, \beta)$

From (5.6) with $H, T$ satisfying (6.7) we get

$$
\begin{equation*}
\mathcal{C}_{H T}^{\infty}(\alpha, \beta) \ll\|\alpha\|\|\beta\| \frac{N H T}{q}\left(\frac{T}{H}\right)^{A} \tag{7.1}
\end{equation*}
$$

where $A$ is any positive number, the implied constant depending only on $k, A$ and the cut-off function $\omega$. Choosing $H$ a bit larger than $T$ and $A$ sufficiently large we can make the bound (7.1) very small. For example, if

$$
\begin{equation*}
H \geqslant T^{1+\varepsilon}, \quad T \geqslant N q^{-1} \tag{7.2}
\end{equation*}
$$

then (7.1) yields

$$
\begin{equation*}
\mathcal{C}_{H T}^{\infty}(\alpha, \beta) \ll\|\alpha\|\|\beta\| \tag{7.3}
\end{equation*}
$$

where the implied constant depends only on $k, \varepsilon$ and the cut-off function $\omega$.
Evaluation of the leading terms $\mathcal{C}_{H T}^{+}(\alpha, \beta), \mathcal{C}_{H T}^{-}(\alpha, \beta)$ requires more attention. This will be carried out after next section where we are going to establish estimates of the large sieve type (1.5) in which the characters are replaced by products of Kloosterman sums and Bessel functions (so-called absolute Kloosterman sums).

## 8. Asymptotic formula for bilinear forms

We can state now our second main result. Recall that $\mathcal{L}_{f}(\alpha), \mathcal{P}_{\text {aht }}(\alpha), \mathcal{Q}_{a h t}(\alpha)$ are the linear forms in (4.2), (4.9), (4.14), respectively. Putting together (4.4), (5.8), (6.4), (7.3) we obtain the following.

Theorem 8.1. Let $\alpha=\left(a_{m}\right), \beta=\left(b_{n}\right)$ be sequences of complex numbers for $1 \leqslant m, n \leqslant N$. We have

$$
\begin{align*}
\frac{2}{\phi(q)} & \sum_{\substack{\chi(\bmod q) \\
\chi(-1)=(-1)^{k}}} \sum_{f \in \mathcal{F}_{\chi}} \overline{\mathcal{L}}_{f}(\alpha) \mathcal{L}_{f}(\beta) \\
= & \langle\alpha, \beta\rangle+\frac{1}{q} \sum_{t \leqslant T}\left(\frac{2 \pi}{t}\right)^{2} \sum_{h} \omega\left(\frac{h}{H}\right) \sum_{a q \equiv h(t)} \overline{\mathcal{P}}_{a h t}(\alpha) \mathcal{P}_{a h t}(\beta) \\
& -\frac{1}{q} \sum_{t \leqslant T}\left(\frac{2 \pi}{t}\right)^{2} \int_{-\infty}^{\infty} \omega\left(\frac{h}{H}\right) \sum_{a(t)}^{*} \overline{\mathcal{Q}}_{a h t}(\alpha) \mathcal{Q}_{a h t}(\beta) d h+O\left(\left(1+\frac{N}{q^{2}}\right) \frac{N}{q t}\|\alpha\|\|\beta\|\right) \tag{8.1}
\end{align*}
$$

where $T \geqslant N q^{-1}, H \geqslant T^{1+\varepsilon}$ and $\omega(x)$ is a smooth function supported on $[0,2]$ with $\omega(x)=1$ if $0 \leqslant x \leqslant 1$. In the error term the implied constant depends only on $\varepsilon, k$ and the cut-off function $\omega$ ( $\varepsilon$ is any positive number which is arbitrarily small).

We are particularly interested in the formula (8.1) for equal vectors, in which case it becomes the following.

## The orthogonality of Hecke eigenvalues

Corollary 8.1. Let $\alpha=\left(a_{n}\right)$ be a sequence of complex numbers for $1 \leqslant n \leqslant N$, we have

$$
\begin{align*}
\frac{2}{\phi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi(-1)=(-1)^{k}}} \sum_{f \in \mathcal{F}_{\chi}}\left|\mathcal{L}_{f}(\alpha)\right|^{2}= & \|\alpha\|^{2}+\frac{1}{q} \sum_{t \leqslant T}\left(\frac{2 \pi}{t}\right)^{2} \sum_{h} \omega\left(\frac{h}{H}\right) \sum_{a q \equiv h(t)}\left|\mathcal{P}_{a h t}(\alpha)\right|^{2} \\
& -\frac{1}{q} \sum_{t \leqslant T}\left(\frac{2 \pi}{t}\right)^{2} \int_{-\infty}^{\infty} \omega\left(\frac{h}{H}\right) \sum_{a(t)}^{*}\left|\mathcal{Q}_{a h t}(\alpha)\right|^{2} d h \\
& +O\left(\left(1+\frac{N}{q^{2}}\right) \frac{N}{q T}\|\alpha\|^{2}\right) \tag{8.2}
\end{align*}
$$

subject to the condition of Theorem 8.1.
Remarks. The cut-off factors $\omega(h / H)$ in (8.1) and (8.2) can be removed and replaced by the condition $0<h \leqslant H$, up to an extra error term which is relatively small. We have not done this at this point in order to save a special feature of the present error term, namely that it vanishes as $T$ goes to infinity. Therefore, (8.1), (8.2) are truly asymptotic formulas.

## 9. Large sieves for the linear forms $\mathcal{Q}_{\text {aht }(\alpha)}$

If we were only interested in an upper bound of the large sieve type for $\mathcal{L}_{f}(\alpha)$, then the sum of $\left|\mathcal{Q}_{a h t}(\alpha)\right|^{2}$ on the right-hand side of (8.2) could be ignored, because its contribution is negative. Nevertheless, we are going to estimate this sum to show that it is somewhat smaller than what comes out of the linear forms $\mathcal{P}_{a h t}(\alpha)$. To simplify the arguments, from now on we assume that the vector $\alpha$ is supported in a dyadic interval

$$
\begin{equation*}
\alpha=\left(a_{n}\right), \quad N<n \leqslant 2 N . \tag{9.1}
\end{equation*}
$$

Let $H, N, T \geqslant 1$. First we estimate

$$
\begin{equation*}
\int_{H}^{2 H} \sum_{T<t \leqslant 2 T} \sum_{a(\bmod t)}^{*}\left|\mathcal{Q}_{a h t}(\alpha)\right|^{2} d h . \tag{9.2}
\end{equation*}
$$

Recall that

$$
\mathcal{Q}_{a h t}(\alpha)=\sum_{n} a_{n} e\left(\frac{a n}{t}\right) J\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{q}}\right) .
$$

Changing the variable of integration $h=(x t)^{2} q N^{-1}$ we find that (9.2) is bounded by

$$
\begin{equation*}
\frac{4 H}{X} \int_{X}^{3 X} \sum_{T<t \leqslant 2 T} \sum_{a(\bmod t)}^{*}\left|\sum_{n} a_{n} e\left(\frac{a n}{t}\right) J\left(4 \pi x \sqrt{\frac{n}{N}}\right)\right|^{2} d x \tag{9.3}
\end{equation*}
$$

where

$$
\begin{equation*}
X=\frac{1}{2 T} \sqrt{\frac{H N}{q}} \tag{9.4}
\end{equation*}
$$

By (A.5), this is less than

$$
\begin{equation*}
\frac{H}{X} \int_{X}^{3 X} \sum_{T<t \leqslant 2 T} \sum_{a(t)}^{*}\left|\sum_{n} a_{n}\left(\frac{N}{n}\right)^{\frac{1}{4}} W\left(2 x \sqrt{\frac{n}{N}}\right) e\left(\frac{a n}{t}+2 x \sqrt{\frac{n}{N}}\right)\right|^{2} \frac{d x}{x} \tag{9.5}
\end{equation*}
$$
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where $W(y)$ is a nice smooth function whose derivatives satisfy $y^{\nu} W^{(\nu)}(y) \ll 1$. Using the Mellin transform technique to separate the variables in $W(2 x \sqrt{n / N})$, we estimate the above by

$$
\begin{equation*}
\frac{H}{X^{2}} \int_{X}^{3 X} \sum_{T<t \leqslant 2 T} \sum_{a(t)}^{*}\left|\sum_{n} b_{n} e\left(\frac{a n}{t}+2 x \sqrt{\frac{n}{N}}\right)\right|^{2} d x \tag{9.6}
\end{equation*}
$$

where $b_{n}$ are complex numbers with $b_{n} \ll\left|a_{n}\right|$, hence also $\|\beta\| \ll\|\alpha\|$, where the implied constant is absolute.

Next we split the sum over $n$ into short segments of length $M=N X^{-1}$ and write

$$
\sum_{n} b_{n} e\left(\frac{a n}{t}+2 x \sqrt{\frac{n}{N}}\right)=\sum_{L} e\left(2 x \sqrt{\frac{L}{N}}\right) \sum_{L<n \leqslant L+M} b_{n} e\left(\frac{a n}{t}+2 x \frac{\sqrt{n}-\sqrt{L}}{\sqrt{N}}\right)
$$

where $L=N+l M, 0 \leqslant l \leqslant X$. Note that $2 x(\sqrt{n}-\sqrt{l}) / \sqrt{N}$ is bounded by one, so we can separate the variables in $e(2 x(\sqrt{n}-\sqrt{l}) / \sqrt{N})$ at no cost by applying its power series expansion. Hence, we deduce that (9.6) is bounded by

$$
\begin{equation*}
\frac{H}{X^{2}} \int_{X}^{3 X} \sum_{T<t \leqslant 2 T} \sum_{a(t)}^{*}\left|\sum_{L} e\left(2 x \sqrt{\frac{L}{N}}\right) \sum_{L<n \leqslant L+M} b_{n}(L) e\left(\frac{a n}{t}\right)\right|^{2} d x \tag{9.7}
\end{equation*}
$$

where $b_{n}(L) \ll\left|b_{n}\right|$. First smoothing the integration, then squaring out and integrating in $x$, we find that (9.7) is bounded by

$$
\frac{H}{X} \sum_{L_{1}} \sum_{L_{2}}\left(1+\left(\frac{L_{1}-L_{2}}{M}\right)^{2}\right)^{-1} \sum_{T<t \leqslant 2 T} \sum_{a(t)}^{*}\left|\sum_{L_{1}<n \leqslant L_{1}+M} \|\left.\right|_{L_{2}<n \leqslant L_{2}+M}\right|
$$

Now by the large sieve inequality (1.5), this is estimated by

$$
H X^{-1}\left(T^{2}+M\right) \sum_{L} \sum_{L<n \leqslant L+M}\left|b_{n}(L)\right|^{2} \ll H X^{-1}\left(T^{2}+M\right)\|\alpha\|^{2} .
$$

Inserting (9.4) and $M=N X^{-1}$ we conclude as follows.
Lemma 9.1. For $H, N, T \geqslant 1$ we have

$$
\begin{equation*}
\int_{H}^{2 H} \sum_{T<t \leqslant 2 T} \sum_{a(t)}^{*}\left|\sum_{n} a_{n} e\left(\frac{a n}{t}\right) J\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{q}}\right)\right|^{2} d h \ll q T^{2}\left(1+T \sqrt{\frac{H}{q N}}\right)\|\alpha\|^{2} \tag{9.8}
\end{equation*}
$$

where the implied constant depends only on $k$.
Corollary 9.1. Let $H, N, T \geqslant 1$ and $\alpha=\left(a_{n}\right)$ be any sequence of complex numbers for $N<n \leqslant$ $2 N$. Then

$$
\begin{equation*}
\frac{1}{q} \sum_{t \leqslant T}\left(\frac{2 \pi}{t}\right)^{2} \int_{0}^{2 H} \sum_{a(t)}^{*}\left|\mathcal{Q}_{a h t}(\alpha)\right|^{2} d h \ll\left(\log 2 H T+T \sqrt{\frac{H}{q N}}\right)\|\alpha\|^{2} \tag{9.9}
\end{equation*}
$$

where the implied constant depends only on $k$.
Applying (9.9) to (8.2) we derive the following.
Theorem 9.1. Let $\alpha=\left(a_{n}\right)$ be a sequence of complex numbers for $N<n \leqslant 2 N$. Then

$$
\begin{equation*}
\frac{2}{\phi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi(-1)=(-1)^{k}}} \sum_{f \in \mathcal{F}_{\chi}}\left|\mathcal{L}_{f}(\alpha)\right|^{2}=\frac{1}{q} \sum_{t \leqslant T}\left(\frac{2 \pi}{t}\right)^{2} \sum_{h \leqslant H} \sum_{a q \equiv h(t)}\left|\mathcal{P}_{a h t}(\alpha)\right|^{2}+O\left(\left(1+\frac{N}{q^{2}}\right) N^{\varepsilon}\|\alpha\|^{2}\right) \tag{9.10}
\end{equation*}
$$

where $T=N / q, H=(N / q)^{1+\varepsilon}$ with any $\varepsilon>0$, the implied constant depending only on $k$ and $\varepsilon$.
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Remark. Directly, one obtains (9.10) with the cut-off factors $\omega(h / H)$ rather than with the restriction $h \leqslant H$ which disagrees only in the segment $H \leqslant h \leqslant 2 H$. However, the terms for $h$ in the segment $H \leqslant h \leqslant 2 H$ are absorbed by the existing error term (this can be seen by playing with two different functions $\omega$ ), so we removed them for simplicity.

## 10. Eliminating the incidental terms

Next we are going to remove the terms in (9.10) with $q \mid t$. We shall show that these terms contribute less than the existing error term. To this end, it is easier to estimate the corresponding original terms in (2.20)

$$
\begin{equation*}
\sigma_{q}(m, n)=\mathcal{K} \sum_{s} \sum_{t} \frac{2 \pi}{q^{2} s t} V_{q s}(m, n ; q t) e\left(\frac{m+n}{q^{2} s t}\right) J_{k-1}\left(\frac{4 \pi \sqrt{m n}}{q^{2} s t}\right) . \tag{10.1}
\end{equation*}
$$

Recall that $V_{q s}(m, n ; q t)$ is given by (2.17). Our goal is to estimate the bilinear form

$$
\begin{equation*}
\mathcal{C}_{q}(\alpha, \beta)=\sum_{m \leqslant N} \sum_{n \leqslant N} \bar{a}_{m} b_{n} \sigma_{q}(m, n) . \tag{10.2}
\end{equation*}
$$

For separating the variables in $J_{k-1}\left(4 \pi \sqrt{m n} / q^{2} s t\right)$ we use the Mellin integral representation (A.7). Then, by (1.3), we derive

$$
\mathcal{C}_{q}(\alpha, \beta) \ll \sum_{s} \sum_{t} \frac{1}{q^{2} s t}\left(\frac{N}{q^{2} s t}\right)^{\sigma}(q t+N)\|\alpha\|\|\beta\|
$$

where $\sigma$ can be chosen with $\varepsilon \leqslant \sigma \leqslant k-1-\varepsilon$ at will. We take $\sigma=\varepsilon$ if $t \leqslant N q^{-1}$ and $\sigma=1+\varepsilon$ otherwise, and obtain the following.

Lemma 10.1. For any $\alpha=\left(a_{m}\right), \beta=\left(b_{n}\right)$ with $1 \leqslant m, n \leqslant N$ we have

$$
\begin{equation*}
\mathcal{C}_{q}(\alpha, \beta) \ll q^{-2} N^{1+\varepsilon}\|\alpha\|\|\beta\| \tag{10.3}
\end{equation*}
$$

where the implied constant depends only on $k$ and $\varepsilon$.
Lemma 10.1 shows indeed that the terms in (9.10) with $t \equiv 0(\bmod q)$ can be ignored. Assuming that $q$ is prime, we are left with the terms for $(t, q)=1$. In this case $a q \equiv h(\bmod t)$ has the unique solution $a \equiv h \bar{q}(\bmod t)$ and we denote the corresponding linear form $\mathcal{P}_{\text {aht }}(\alpha)$ simply by $\mathcal{P}_{h t}(\alpha)$; recall

$$
\begin{equation*}
\mathcal{P}_{h t}(\alpha)=\sum_{n} a_{n} S(h \bar{q}, n ; t) J_{k-1}\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{q}}\right) . \tag{10.4}
\end{equation*}
$$

Theorem 9.1 implies the following (our third main theorem).
Theorem 10.1. Let $q$ be prime and $\alpha=\left(a_{n}\right)$ be any sequence of complex numbers for $N<n \leqslant 2 N$. Then

$$
\begin{equation*}
\frac{2}{\phi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi(-1)=(-1)^{k}}} \sum_{f \in \mathcal{F}_{\chi}}\left|\mathcal{L}_{f}(\alpha)\right|^{2}=\frac{1}{q} \sum_{\substack{t \leqslant T \\(t, q)=1}}\left(\frac{2 \pi}{t}\right)^{2} \sum_{h \leqslant H}\left|\mathcal{P}_{h t}(\alpha)\right|^{2}+O\left(\left(1+\frac{N}{q^{2}}\right) N^{\varepsilon}\|\alpha\|^{2}\right) \tag{10.5}
\end{equation*}
$$

where $T=H=N / q$, the implied constant depending only on $k$ and $\varepsilon$.
Remarks. Actually, we have established (10.5) only with $T=N q^{-1}$ and $H=\left(N q^{-1}\right)^{1+\varepsilon}$. However, we shall see soon (Proposition 12.1) that the contribution of the terms $t, h$ with $t \leqslant N q^{-1} \leqslant h \leqslant$ $\left(N q^{-1}\right)^{1+\varepsilon}$ is absorbed in the error term of (10.5), so we excluded this range.
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The principal character $\chi_{0}(\bmod q)$ is present in (10.5) if $k$ is even. In this case it contributes (see (1.9))

$$
\begin{equation*}
\frac{2}{\phi(q)} \sum_{f \in \mathcal{F}_{\chi_{0}}}\left|\mathcal{L}_{f}(\alpha)\right|^{2}=\frac{2}{\phi(q)}\left(1+O\left(\frac{N}{q}\right)\right)\|\alpha\|^{2} \tag{10.6}
\end{equation*}
$$

This contribution is absorbed by the error term in (10.5). Therefore, (10.5) holds without the principal character. Because $q$ is prime, the remaining characters are primitive, and the basis $\mathcal{F}_{\chi}$ of $S_{k}\left(\Gamma_{0}(q), \chi\right)$ can be made of primitive forms.

## 11. Large sieve for absolute Kloosterman sums (direct approach)

We are interested in estimation of the following forms

$$
\begin{equation*}
\mathcal{A}(H, T, N)=\sum_{H \leqslant h<2 H} \sum_{\substack{T \leqslant t<2 T \\(t, q)=1}}\left|\mathcal{P}_{h t}(\alpha)\right|^{2} \tag{11.1}
\end{equation*}
$$

for any $H, T, N \geqslant 1$, where $\mathcal{P}_{h t}(\alpha)$ is the linear form (10.4). These are building blocks of the righthand side of (10.5). We shall see that $\mathcal{A}(H, T, N)$ contribute more than the error term in (10.5). Our goal is to take off a few of these terms somewhat compromising the error term.

We begin by estimating $\mathcal{A}(H, T, N)$ with a direct approach. First we separate the variables in the Bessel functions $J_{k-1}\left(4 \pi \sqrt{h n / q t^{2}}\right)$ by means of (A.7). We get

$$
\mathcal{A}(H, T, N) \leqslant \int_{-\infty}^{\infty} \sum_{h} \sum_{t}\left|\sum_{n} a_{n} n^{i r} S(h \bar{q}, n ; t)\right|^{2} \frac{X}{X^{2}+|r|^{2}} d r
$$

where $X=T^{-1}(H N / q)^{1 / 2}$. Next we expand the summation over $H \leqslant h<2 H$ into complete segments of length $t$ getting

$$
\mathcal{A}(H, T, N) \leqslant \int_{-\infty}^{\infty} \sum_{t}(H+t) \sum_{d(\bmod t)}^{*}\left|\sum_{n} a_{n} n^{i r} e\left(\frac{d n}{t}\right)\right|^{2} \frac{X}{X^{2}+|r|^{2}} d r
$$

Then by the hybrid large sieve inequality (1.6) we derive

$$
\mathcal{A}(H, T, N) \ll(H+T)\left(R T^{2}+N\right) \frac{X}{X^{2}+R^{2}}\|\alpha\|^{2}
$$

for some $R>0$, the worst bound being at $R \asymp X$. Hence, we conclude as follows.
Lemma 11.1. For any $H, T, N \geqslant 1$ we have

$$
\begin{equation*}
\mathcal{A}(H, T, N) \ll(H+T) T\left(T+\sqrt{\frac{q N}{H}}\right)\|\alpha\|^{2} \tag{11.2}
\end{equation*}
$$

where the implied constant depends only on $k$.

## 12. Large sieve for absolute Kloosterman sums (dual approach)

We give another estimation for $\mathcal{A}(H, T, N)$ using the duality principle. Because $a_{n}$ are arbitrary numbers, it suffices to estimate the dual form

$$
\begin{equation*}
\mathcal{A}^{*}(H, T, N)=\sum_{n}\left|\sum_{h} \sum_{t} \gamma(h, t) S(h \bar{q}, n ; t) J_{k-1}\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{q}}\right)\right|^{2} \tag{12.1}
\end{equation*}
$$

where $\gamma(h, t)$ are arbitrary complex numbers for $H \leqslant h<2 H, T \leqslant t<2 T$ with $(t, q)=1$. Our estimate must depend on the $\gamma(h, t)$ only by way of being proportional to the $l_{2}$-norm

$$
\begin{equation*}
\|\gamma\|^{2}=\sum_{h} \sum_{t}|\gamma(h, t)|^{2}, \tag{12.2}
\end{equation*}
$$

otherwise the result would be useless for applications to the original form $\mathcal{A}(H, T, N)$.
Before opening the square we enlarge and smooth the outer summation

$$
\mathcal{A}^{*}(H, T, N) \leqslant \sum_{n} g\left(\frac{n}{N}\right)\left|\sum_{h} \sum_{t} \gamma(h, t) S(h \bar{q}, n ; t) J\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{q}}\right)\right|^{2} .
$$

Recall that $J(x)$ denotes $J_{k-1}(x)$. Here $g(x)$ is a smooth function supported on $\left[\frac{1}{2}, \frac{5}{2}\right]$. Now this equals

$$
\begin{aligned}
& \sum_{h_{1}} \sum_{t_{1}} \sum_{h_{2}} \sum_{t_{2}} \gamma\left(h_{1}, t_{1}\right) \bar{\gamma}\left(h_{2}, t_{2}\right) \sum_{d_{1}\left(t_{1}\right)}^{*} \sum_{d_{2}\left(t_{2}\right)}^{*} e\left(\frac{h_{1} \overline{q d_{1}}}{t_{1}}-\frac{h_{2} \overline{q d_{2}}}{t_{2}}\right) \\
& \quad \times \sum_{n} g\left(\frac{n}{N}\right) e\left(n\left(\frac{d_{1}}{t_{1}}-\frac{d_{2}}{t_{2}}\right)\right) J\left(\frac{4 \pi}{t_{1}} \sqrt{\frac{h_{1} n}{q}}\right) J\left(\frac{4 \pi}{t_{2}} \sqrt{\frac{h_{2} n}{q}}\right) .
\end{aligned}
$$

The terms with $t_{1}=t_{2}, d_{1}=d_{2}$ contribute

$$
\mathcal{A}_{0}^{*}(H, T, N)=\sum_{n} g\left(\frac{n}{N}\right) \sum_{t} \sum_{d(t)}^{*}\left|\sum_{h} \gamma(h, t) e\left(\frac{d n}{t}\right) J\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{q}}\right)\right|^{2}
$$

Before squaring out we expand the summation over $d(\bmod t),(d, t)=1$ to all residue classes modulo $t$ getting

$$
\mathcal{A}_{0}^{*}(H, T, N) \leqslant \sum_{t} t \sum_{h_{1}} \sum_{h_{2} \equiv h_{1}(t)}\left|\gamma\left(h_{1}, t\right) \gamma\left(h_{2}, t\right)\right|\left|\sum_{n} g\left(\frac{n}{N}\right) J\left(\frac{4 \pi}{t} \sqrt{\frac{h_{1} n}{q}}\right) J\left(\frac{4 \pi}{t} \sqrt{\frac{h_{2} n}{q}}\right)\right| .
$$

Assuming $N \geqslant 128 H T^{-2} q^{-1}$ (this is very weak condition) we find that the sum over $n$ is equal to the corresponding integral

$$
\begin{equation*}
\int_{0}^{\infty} g\left(\frac{x}{N}\right) J\left(\frac{4 \pi}{t} \sqrt{\frac{h_{1} x}{q}}\right) J\left(\frac{4 \pi}{t} \sqrt{\frac{h_{2} x}{q}}\right) d x \tag{12.3}
\end{equation*}
$$

up to an error term $O\left(N^{-A}\right)$ which is negligible (see (A.5)). Moreover, the integral (12.3) has no stationary phase, so by (A.5) this is

$$
\begin{aligned}
& \ll N\left(1+\frac{\left|\sqrt{h_{1}}-\sqrt{h_{2}}\right|}{T} \sqrt{\frac{N}{q}}\right)^{-2} \min \left(1, T \sqrt{\frac{q}{H N}}\right) \\
& \asymp T \sqrt{\frac{q N}{H}}\left(1+\left(\frac{h_{1}-h_{2}}{T}\right)^{2} \frac{N}{q H}\right)^{-1}\left(1+\frac{q T^{2}}{T N}\right)^{-\frac{1}{2}} .
\end{aligned}
$$

Then, given $h_{1}$ the resulting sum over $h_{2} \equiv h_{1}(\bmod t)$ yields

$$
\sum_{h_{2}}\left(1+\left(\frac{h_{1}-h_{2}}{T}\right)^{2} \frac{N}{q H}\right)^{-1} \ll 1+\sqrt{\frac{q H}{N}} .
$$

Hence, we conclude that the terms $t_{1}=t_{2}, d_{1}=d_{2}$ contribute at most

$$
\begin{equation*}
\mathcal{A}_{0}^{*}(H, T, N) \ll q T^{2}\left(1+\frac{N}{q H}\right)^{\frac{1}{2}}\left(1+\frac{q T^{2}}{H N}\right)^{-\frac{1}{2}}\|\gamma\|^{2} . \tag{12.4}
\end{equation*}
$$
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We are left with the terms satisfying

$$
\begin{equation*}
\frac{d_{1}}{t_{1}} \neq \frac{d_{2}}{t_{2}}(\bmod 1) . \tag{12.5}
\end{equation*}
$$

As above the sum over $n$ is equal to the corresponding integral

$$
\begin{equation*}
\int_{0}^{\infty} g\left(\frac{x}{N}\right) e\left(x\left\|\frac{d_{1}}{t_{1}}-\frac{d_{2}}{t_{2}}\right\|\right) J\left(\frac{4 \pi}{t_{1}} \sqrt{\frac{h_{1} x}{q}}\right) J\left(\frac{4 \pi}{t_{2}} \sqrt{\frac{h_{2} x}{q}}\right) d x \tag{12.6}
\end{equation*}
$$

up to an error term $O\left(N^{-A}\right)$ which is negligible. Now, however, one may encounter a stationary phase, unless we assume that the linear part in the exponential dominates over the square root parts in the exponentials coming from the Bessel functions (see (A.5)). Note that

$$
\left\|\frac{d_{1}}{t_{1}}-\frac{d_{2}}{t_{2}}\right\| \geqslant \frac{1}{t_{1} t_{2}} \geqslant \frac{1}{4 T^{2}} .
$$

Therefore, in order to miss the stationary point, we assume that $N$ is sufficiently large, say

$$
\begin{equation*}
N \geqslant\left(R+128 \frac{H}{q}\right) T^{2} \tag{12.7}
\end{equation*}
$$

where $R \geqslant 1$ is at our disposal. Then the integral (12.6) is much less than $N R^{-A}$ for any $A \geqslant 0$ by partial integration $A$ times. Hence, the terms (12.5) contributes to $\mathcal{A}^{*}(H, T, N)$ at most

$$
\sum_{h_{1}} \sum_{t_{1}} \sum_{h_{2}} \sum_{t_{2}}\left|\gamma\left(h_{1}, t_{1}\right) \gamma\left(h_{2}, t_{2}\right)\right| t_{1} t_{2} N R^{-A} \ll H T^{3} N R^{-A}\|\gamma\|^{2} .
$$

Adding this bound to (12.4) we obtain a bound for $\mathcal{A}_{0}^{*}(H, T, N)$. Finally applying the duality principle we deduce the following bound for the original sum $\mathcal{A}(H, T, N)$.

Lemma 12.1. Let $H, T, R \geqslant 1$ and $N$ satisfies (12.7). Then

$$
\begin{equation*}
\mathcal{A}(H, T, N) \ll\left\{q T^{2}\left(1+\frac{N}{q H}\right)^{\frac{1}{2}}\left(1+\frac{q T^{2}}{H N}\right)^{-\frac{1}{2}}+H T^{3} N R^{-A}\right\}\|\alpha\|^{2} \tag{12.8}
\end{equation*}
$$

where $A$ is any positive number, and the implied constant depends only on $k, A$.
The condition (12.7) can be relaxed by a device which is reminiscent of that used in [FV73]. We begin with the following observation

$$
\sum_{\substack{P<p \leqslant 2 P \\ p \nmid t}} \log p \gg P \quad \text { if } P \gg \log t .
$$

Hence,

$$
\mathcal{A}(H, T, N) \ll \frac{1}{P} \sum_{P<p \leqslant 2 P}(\log p) \sum_{h} \sum_{(t, p)=1}\left|\sum_{n} a_{n} S(h \bar{q}, n ; t) J\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{q}}\right)\right|^{2} .
$$

Given $p$ we can write $S(h \bar{q}, n ; t)=S(h \overline{q p}, n p ; t)$ and

$$
J\left(\frac{4 \pi}{t} \sqrt{\frac{h n}{q}}\right)=J\left(\frac{4 \pi}{t} \sqrt{\frac{h n p}{q p}}\right)
$$

Hence, the resulting sum is of the same type as $\mathcal{A}(H, T, N)$, but with $q$ replaced by $q p, N$ replaced by $N p$ and the sequence $\alpha=\left(a_{n}\right)$ replaced by the lacunary sequence $\left(a_{n q}\right)$ of the same $l_{2}$-norm. Lemma 12.1 is applicable in the modified situation provided

$$
\begin{equation*}
N P \geqslant\left(R+128 \frac{H}{q P}\right) T^{2} \tag{12.9}
\end{equation*}
$$

getting

$$
\begin{equation*}
\mathcal{A}(H, T, N) \ll\left\{q P T^{2}\left(1+\frac{N}{q H}\right)^{\frac{1}{2}}\left(1+\frac{q T^{2}}{H N}\right)^{-\frac{1}{2}}+H T^{3} N P R^{-A}\right\}\|\alpha\|^{2} \tag{12.10}
\end{equation*}
$$

We take

$$
\begin{equation*}
P=\frac{R T^{2}}{N}+12 T \sqrt{\frac{H}{q N}}+\log T \tag{12.11}
\end{equation*}
$$

which satisfies (12.9). To simplify we assume that

$$
\begin{equation*}
1 \leqslant T \leqslant \frac{N}{q}, \quad 1 \leqslant H \leqslant\left(\frac{N}{q}\right)^{1+\varepsilon} \tag{12.12}
\end{equation*}
$$

Then we take $R=N^{\varepsilon}$, so

$$
\begin{gathered}
P \ll\left(1+\frac{T}{q}\right) N^{\varepsilon} \\
\left(1+\frac{T}{q}\right)\left(1+\frac{q T^{2}}{H N}\right)^{-\frac{1}{2}} \ll\left(1+\frac{H N}{q^{3}}\right)^{\frac{1}{2}} \\
\left(1+\frac{N}{q H}\right)^{\frac{1}{2}}\left(1+\frac{H N}{q^{2}}\right)^{\frac{1}{2}} \ll\left(1+\frac{N}{q^{2}}+\sqrt{\frac{N}{q H}}\right) N^{\varepsilon} .
\end{gathered}
$$

Hence, (12.10) implies the following.
Proposition 12.1. Let $H, T, N$ satisfy (12.12) and $\alpha=\left(a_{n}\right)$ be a sequence of complex numbers for $N<n \leqslant 2 N$. Then

$$
\begin{equation*}
\mathcal{A}(H, T, N) \ll q T^{2}\left(1+\frac{N}{q^{2}}+\sqrt{\frac{N}{q H}}\right) N^{\varepsilon}\|\alpha\|^{2} \tag{12.13}
\end{equation*}
$$

where the implied constant depends only on $k$ and $\varepsilon$.
Applying (12.13) to (10.5) we derive our Theorem 1.1.
Corollary 12.1. Let $q$ be prime and $N \geqslant q$. Then for any $\alpha=\left(a_{n}\right)$ with $N<n \leqslant 2 N$ we have

$$
\begin{equation*}
\frac{2}{\phi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi(-1)=(-1)^{k}}} \sum_{f \in \mathcal{F}_{\chi}}\left|\mathcal{L}_{f}(\alpha)\right|^{2} \ll N^{\varepsilon}\left(\frac{N}{q^{2}}+\sqrt{\frac{N}{q}}\right)\|\alpha\|^{2} \tag{12.14}
\end{equation*}
$$

with any $\varepsilon>0$, the implied constant depending only on $k, \varepsilon$.
The component $\sqrt{N / q H}$ in the error term of (1.10) dominates if

$$
\begin{equation*}
H N \leqslant q^{3} . \tag{12.15}
\end{equation*}
$$

In the next section we shall see that this component cannot be removed.

## 13. Quantitative study of the asymptotic large sieve

In this section, we will see that the upper bound in (1.10) is optimal and the component $\sqrt{N / q H}$ cannot be removed. A bunch of special vectors can be constructed for which the main term in (1.10) is exceptionally large.

Given $t_{0} \geqslant 1$ and $h_{0} \geqslant 1$ we consider the vector $\alpha_{0}=\left(a_{0}(n)\right)$ with

$$
\begin{equation*}
a_{0}(n)=S\left(h_{0} \bar{q}, n ; t_{0}\right) J_{k-1}\left(\frac{4 \pi}{t_{0}} \sqrt{\frac{h_{0} n}{q}}\right) \tag{13.1}
\end{equation*}
$$
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for $N<n \leqslant 2 N$. For this vector we show the following asymptotic formula for the dual liner form $\mathcal{P}_{h_{0} t_{0}}\left(\alpha_{0}\right)$ (recall that $\mathcal{P}_{h t}(\alpha)$ is given by (10.4)).
Proposition 13.1. Let $h_{0} \leqslant N q^{-1}$, then

$$
\begin{equation*}
\mathcal{P}_{h_{0} t_{0}}\left(\alpha_{0}\right)=\frac{\sqrt{2}-1}{2 \pi^{2}} \phi\left(t_{0}\right) t_{0} \sqrt{\frac{q N}{h_{0}}}+O\left(\frac{q t_{0}{ }^{3} \tau\left(t_{0}\right)}{h_{0}}\right) \tag{13.2}
\end{equation*}
$$

where the implied constant is absolute.
Proof. We have

$$
\begin{aligned}
\mathcal{P}_{h_{0} t_{0}}\left(\alpha_{0}\right) & =\sum_{N<n \leqslant 2 N} \alpha_{0}(n)^{2} \\
& =\sum_{N<n \leqslant 2 N} S^{2}\left(h_{0} \bar{q}, n ; t_{0}\right) J^{2}\left(\frac{4 \pi}{t_{0}} \sqrt{\frac{h_{0} n}{q}}\right) \\
& =\frac{t_{0}}{4 \pi^{2}} \sqrt{\frac{q}{h_{0}}} \sum_{N<n \leqslant 2 N} n^{-1 / 2} S^{2}\left(h_{0} \bar{q}, n ; t_{0}\right)\left\{1-\Im e\left(\frac{4}{t_{0}} \sqrt{\frac{h_{0} n}{q}}-\frac{k}{2}\right)\right\}+O\left(q h_{0}^{-1} t_{0}^{3} \tau\left(t_{0}\right)\right)
\end{aligned}
$$

by (A.4), where the error term is obtained by Weil's bound for the Kloosterman sum $S\left(h_{0} \bar{q}, n ; t_{0}\right) \ll$ $\left(h_{0}, n, t_{0}\right)^{\frac{1}{2}} t_{0}^{\frac{1}{2}} \tau\left(t_{0}\right)$. Opening the Kloosterman sum, we get

$$
\mathcal{P}_{h_{0} t_{0}}\left(\alpha_{0}\right)=\frac{t_{0}}{4 \pi^{2}} \sqrt{\frac{q}{h_{0}}} \sum_{d_{1}\left(t_{0}\right)}^{*} \sum_{d_{2}\left(t_{0}\right)}^{*} e\left(\frac{h_{0} \bar{q}\left(\bar{d}_{1}-\bar{d}_{2}\right)}{t_{0}}\right) \sum_{N<n \leqslant 2 N} n^{-1 / 2}(1-\Im e(f(n)))+O\left(q h_{0}^{-1} t_{0}^{3} \tau\left(t_{0}\right)\right)
$$

where

$$
f(x)=x \frac{d_{1}-d_{2}}{t_{0}}+\frac{4}{t_{0}} \sqrt{\frac{h_{0} x}{q}} .
$$

We choose $d_{1}, d_{2}$ such that $\left|d_{1}-d_{2}\right|<\frac{1}{2} t_{0}$. Then

$$
\begin{gathered}
\left|f^{\prime}(x)\right|<t_{0}^{-1}\left(\left|d_{1}-d_{2}\right|+2 \sqrt{\frac{h_{0}}{q N}}\right) \leqslant \frac{1}{2}+\frac{2}{q t_{0}}<\frac{3}{4} \\
f^{\prime}(x) \gg t_{0}^{-1}\left(\left|d_{1}-d_{2}\right|+\sqrt{\frac{h_{0}}{q N}}\right)
\end{gathered}
$$

Therefore, the sum over $n$ can be replaced by the corresponding integral with a small error term, precisely

$$
\sum_{N<n \leqslant 2 N}=\int_{N}^{2 N} x^{-1 / 2}(1-\Im e(f(x))) d x+O\left(N^{-1 / 2}\right)
$$

If $d_{1}=d_{2}$, we get

$$
\int_{N}^{2 N} x^{-1 / 2}\left(1-\Im e\left(\frac{4}{t_{0}} \sqrt{\frac{h_{0} x}{q}}\right)\right) d x=2(\sqrt{2}-1) \sqrt{N}+O\left(t_{0} \sqrt{\frac{q}{h_{0}}}\right)
$$

and if $d_{1} \neq d_{2}$, we get

$$
\int_{N}^{2 N} \ll \frac{t_{0}}{\left|d_{1}-d_{2}\right| \sqrt{N}} .
$$

Hence, we derive (13.2) by trivial summation over $d_{1}, d_{2}$. This completes the proof of Proposition 13.1.

## The orthogonality of Hecke eigenvalues

Using (13.2) and (1.10) for the vector (13.1) we derive by positivity that

$$
\begin{align*}
\frac{2}{\phi(q)} \sum_{\substack{\chi(\bmod q) \\
\chi(-1)=(-1)^{k}}} \sum_{f \in \mathcal{F}_{\chi}}\left|\mathcal{L}_{f}\left(\alpha_{0}\right)\right|^{2} \geqslant & {\left[\frac{\phi\left(t_{0}\right)}{2 t_{0}} \sqrt{\frac{N}{q h_{0}}}+O\left(\frac{t_{0} \tau\left(t_{0}\right)}{h_{0}}\right)\right]\left\|\alpha_{0}\right\|^{2} } \\
& +O\left(N^{\varepsilon}\left(\frac{N}{q^{2}}+\sqrt{\frac{N}{q H}}\right)\right)\left\|\alpha_{0}\right\|^{2} \tag{13.3}
\end{align*}
$$

provided $t_{0} \leqslant N q^{-1}$ and $h_{0}<H \leqslant N q^{-1}$. In order to make the error terms negligible we take $H=N q^{-1}$ and assume the following conditions

$$
\begin{equation*}
q t_{0}^{2} N^{-1+\varepsilon} \leqslant h_{0} \leqslant \min \left(\frac{N}{q}, \frac{q^{3}}{N}\right) N^{-\varepsilon} . \tag{13.4}
\end{equation*}
$$

Corollary 13.1. Let $1 \leqslant q \leqslant N^{1-\varepsilon}$ and let $h_{0}$ satisfy (13.4). Then for the vector $\alpha_{0}=\left(a_{0}(n)\right)$ given by (13.1) we have

$$
\frac{2}{\phi(q)} \sum_{\substack{\chi(\bmod q) \\ \chi(-1)=(-1)^{k}}} \sum_{f \in \mathcal{F}_{\chi}}\left|\mathcal{L}_{f}\left(\alpha_{0}\right)\right|^{2} \geqslant \frac{\phi\left(t_{0}\right)}{2 t_{0}} \sqrt{\frac{N}{q h_{0}}}\left(1+O\left(N^{-\varepsilon}\right)\right)\left\|\alpha_{0}\right\|^{2}
$$

where the implied constant depends only on $\varepsilon$.
The last result shows that for many characters, we cannot get square root cancellation in the linear form $\mathcal{L}_{f}\left(\alpha_{0}\right)$ which would be consistent with the Riemann hypothesis. This is quite surprising phenomenon because it shows that the Fourier coefficients of $f$ point towards the direction of families of vectors formed by products of Kloosterman sums, and Bessel functions. A similar phenomenon appears in [ILS00, Appendix C].
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## Appendix A. Properties of Bessel functions

In this paper we referred to several properties of the Bessel function $J_{k-1}(x)$ with $k \geqslant 3$. First we have the following bound

$$
\begin{gather*}
J_{k-1}(x) \ll \min \left(x^{-\frac{1}{2}}, x^{2}\right),  \tag{A.1}\\
J_{k-1}(2 x)=\sum_{l=0}^{\infty}(-1)^{l} \frac{x^{2 l+k-1}}{l!(l+k-1)!} \tag{A.2}
\end{gather*}
$$

and from the asymptotic formula

$$
\begin{equation*}
J_{k-1}(x)=\left(\frac{2}{\pi x}\right)^{\frac{1}{2}} \cos \left(x+\frac{\pi}{4}-\frac{\pi k}{2}\right)+O\left(x^{-\frac{3}{2}}\right) \tag{A.3}
\end{equation*}
$$

This gives

$$
\begin{equation*}
J_{k-1}^{2}(\pi x)=\frac{1}{\pi^{2} x}\left(1-\Im e\left(x-\frac{k}{2}\right)+O\left(\frac{1}{x}\right)\right) \tag{A.4}
\end{equation*}
$$
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Moreover, we have the following expression

$$
\begin{equation*}
J_{k-1}(2 \pi x)=\pi^{-1} x^{-\frac{1}{2}} \Re W(2 \pi x) e\left(x-\frac{k}{4}+\frac{1}{8}\right) \tag{A.5}
\end{equation*}
$$

with

$$
W(2 \pi x)=\frac{1}{\Gamma\left(k-\frac{1}{2}\right)} \int_{0}^{\infty} e^{-u} u^{k-\frac{3}{2}}\left(1+\frac{i u}{4 \pi x}\right)^{k-\frac{3}{2}} d u
$$

(see [Wat44, p. 206]). We only need estimates for $W(x)$ and its derivatives. It is easy to check that $x^{a} W^{(a)}(x) \ll 1$ for any $a \geqslant 0$, and the implied constant depends on $k$ and $a$.

Next we use the Mellin integral representation

$$
\begin{equation*}
J_{k-1}(x)=\frac{1}{2 \pi i} \int_{(\sigma)} \gamma(r) x^{r} d r, \quad 0<\sigma<k-1 \tag{A.6}
\end{equation*}
$$

with

$$
\gamma(r)=2^{r-1} \Gamma\left(\frac{k-r-1}{2}\right) \Gamma^{-1}\left(\frac{k+r+1}{2}\right) .
$$

This represents the Bessel function $J_{k-1}(x)$ by the power function $x^{r}$ which is useful for separating variables, particularly when $x$ is a product of many independent parameters. However as stated above we lose control of the size of the function. We recover this control by moving the line of integration $\Re r=\sigma$ to the contour $\mathcal{L}_{X}$ with $\Re r=\sigma=-1$ if $|\Im r| \leqslant X$ and $\Re r=\sigma=1$ if $|\Im r|>X$. Then write

$$
\begin{equation*}
J_{k-1}(x)=\frac{1}{2 \pi i} \int_{\mathcal{L}_{X}} \gamma_{X}(r)\left(\frac{x}{X}\right)^{r} d r \tag{A.7}
\end{equation*}
$$

with $\gamma_{X}(r)=\gamma(r) X^{r}$. For $r \in \mathcal{L}_{X}$ we have $\gamma_{X}(r) \ll X(X+|r|)^{-2}$. Hence,

$$
\begin{equation*}
\int_{\mathcal{L}_{X}}\left|\gamma_{X}(r) \| d r\right| \ll 1 \tag{A.8}
\end{equation*}
$$

The fundamental role in this paper is played by the following product formula (see [Obe72])

$$
\begin{equation*}
\mathcal{K} \int_{0}^{\infty} e\left((\alpha+\beta) x+\gamma x^{-1}\right) J_{k-1}(4 \pi \sqrt{\alpha \beta} x) \frac{d x}{x}=2 \pi J_{k-1}(4 \pi \sqrt{\alpha \gamma}) J_{k-1}(4 \pi \sqrt{\beta \gamma}) \tag{A.9}
\end{equation*}
$$

for any $\alpha, \beta, \gamma>0$. If $\alpha, \beta>0$ and $\gamma \leqslant 0$, then the left-hand side vanishes, the property of which is also quite important.
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