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CAUCHY REPRESENTATION OF DISTRIBUTIONS
AND APPLICATIONS TO PROBABILITY

M. ASLAM CHAUDHRY

The Cauchy representation is not valid for every Schwartz distribution / € (D(R))
because (t - z)~l £ D(R). Since for all z £ {z: Imz ^ 0} the kernel (t - z)'1

belongs to DLf{R) (1 < p < co), the Cauchy representation of the distributions in
(DL,{R)) seems possible.

In this paper, we prove this fact. It is also proved that every probability
density defines a generalised function on the space Di,r(R)(l <p < oo) of test
functions. Applications of these results in probability theory are discussed.

1. INTRODUCTION

Let / € (DLP(R))' . If there exists a complex valued function F(z) analytic in the
z-plane except possibly on the real axis {z: Im 2 = 0} such that

(1) lim r
e—o+ J-o

for all <f> £ DLp(R), then F(z) is called the analytic representation of / 6 (DLP(R))' •
The Cauchy integral representation of analytic functions (in terms of their boundary
values) is an important tool for the mathematical study of physical phenomena. The
role of such representations is even more important when we consider the generalised
functions.

The analytic representation of a generalised function / with compact support is
given by [1]

(2) fr) »_!.(/(«),-i_,.

J{z) is called Cauchy representation of / e (E(R))'. The Cauchy representation (2) is

not valid for every Schwartz distribution / € CD(R))' because (t - z)"1 £ D(R). For

all z £ {z: Imz ^ 0} the kernel (t - z)'1 belongs to DLp(R)(l <p<oo), thus the

Cauchy representation of the generalised functions in (2?j,p(.R)) seems possible. We

prove this fact and construct an example of the Cauchy representation of generalised

functions with non-compact support. Since (Dip(R)) D (E(R))' we extend the result

to a wider class of generalised functions proved in [3].
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2. THE TESTING FUNCTION SPACE DLP(R), (1 < p < OO)

An infinitely differentiable function <j> defined over R is said to belong to the space
DLp(R) if (j>W{x) belongs to LP(R) for each k = 0, 1, 2, 3, . . . . We define a sequence
of semi-norms {jm}m=o o n

 DLP(R) as follows: For <j> G DLP(R) we define

(3) 7 m W [ / _ J
Since 70 is a norm, the sequence of semi-norms {"fm}m=o is separating [6]. A sequence
{<^M}^=I

 i n DLP(R) is said to converge to <f> G DLP{R) if for each m = 0, 1, 2, 3, . . . ,

7m(4>n -</>) —> 0 as n —> 00.

The space £>£,p(i2) is multinormed and complete [2, 5]. Moreover, the Schwartz space
D(R) of test functions is dense in DLp(R) [2]. We denote by (DLp(R))' the space
of all continuous linear functionals on DLP(R). We state the structure formula for
fe(DLp(R))' [4,5].

THEOREM 1 . If f e (DLp(R))' (1< p < 00), then / is equal to a Unite linear

combination of the derivatives of functions in Lq(R), that is, for each f G (DLP(R))

(4) ( / , <t>)

wiere / | a | are functions in Z,(iZ), 1/p -|-1/9 = 1.

THEOREM 2 . Let f e (DLp(R))', (1 < p < 00) and F(z) be the compiex-va/ued
function defined in the region fi = {z: Imz ^ 0} by:

(5) FM - 5 ^

Then ^(z) is the Cauchy representation of the generalised function f.

PROOF: TO prove the analyticity of F(z) we note that

W+») - *WI =

and we prove that

/ i " 1 ^ - z - A)"1 - (t - A)"1] converges to (t - z)2
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in the sense of convergence in DLP(R) •

Assume that

Ah(t, z) = [h-H(t - z - h)'1 - (i - z) ' 1 } - (i - z)-2].

Then for Imz = y ^ 0 ,

so that

lk(Ah{-,z))—>0 ( 4 = 0 , 1 , 2 , 2 , . . . )

as h —* 0. Therefore,

Thus F(z) is analytic in the region n . Let us define

(7) I(e)= [e°[F(x+ie)-F(z-ie)]t(x)dx.

Since <j> € DLp(R) and for each fixed e > 0, F(x +ie) € Lq(R) [1/p + 1/g = 1], the
integral (7) exists for all e > 0. From (5) and (7) we get:

Using the structure formula (4) for / we get

where fj e Lq(R) (1 < j ' ^ r ) . However,

_ TT[(< - xf + e2]] V [
(Vj=l,2, 3, ...)
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Therefore,

Using Fubini's theorem and integration by parts we get

However,

0 +

see [2, 5, 6].

Hence, letting e - » 0 + in (8) we get:

Km 7(e) = £

[by (4)].

Thus F(z) is indeed the Cauchy representation of / 6 (DLP(R)) . 0

We construct an example of a generalised function with non-compact support, and
by using Theorem 2, prove the existence of its Cauchy representation.

oo

EXAMPLE 1. Let f(t) = £ an6(t — n) where an are appropriate constants (for exam-
n=l

oo

pie X) l°n| < oo) and 6(t) be the Dirac delta function. Then, Supp / = {1, 2, 3, 4, ...}
n=l

is a non-compact set and therefore, / £ (E(R)) . However, for every <j> G Z>x,p(il)
(1 < p < oo) the map

(9) <j) — > ( / , <t>) -
n = l

is well denned since <f>(x) —» 0 as \x\ -» oo [2]. Therefore, the series (9) is conver-
gent for all <j> € DLf{R) and / e (DLp(R))'. According to Theorem 2, the Cauchy
representation of the generalised function / exists and is given by
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3. PROBABILITY DISTRIBUTION

Suppose that a random variable x taking real values between - c o and oo may be
characterised by a probability distribution $ ( t ) , where $(*) is defined as the probability
that x lies in the interval ( -co , t ) . Then, we have

$(*) < 1 for - oo < f < oo

Hh)^*{h) for h <t2

and lim $(<) = 1.

The quantity

(11) /(<) = ^ * ( 0

is called the probability density. In certain cases (that is, the case of discontinuous
probability distribution) the derivative in (11) does not exist in the ordinary sense.
However, the probability density (11) defines a generalised function on some space of
test functions. For example, suppose that it is certain that the random variable z takes
the value XQ . Then,

{ 0 for t < x0

1 for t > x0.

Thus §(*) = H(t - x0)

where H is the Heaviside step function. In this case the probability density f(t) does
not exist in the ordinary sense. If, however, we admit generalised functions, then,

is the Dirac delta function.
As a matter of fact every probability density /(<) belongs to a certain space of

generalised functions. We prove this fact in the following theorem.

THEOREM 3 . Every probability density f{t) defines a generalised function on the
space DLP(R) (1 < p < oo) of test functions.

PROOF: For any V~6 DLP{R) (1 < p < oo)
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Since the map -0 —* dtp/dt is continuous injection [5] on DLP(R) (1 < p < oo) and
$(<) is bounded, the integral (12) exists, that is, the linear operation /(<) —» (f{t),
is well defined. Moreover,

r
J — c

(because $(t) ^ 1)

LP [2]-

Therefore, f{t) is bounded. D

Consequently, f(t) defines a generalised function on Dip{R) (1 < p < oo). The
following corollary is an immediate consequence of Theorems 2 and 3.

COROLLARY 1 . For every probability density <fi(t), the Cauchy representation,

as defined in (2), exists.

EXAMPLE 2. Suppose that a random variable takes values t i , <2» *s> • • • with probabil-

ities p i , p 2 , p3 , • • •, Y, Pi = * • Then,

The probability density f(i) is the generalised derivative of $(t), that is,

In view of Theorem 2 and Theorem 3 proved earlier, f(t) defines a generalised
function on Dip(R) (1 < p < oo) and the Cauchy representation of f(t) equals

For example, the binomial probability distribution is given by:

u is a parameter and the random variable takes the values 1, 2, 3, . . . , n. The proba-

bility density is:

.)u3(l-u)n~}S(t-j)

https://doi.org/10.1017/S0004972700028227 Published online by Cambridge University Press

https://doi.org/10.1017/S0004972700028227


[7] Cauchy representation of distributions 131

and the Cauchy representation of f(i) is:
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