J. Aust. Math. Soc. 105 (2018), 289-315
doi:10.1017/S1446788717000404

THE G-CENTRE AND GRADABLE DERIVED
EQUIVALENCES

KEVIN COULEMBIER™ and VOLODYMYR MAZORCHUK

(Received 13 March 2017; accepted 3 December 2017; first published online 18 June 2018)

Communicated by J. East

Abstract

‘We propose a generalisation for the notion of the centre of an algebra in the setup of algebras graded by
an arbitrary abelian group G. Our generalisation, which we call the G-centre, is designed to control the
endomorphism category of the grading shift functors. We show that the G-centre is preserved by gradable
derived equivalences given by tilting modules. We also discuss links with existing notions in superalgebra
theory.
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1. Introduction

Consider a finite-dimensional algebra A over a field k and the corresponding category
A-mod of finite-dimensional left A-modules. In this setup, the evaluation of a natural
endomorphism of the identity functor Id on A-mod at the left regular A-module 4A
gives rise to the classical isomorphism

Z(A) = End(Id) (1.1)

between the centre of an algebra and the centre of its module category. In [5, Propo-
sition 9.2], Rickard proved that two derived equivalent algebras have isomorphic
centres, providing a fundamental invariant for the study of derived equivalences. When
the algebras in question are graded by some group and the derived equivalence is
‘gradable’, see [2], it is easy to show that the centres are isomorphic even as graded
algebras. In this paper we take a slightly different view at this situation and introduce
a new larger algebra that extends the classical centre of an algebra. We also show that
this algebra is preserved by gradable derived equivalences between graded algebras
which are given by tilting modules.
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A motivating example is given by the theory of superalgebras. When associative
Z,-graded algebras are interpreted as ‘superalgebras’, there is an alternative notion
of the centre, known as the super centre. Furthermore, in [3], Gorelik introduced
the notion of the ghost centre of a superalgebra. This ghost centre is a certain
subalgebra containing both the centre and the super centre which turned out to play
a very important role in studying representations of Lie superalgebras. The natural
questions which originated the present study are whether the super centre and the
ghost centre could be realised as natural transformations for some endofunctors on the
module category and whether these subalgebras are preserved under (certain) derived
equivalences.

We start our investigation in a different setting, namely, that of an algebra A on
which an arbitrary group H acts by automorphisms. This allows us to define the
extended centre, which is not a subalgebra of A, but, rather, a subalgebra of A ® kH.
The group action on A leads to a strict categorical action of H on the (derived) module
category of A. We show that the extended centre can be realised as the algebra
of natural transformations of the functors which yield this strict categorical action.
Furthermore, we prove that certain derived equivalences which intertwine the actions
in a suitable way preserve the extended centres of involved algebras.

If the algebra A is graded by an abelian group G, the grading can be reformulated in
terms of an action of the character group G = Hom(G, k*), with respect to the ground
field k. When |G| is finite and not divisible by char(k), the notions of G-actions and
G-gradings are actually equivalent.

For a grading on A by an arbitrary abelian group G, we introduce the G-centre,
which is a subalgebra of the algebra of functions from G to A. When |G| is finite and
not divisible by char(k), we show that the G-centre is isomorphic to the extended centre
corresponding to the G-action. In general the two notions differ. We show how the G-
centre can be realised as the algebra of natural transformations of certain functors on
the category of graded modules. Then we prove that the G-centre is preserved under
gradable derived equivalences, provided that the equivalence is given in terms of a
tilting module.

While our current methods do not allow us to consider gradable derived
equivalences in full generality, we hope that the condition that the derived equivalence
be given by a tilting module can be lifted using a different approach. On the other
hand, the results in [2] show for example that, for any two blocks of category O in type
A which are gradable derived equivalent (for the Koszul Z-grading), one can construct
a gradable derived equivalence between them which is given by a tilting module.

Then we return to the special case of G = Z;, thus of that of superalgebras. Our
notion of G-centre is very closely related to the ghost centre. Concretely, it is
isomorphic to an exterior direct sum of the super centre and the anti centre, whereas the
ghost centre is the sum (not necessarily direct) of the super centre and the anti centre
inside the algebra A. The two notions are thus only different in case some nonzero
elements of A belong to the super and anti centres at the same time, so we can view the
G-centre as a natural lift of the ghost centre. Our general results then yield concrete
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methods to realise the super centre (and the G-centre) as endomorphism algebras of
certain functors on the supermodule category of a superalgebra. Furthermore, our
results show that the super centre and the G-centre are both preserved under the most
canonical definition of derived equivalences between superalgebras. This provides an
answer to both our original motivating questions.

The paper is organised as follows. In Section 2, we fix some notation and
conventions. In Section 3, we study actions of finite groups on algebras, modules and
categories. In Section 4, we obtain our results on the extended centre. In Section 5, we
establish some elementary properties of G-gradings. In Section 6, we obtain our results
on the G-centre. In Section 7, we apply our results to superalgebras and compare
with some existing notions in the literature. In Section 8, we point out some natural
questions for future research, related to Hochschild cohomology. In Appendix A,
we give details on two technical proofs of statements in Section 3 related to strict
categorical group actions. In Appendix B, we show that some properties of tilting
modules that we apply will fail when considering general tilting complexes.

2. Notation and conventions

We fix an algebraically closed field k. We denote by Set the category of sets and
by Ab the category of abelian groups. The category of k-vector spaces is denoted by
Veci. The category of associative unital k-algebras is denoted by Alg. By ‘algebra’ we
will mean an object in Alg. All unspecified categories and functors are assumed to be
k-linear and additive. The category of k-linear additive functors on a k-linear additive
category C is denoted by Func(C).

Consider categories A, B, C and D; functors F : A — B, H : C — D and functors
G1,Gy : 8 — C with a natural transformation 7 : G; = G,. We will use the natural
transformation H(n) : H o G| = H o G,, where H(n)x := H(nx), for any object X in
8. The natural transformation 57 : G| o F = G, o F is given by (r)y = ng(y) for any
object Y in A. For an exact functor F between two abelian categories A and B, we
will use the notation F, for the corresponding triangulated functor D°(A) — D’ (B)
acting between the corresponding bounded derived categories.

The multiplicative identity of an algebra A € Alg will be denoted by 14, or 1 if there
is no confusion possible. We denote the group of k-algebra automorphisms of A by
Aut(A). If the algebra A is finite dimensional, we denote by A-mod the category of
finite-dimensional left A-modules.

We will abbreviate D”(A-mod) to DP(A). We will say that a triangulated
equivalence F : D’(A) S b (B) is strong if both F(4A) and F~'(3B) are quasi-
isomorphic to complexes contained in one degree. The corresponding modules are
then tilting modules; see Appendix B.

For an arbitrary group H, we denote its identity element by e = ey. The category
of k-linear representations of H will be denoted by Rep, H. Its objects are thus pairs
(V, ), with V € Vecy and ¢ a group homomorphism

v H— Aute(V), h—yy.
In this way, we have ¢, o Y, = Yy, for arbitrary h,k € H, and yg = 1y.
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We denote the group (Hopf) algebra of H by kH. For A € Alg, we consider
Homy(kH, A) = Homge(H, A) as an algebra with pointwise multiplication. In
particular, we write k¥ = Homge¢(H, k).

3. Group actions

In this section we introduce some notions related to strict categorical actions of
groups. Technical proofs of Propositions 3.3 and 3.4 are given in Appendix A. We fix
a group H.

3.1. Group actions on algebras and modules.

3.1.1. Compatible actions. An action of H on an algebra A is defined to be a group
homomorphism ¢ : H — Aut(A), f — ¢;. In other words, (A, ¢) € Rep,H and the
image of ¢ consists of algebra automorphisms. We can and will identify H-actions
on A and A°P. Although not essential for this paper, we note that an action of H on
A as defined above is equivalent to the notion of a Hopf kH-module algebra structure
on A.

Assume that we have (V,y) € Rep,H such that V is, additionally, an A-module.
The actions of H on A and V are said to be compatible if y,(av) = ¢y(a)y,(v) for all
heH,acAandveV.

For any @ € Aut(A) and any A-module M with underlying vector space V, we denote
by “M the A-module with underlying vector space V, but with the action of a € A
on v € V given by a(a) - v. The above notion of compatibility is thus equivalent
to ¥, € Homy (M, % M).

3.1.2. The Hopf smash products. For a group action ¢ : H — Aut(A), we have
the Hopf smash product A#kH = A#H. As a vector space, this is A ® kH with
multiplication

(a, h)(b, k) = (a¢y(D), hk).

We will also use A°P#H, which has multiplication
(a, )(b, k) = (¢n(b)a, hk).
3.2. Group actions on categories.

3.2.1. Strict categorical actions. Let I' be a strict categorical action of H on a
category C, that is, we have k-linear endofunctors I';, on C foreach h € H, with ', =1d
and l"h] o th = Fhlhz-

For any object X in C, we introduce the k-vector space

End(I'; X) := () Homc(X, [.X).
heH

This space has the structure of an algebra given by

Hom¢ (X, I',X) ® Home(X, I:X) » Home(X, I X), a®B— [i(a@)op.
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In a similar fashion, we can consider the algebra

End(T) := EB Nat(Id, T).

heH

The following statement follows directly from the definitions.
Lemwma 3.1. For any object X in C, evaluation yields an algebra morphism
Ev} : End(l) — End(T; X); 7+ nx.
In some cases we will need a more refined evaluation.
Dermvition 3.2. The astute evaluation is an algebra morphism,
AEVY : End(T') — Homget(H, End(T; X)),
which is given by
Nat(Id,I'p) > {g > Te-1(pr,x) | g € H}.

3.2.2. Intertwining categorical group actions. Let I', respectively Y, be strict
categorical actions of H on a category C, respectively 9. We say that a k-linear functor
K : C — D intertwines the actions I" and (" if we have natural transformations

&Kol =>Y,0K forallheH,
where £° = Idg and the relation
TiE") o &, =& 3.1)

is satisfied for all 1, k € H. The condition in Equation (3.1) is equivalent to saying that
the diagram

k
é:r n

KoFkh:KOFkOrh TkOKOFh (32)

&
\ l’rk(fh)

TinoK=TroY,oK

commutes for all 4,k € H. The above conditions imply, in particular, that, for any
object X in C and any & € H, the morphism §{£h4 y 18 invertible, with inverse Th(fhfl).
As the functor I';1 has inverse I, this implies that the natural transformation &” is an
isomorphism of functors.

In the particular case where one has the equality K o', =Y, o K for all h € H,
we can take all &" to be the identity natural transformations and the condition in
Equation (3.1) is automatically satisfied.
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ProrosiTion 3.3. Assume that the functor K which intertwines the actions I and T as
above has a (weak) inverse K=' given by isomorphisms a : K™' o K = Id and B : 1d =
K o K~! making (K, K™") a pair of adjoint functors. Then we introduce the natural
transformations

' Kl'oY,=T,0K"

defined as
1" = ar,ox-1 © K~ ((E) g1 0 (K™ 0 T1)(B).

This corresponds to the composition
K'oY, =K' 'oT,0KoK 'K 'oKol, 0K ! =T,0K .
With this definition, the {1"} satisfy the intertwining relations (3.1) for K~'.

For the proof of Proposition 3.3, see Appendix A.
When C =D and I' = 1, we simply say that K commutes with the categorical H-
actionT'.

3.2.3. Categorical actions and equivalences. Consider an equivalence F : C > D
of categories. This induces an equivalence of categories

F : Func(C) = Func(D),

where F(K) := F o K o F~! for a functor K (an object in Func(C)), and F(i)) = F (1)) p-1
for a natural transformation 1 (a morphism in Func(C)). We point out that the
equivalence F does not necessarily respect composition of functors (it only does it up
to isomorphism). In particular, one cannot expect F to map a set of functors forming a
strict group action to a set of functors with the same property. In the following, we will
continue to refer to objects in Func(C) simply as ‘functors’ and morphisms in Func(C)
as natural transformations.

Prorosition 3.4. Consider an equivalence F : C = D which intertwines strict H-
actions I on C and Y on D. Then there is an algebra isomorphism

End(I') — End(Y).

For the proof of Proposition 3.4, see Appendix A.
Naturally, the analogue of Proposition 3.4 for evaluations of functors is also true.

LemMma 3.5. With assumptions as in Proposition 3.4 and for an object X € C, we have
an algebra isomorphism
End(T; X) = End(Y; FX).

3.2.4. Category of modules. A group action ¢ on the algebra A induces a group
action @ on the category A-mod as follows. For any & € H, let @, denote the functor
on A-mod, which preserves the underlying vector space of modules and preserves
morphisms between modules, but twists the A-action by ¢,-1 = ¢;,'. This leads to a
categorical group action indeed, as, for any M € A-mod,

Djy 0 Dg(M) = 4 (%t M) = %07 M = Dyg(M).
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3.2.5. Actions on objects in categories. Consider a category C with a strict action @
of H and an object X in C. We will now formalise the concept of a compatible action on
a module of Section 3.1.1 and use this to define an action on endomorphism algebras.

DerniTioN 3.6. A set of morphisms ¢ = {,, h € H}, with

Y, € Home(X, @)1 X)  and Oy (W) © ¥y = Y,

and Y = ly, is called a ®-compatible H-action on the object X. If X admits a ®-
compatible H-action ¥, the algebra End¢(X) admits an H-action 8 = 9;1)"” given by

(@) = (g 0 @) 0 Yo
for all g € H and @ € End¢(X).

One checks, by direct computation, that the above action is well defined, meaning
that 6, 0 6,(a) = Oj5(@) and (e 0 B) = G,() © ,(B).

ExamprLe 3.7. Take C = A-mod and @ induced from an H-action ¢ : H — Aut(A)
as in Section 3.2.4. We can interpret ¢, as an element of Homy (A, ?*A) for each
h € H. The relation @-1(¢y) o ¢, = Py, follows immediately from the interpretation
of both mo%)hlsms in Endi(A). Hence, Definition 3.6 allows us to introduce an H-
action 6 = 6, on End4(A) = A°P. It follows from direct computation that this can be
identified with the original H-action ¢.

Lemma 3.8. Under the assumptions of Definition 3.6, we have an algebra isomorphism
End(®; X) = Endo(X)#H,
where @ € Homg(X, ®y-1 X) is mapped to (Dy(a@) o Y1, h).
Proor. We have mutually inverse morphisms of vector spaces given by
Hom¢(X, @4-1X) — Ende(X); @ = ®p(a) o ¢

and
End¢(X) - Home(X, ©)-1X); @ Op-i1(@) o ¢y,.

Hence, the proposed morphism is an isomorphism of vector spaces. For any
elements @ € Hom¢(X, ®@,-1X) and 8 € Homg(X, -1 X), we have off = Op-1(a) o S,
which is mapped to

(On(@) 0 Dp(B) © Yyt hk).

On the other hand, by Section 3.1.2 and Definition 3.6, the product of (®y(a) o -1, h)
and (®(B) o Y1, k) inside Endc(X)#H is given by

(Pp(@) o Y1 0 G (Dr(B) 0 Y1), hk)
= (Pp(@) o Y1 0 Oy(Yr) © Ppi(B) © Oy (Y1) © WY1, hk),

and the claim follows. O
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4. Extended centre

We fix a group H and a finite-dimensional algebra A, for which there is a group
homomorphism ¢ : H — Aut(A), f + ¢.

Derinition 4.1. The ¢-extended centre Z?(A) of A is the subalgebra of A ® kH,
spanned by all (a, f), where a € A and f € H, such that

ab=¢rb)a forallbeA.

The fact that Z?(A) is closed under multiplication on A ® kH is immediate.
Recalling the definition of the algebras in Section 3.1.2 leads to the following lemma.
Lemwma 4.2.

(i)  The subalgebra (%(A) of A°°#H given by elements (a, h) satisfying
(a,h)(b,k) = (ab, hk) for all (b, k) € AP#H
is isomorphic to Z?(A).
(ii)  The subalgebra {4(A) of A#H given by elements (a, h) satisfying
(a,h)(b,k) = (ba,hk) forall (b,k) € A#H
is isomorphic to Z?(AP).
4.1. Categorical formulation. We use the notions introduced in Section 3.2.1 for
the categorical group action ® on A-mod obtained from ¢ as in Section 3.2.4. The
main result of this subsection is the following theorem, which is a generalisation of
Equation (1.1).
THeOrREM 4.3. We have an algebra isomorphism
Z%(A) = End(®),
under which (a, h) € Z?(A) is identified with n : 1d = ®)-1, where ny; : M — "M is
given by ny(v) = av for any A-module M and all v € M.

Remark 4.4. The combination of Theorem 4.3 and Proposition 3.3 implies an
isomorphism between the extended centres of two Morita equivalent algebras with
H-actions for which the induced H-actions on their module categories are intertwined
by the Morita equivalence. We will generalise this statement in Theorem 4.8.

Now we start the proof of Theorem 4.3.

Lemma 4.5. There is an algebra isomorphism
End(d; A) = @ Homy (A, #A) — AP#H,
heH

which maps « € Homy(A, ?A) to (a(1), h).

Proor. The proposed morphism is, clearly, an isomorphism of vector spaces. Now
consider @ : A — #A with a := a(1) and §: A — *A with b :=(1). Then af =
Opi(@)oB:A— %A, so we have af(1) = ¢,(b)a. Hence, af gets mapped
to (¢(b)a, hk), meaning that we obtain indeed an algebra isomorphism. O
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Lemma 4.6. For each element (a, h) € Z%(A), there exists a natural transformation
n:1d = ®y1 such that ny : M — %M is given by ny(v) = av for any A-module M
and all v e M.

Proor. That 1, is A-linear follows from the definition of Z?(A). For a morphism
a: M — N, we have ny o @ = ®y-1(@) o 1y, which follows immediately from the fact
that @,-1 (@) = @ as morphisms of k-vector spaces. Thus, the family {r,,} yields indeed
a natural transformation. O

Now we study the evaluation in Lemma 3.1 for the left regular A-module.
Evaluation is then automatically injective since A is a projective generator.

Lemma 4.7. Denote the composition of the map EVS; : End(®) — End(®; A) with the
isomorphism in Lemma 4.5 by

ﬁff : End(®) — A°P#H.
Then the image of E_Vj coincides with the subalgebra (?(A) C A°P#H in Lemma 4.2(i).

Proor. Consider a natural transformation 5 : Id = ®;,-1. Evaluation of 5 yields a
morphism 74 : A — %*A, which fits into a commutative diagram

na

A D)1 A
ﬂl ld’,,l ®
A " 1A

for any morphism g € Endj(A) = A°®. We take an arbitrary b € A and the
corresponding 8 € End4(A) such that (1) = b. The condition that the above diagram
commutes is then equivalent to the equality 174 (1)b = ¢n(b)na(1). Weseta :=na(1) € A

—
and thus find that Im(Ev,) corresponds to those (a, h) € A°’#H for which we have
ab = ¢y (b)a for all b € A. The definition of A°’#H in Section 3.1.2 implies that we can
characterise these elements (a, ) equivalently by the condition

(a,h)(b, k) = (ab, hk)

for all (b, k) € AP#H. O

Proor or THEorREM 4.3. The proposed isomorphism is induced by Lemma 4.2(i) and
—0

Ev, in Lemma 4.7. The stated properties of the isomorphism follow by definition
of ﬁj’. ]
4.2. Derived equivalences. The main result of this subsection is the following

theorem, which can be viewed as a generalisation of [5, Proposition 9.2]. We denote
by DP(A) the bounded derived category of the abelian category A-mod.
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TueEOREM 4.8. Let A, B be finite-dimensional algebras equipped with H-actions ¢ :
H — Aut(A) and w : H — Aut(B), respectively. Let
F: DP(A) = D'(B)
be an equivalence of triangulated categories such that F intertwines ® and Q (the
categorical actions on DP(A) and DP(B) corresponding to ¢ and w) as in Section 3.2.2.
Then F induces an algebra morphism
Z(A) - Z(B),

which is an isomorphism if F is a strong derived equivalence.

Proor. Let &": F o @, = Q) o F be the natural transformations which give the
intertwining relations. Let T, € D”(B) be the complex F(4A). For each h € H, we
define

Ui = €8 o F(¢n) € Homppy(Te, i To),
where we interpret ¢, as an element of Homy (A, ®,-1A). We calculate, using the
definition of & and Equation (3.1),

Q1 (n) o Wi = Q1 (€N 0 (et 0 F)(¢n) 0 5 0 F(hr)
= Qi@ ) 0 &8 o (F o D)) o F(e)

= £ o F((@)(@n) 0 d0) = £ o F(di) = v

Hence, ¢ yields an Q- compatlble H-action on T, and we can apply Definition 3.6 to
define an action 6 = 0 : H — A := Endgyp)(T,). We claim that, under the algebra
isomorphism AP — A ‘induced by AP = Ends(A) and F, the action 6 corresponds to
the action ¢. To prove this, we consider @ € End4(A) and calculate

On(F (@) = W)~ 0 (@4 0 F)(@) o ¢y

= (& o F(¢)) ™" 0 (Qy 0 F)(@) 0 &} o F(y1)

= (&) o F(¢)) ™" 0 &) o (F o Dy)(@) 0 F(gy1)

= F((¢) ™" o @p() 0 ¢y0).
The claim then indeed follows from Example 3.7. This means, in particular, that
A#H = A°P#H.

Combining this with Lemma 4.10 in Section 4.3 below and Lemma 4.2(ii) yields

an algebra morphism

ZUB) 5 L(N) S LA™ S ZUA),
If F is a strong equivalence, then 7T, is a tilting module and Lemma 4.11 implies
that this composition is injective. The corresponding reasoning for F~!, using
Proposition 3.3, gives an inclusion in the other direction. Note that Z%(A) is a
subalgebra of A ® kH, Z“(B) is a subalgebra of B® kH and the above maps respect
H in the sense that they map an element of the form (a, f) to an element of the form
(b, f). As both A and B are finite dimensional, bijectivity of both maps above follows
from their injectivity. This completes the proof. O
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4.3. Evaluation. In this subsection we let X, be an arbitrary object in D”(A) which
admits a ®-compatible H-action . This means that we can apply Definition 3.6 to
construct an H-action 6 on Endpp4)(X,).

DermrTion 4.9. With A := Endgy4)(X,), we let
L 1 ZVA) — A#H

denote the composition

Z%A) = End(®) — End(®,) — End(®.;X.) = A#H.

The first isomorphism is Theorem 4.3, the second morphism corresponds to
the interpretation of natural transformations between exact functors as natural
transformations in the derived category and the last isomorphism is given by
Lemma 3.8.

Lemma 4.10. The image of {x, is contained in {y(N), with {y(A) as in Lemma 4.2(ii).
Proor. We prove the more general statement that the image of the composition
u: End(®,) = End(D.; Xo)> A#H

is contained in {y(A). For a natural transformation 7 : Id = ®,-1, we have u(n) =
(®n(nx,) © Yyp-1,h), by Lemma 3.8. For the natural transformation ®,(n) : ®, = 1d
and any morphism S € End(X,),

B o ®u(nx,) = Cn(nx,) © Cp(B).
We set f := ®p(1x,) © -1 and use 1o, x, = Y1 0 Dp(Yy) to calculate
Bo f=®unx,) oY1 0 D) o Dp(B) o Y1 = f 0 O(B).
The above implies that the image of u is indeed contained in {y(A). O

Levva 4.11. For any tilting module T over A, considered as an object in DP(A) which
admits a ®-compatible H-action \, the morphism (r is injective.

Proor. Lemma B.1(i) implies that EV(}) is injective. Since all other morphisms in the
composition in Definition 4.9 are injective by definition, the statement follows. O

5. Gradings

We fix an abelian group G € Ab for the rest of the paper. As G will be used to define
gradings, we adopt the convention to denote its operation by +, the identity element
by 0 and the inverse of g € G by —g.
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5.1. G-graded algebras and modules.

5.1.1. Graded vector spaces. For the group G, we introduce the category Vecg. Its
objects are k-vector spaces V equipped with a G-grading,

v=EHv.

geG

The morphisms are those respecting the grading, that is, homogeneous k-linear maps
of degree 0. For any G-graded k-vector space V, we write d(v) = g for v € V,.
Whenever 0 is used, we assume that the element on which it acts is homogeneous.

For any g € G and a G-graded vector space V, we define the G-graded vector space
IL,V, which coincides with V as an ungraded vector space, but with grading given
by (II;V), = Vj1e. For any v € V, we use the notation Il,v for the element in I,V
identified with v through the equalities (I, V), = Vj4,. In particular,

v €V, implies that IT,(v) € (IL, V). 5.1

In other words, we have d(I1,v) = d(v) - g.

We will interpret I1, as an endofunctor of Vec]g , defined on a morphism f: V - W
as I, (f)(IIgv) = Il f(v) for any v € V. In particular, Ily = Id and II, I, = Il 4,, SO
the functors {Il, | g € G} form a group isomorphic to G and II is a strict categorical
G-action on k-gmod in the sense of Section 3.2.1.

5.1.2. Graded algebras. A G-graded algebra A is a k-algebra, G-graded as a vector
space, such that A,A; C A,y for g, h € G. It follows immediately that 1 € Ay. A G-
graded A-module is a G-graded k-vector space V = @g < Vs such that the action of A
satisfies AgV), C Vj,,. If A is finite dimensional, we define the category A-gmod as the
category of finite-dimensional G-graded A-modules with morphisms being A-linear
morphisms of G-graded vector spaces. For k as a G-graded k-algebra concentrated in
degree zero, k-gmod is equivalent to Vecﬂf . Morphism spaces in the category A-gmod
will be denoted by homy.

For any g € G, the functor I, of Section 5.1.1 induces an endofunctor of A-gmod.
Clearly, I yields a strict G-action on A-gmod in the sense of Section 3.2.1. The
algebras End(IT; X) and End(IT) as in Section 3.2.1 are then naturally G-graded, where
for instance End(I1), = Nat(Id, I1,).

We denote the exact functor forgetting the G-grading by

F®: A-gmod — A-mod.

When nonessential, we will sometimes leave out reference to this forgetful functor.
We also identify F¢M and F#11,M for a G-graded module M and any g € G.

LemmA 5.1. We have an isomorphism of G-graded algebras

End(IT; A) = (5 hom, (A, TT,A) = A°P,

geG

where a € homy (A, 11 A) is mapped to T1_,a(1).
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Proor. For @ € homy(A,I1,A), we have a(1) = Il,a for some a € A,. The described
map is thus an isomorphism of G-graded vector spaces. Further, for @ € homy, (A, I1,A)
and 8 € homy (A, I1,A), their product is @B = I1,(a) o B. Since we have I1;(@) o (1) =
Il pba with a = I1_ga(1) and b = I1_,53(1), this concludes the proof. O

More generally, we have the following result, which is proved similarly. Set
D = D’(A-gmod) and D = D’(A-mod).

LemmA 5.2. For any Y, € D8, with A := Endp(F#Y,), the forgetful functor F® induces
an algebra isomorphism
End(IT; Y,) > A.

This lemma thus allows us to equip any endomorphism algebra A of a gradable
object Y, in D with a G-grading, where

A, = Homgpe(Y,, 11, Y,). (5.2)

5.1.3. Conventions for gradings. We maintain some conventions for gradings
throughout the paper.

(A) For two G-graded algebras A, B, the product A ® B is naturally graded, with

(A®B), = EB A ® By .
keG

(B) We interpret an ungraded algebra A as graded and concentrated in degree 0.
(C) For an abelian group H, the algebra kH is H-graded, where (kH);, = kh.

RemMark 5.3. Consider H € Ab and A € Alg.

(1) The algebra A ® kH is H-graded using the above conventions.
(2) If Ais G-graded, both A ® kH and A ® k! are G-graded algebras using the above
conventions.

5.2. The character group G of G. Denote by G € Ab the k-character group
G := Homyy,(G, k"),
where multiplication is point-wise. We have a natural group homomorphism
GG, g a, withay(y) = x(g) forall y € G. (5.3)

ExawmpLE 5.4. Assume that G is finite. It follows that the image of a homomorphism in
Homap(G, k™) consists of |G|th roots of unity. Assume also that |G| is not divisible by
char(k). This implies that all the |G|th roots are different. We thus have

G = Homyp(G, k™) = Homyp(G, C¥) = Homap(G, T),

where T = R/Z is the group of complex numbers of modulus 1. In particular, we can
identify G with the character group in the usual sense, and also with the Pontryagin
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dual of G as a locally compact abelian group. In particular, G is noncanonically
isomorphic to G and we have orthogonality relations

D X @W(=h) =1GlSen and > x(@'(=g) = Gl (54)
xeG 8eG
In this case, the group homomorphism in Equation (5.3) is the identity.

ExaMPLE 5.5. Assume that G = Z. We have G = G,, = k*, the multiplicative group
of k. In general, this is different from the Pontryagin dual

Hompu(G, T) =T
of G = Z as a locally compact abelian group.

LevmMa 5.6. The algebra morphism kG — kC given by interpreting characters as
elements of Homge (G, k) is injective and an isomorphism if |G| is finite and is not
divisible by char(k).

Proor. We have an injective morphisms of monoids
G = Homap(G, k") — Homse(G, k) = k°,

which thus leads to an algebra morphism kG — k®. This morphism is injective
by Dedekind’s result on linear independence of characters; see, for example, [7,
Proposition 4.30].

Now assume that |G| is finite and is not divisible by char(k). The map

A 1
K okG; [ = (Y- (5.5)
IGl 23\
neG '€
is an inverse, as follows from a direct computation using Equations (5.4). O

5.3. Actions versus gradings. ForV e Vecg and y € G, we define ¥, € Endi (V) by
¥, (v) = x(@v)v. Tt follows that (V, ) € Rep,G.

ProposiTiON 5.7.
(1) Interpreting 'V € Vec]g as an element of Repké as above yields a faithful functor
= Vecg — Repké, Vi (V).

i) IfVe Veckf; is a G-graded algebra, then ¥ is an H-action on the algebra V.
(iii) IfAis a G-graded algebra and V € Vec]g is a graded A-module, then the actions
on E(A) and E(V) are compatible.

ForV e Vecﬂf , we simply write v, for ,(v) = x(dv)v. The lemma thus implies, in
particular, that, for a G-graded algebra A, we have a group homomorphism

¢ G — Aut(A), ¢ (a)=a, forallyce GandacA. (5.6)
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Lemmva 5.8. When |G| is finite and not divisible by char(k), E in Proposition 5.7(i)
is an equivalence of categories, which restricts to an equivalence between G-graded
algebras and algebras with G-action.

Proor. The inverse to = is constructed using Equations (5.4). O

Under the conditions of Lemma 5.8, we thus find that the theory of G-gradings is
equivalent to that of G-actions as in Section 3. In general, the theory of G-actions will
be much richer. In particular, Repké is far from being semisimple, contrary to Vec]g .

RemMark 5.9. When |G| is not finite or divides char(k), the correct analogue of the
equivalence in Lemma 5.8 is the equivalence

Vec? — RepH

for the (diagonalisable) affine group scheme H := SpeckG. Note that, by definition,
Rep H is the category of comodules over the Hopf algebra k[H] := kG. It then follows
that the group of k-points of the group scheme H is

H(k) = HomAlg(k[H],k) = HomAlg(kG,k) = HomAb(G, kx) = G
However, the canonical functor,
RepH — Rep, H(k) = Repké,

is neither full nor dense in general.

For G =Z and char(k) = 0, the above functor, and hence Vec% — Rep,G,, in
Proposition 5.7(i), is fully faithful, but not dense. When G = Z, and chark = 2, the
functor is dense but not full.

5.4. The extended centre for a G-grading. Fix a finite-dimensional unital
associative G-graded k-algebra A. Consider the algebra A ® kG with the G-grading
of Remark 5.3(2) and the G-grading of Remark 5.3(1). This actually yields a G x G-
grading.

REMARK 5.10. We apply Definition 4.1 to the G-action ¢ in Equation (5.6).

(i) The algebra Z%(A) is the G x G-graded subalgebra of A ® kG, where, for given
g€G and y € G, the space Z"’(A)(g,)() is spanned by all (x, x), for which x € A,
and

xy=y,x forallyeA.

(ii) Consider the algebra morphism A ® kG - A given by a ® y + a. The image
of Z%(A) under A ® kG —» A is denoted by Z?(A). The algebra Z%(A) is still
naturally G-graded, but will, in general, no longer be G-graded; see Example 7.3.

(iii) By Proposition 5.7(ii), the G-grading on Z?(A) yields a G-action. By
Equation (5.3), we can pull this back to a G-action, where g acts on (x, y) €
Z%(A) by sending it to (y(g)x, x).
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REMARK 5.11. Most of the multiplication in the algebra Z?(A) is zero. Consider
g heG and x € Ag, y € A, such that the elements (x, ), (v, ¥') € A ® kG belong
to Z9(A). Then, clearly, (x, x)(v,x") = 0 unless y’(g)x(h) = 1.

6. The G-centre

Fix a finite-dimensional unital associative G-graded k-algebra A. We denote
elements of the algebra A ® k¢ = Homge(G, A) as

x:G—o A, g9,

DeriNiTioN 6.1. The G-centre Z°(A) of A is the G-graded subalgebra of A ® k® given
by

(xe Ak | x®y=yx&* forall ye A, and h € G).
The algebra Z(A) admits a G-action, where the element k € G acting on x yields {g —
xk*®)}. The algebra Z%(A) is the image of Z%(A) under the morphism A ® k¢ —» A
given by x — x©@,

We can express the G-centre naturally in a generalisation of (1.1). Contrary to the
previous generalisation of (1.1) to Z?(A) in Theorem 4.3, we use the category A-gmod
instead of A-mod.

TureoREM 6.2. As G-graded algebras, Z¢(A)°P = End(IT).

This theorem will be proved in the following subsection. First we demonstrate that,
when |G] is finite and not divisible by char(k) and hence G-gradings can be identified
with G-actions, the G-centre ZC(A) is isomorphic to the extended centre Z?(A) for the
G-action ¢ on A. Under these conditions, the G-action on Z¢(A) must also correspond
to a G-grading, given by

(Z9(A)), = {x € Z°(A) | x® = x(g)x©, forall g € G). (6.1)

ProrosiTioN 6.3. The injective morphism A @ kG < A ® k® which follows from
Lemma 5.6 restricts to an injective morphism of G-graded algebras

Z%(A) = Z°4),

which intertwines the G-actions in Remark 5.10(iii) and Definition 6.1. This is an
isomorphism of G X G-graded algebras when |G| is finite and not divisible by char(k).

Proor. By definition, (x, x) € Z% ¢ A ® kG, as in Remark 5.10(i), is sent to
x:G—-A, g x(@x,

which is, clearly, an element of Z%(A). Since the G-gradings of both algebras are
immediately inherited from the one on A, it is obvious that this morphism respects the
G-grading. Equation (6.1) further implies that the image of (x, x) € Z?(A), is indeed

in Z¢ (A)y.
When |G] is finite and not divisible by char(k), one checks similarly that the inverse
A®k® - A ®kG in Equation (5.5) maps Z%(A) to Z?(A). o
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Remark 6.4. It follows similarly from the definitions that we obtain a morphism
§¢(A) — gG(A), which is an isomorphism when |G| is finite and not divisible by
char(k).

6.1. Evaluation. We study the evaluation in Lemma 3.1,
Evl} : End(IT) — End(IT; M),
and the astute evaluation of Definition 3.2,
AEV% : End(IT) - Homget (G, End(IT; M)).

First we apply AEv' to the left regular module M = 4A. By Lemma 5.1, we have
an isomorphism

Homget(G, End(IT; A)) = Homse(G, AP) = A @ k°.
We denote by AE}: the composition of AEVE with this isomorphism.

ProrosiTion 6.5. The astute evaluation morphism
AEvy : End(Il) — A%® @k = (A @ k%)
Nat(Id, I1,) 3 7 {k = I,k (a(Ik 1)), k € G} (6.2)

is injective and has (Z°(A))°P as the image.

Proor. The injectivity of AE_VII;l is obvious because the functors Il, are exact and any
object in A-gmod is a factor module of a finite direct sum of modules isomorphic
to 1A, k€ G.

In the remainder of the proof, any multiplication of elements in A will be interpreted
as multiplication inside A, never in A°P.

Now consider a natural transformation 7 : Id = TI, and x = Evi (), with x® =
I (i a(Ik1)) as in Equation (6.2). Consider arbitrary 4 € G and a € Aj,. This a
defines, for all / € G, a morphism «; : ILA — II;;4,A given by ;b — Il ,ba for all
b € A. Note that, by definition, ITy(a;) = @;,;. Since 1 is a natural transformation, we
have a commuting diagram

A
LA T, IT,A
l (475 l Qg+k
T, 4 A
[k A —— I I1, A

meaning that x¥a = ax*® or x € Z%(A). This implies that the image of AEE is
contained in (Z¢(A))°P.

Now start from an arbitrary x € .ZG(A)g for g € G. We want to define a natural
transformation 7 : Id = Il,. For any M € A-gmod, we define a morphism

M-I M byve ng(_h)v, forv e M,
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This morphism is A-linear by construction. For any morphism « : M — N, we claim
that ny o @ = [,(a) o ny. Indeed, for v € My,

N © a(v) = Mex ™ a() = Mya(x™) = My@)ITex' ™) = Ty(@) © nu(v),
so 7 is a natural transformation. Thus, we find that the image of Aﬁf is, in fact, equal
to (ZY(A))°P, concluding the proof. O

Proposition 6.5 implies Theorem 6.2. Additionally, we also have the following two
corollaries. First, we compose Evg with the isomorphism in Lemma 5.1.

COROLLARY 6.6. The image of §£{ : End(IT) — AP is given by gG(A)W’.

Proor. By definition, we have a commuting triangle of algebra morphisms

—I1

AEv,
End(IT) —————— AP @ kC
Evy i
A°P

in which the vertical arrow is given by x > x©. The result hence follows from
Proposition 6.5 and Definition 6.1. O

CoroLLARY 6.7. Assume that |G| is finite and not divisible by char(k). Consider the
G x G-grading on Z°(A) as given by Definition 6.1 and Equation (6.1). The algebra
isomorphism in Theorem 6.2 restricts to vector space isomorphisms

Z6(A), = {n € Nat(Id, TL,) | nn, = x(k) T(n) for all k € G},

Proor. Consider n as in the right-hand side. By Equation (6.5), we have that the
corresponding x € ZY(A) is given by

x® = T k(i a(TT1)).
By assumption,
a1 1) = (O (4) AT 1) = x (I (74(1)),

which means that
0= (T (7a(1)) = x()x?.

Since I1_4(174(1)) € A, Equation (6.1) shows that x € ZG(A)g,X. O

In analogy with Definition 4.9, we introduce the following composition of
morphisms. We set D¢ = DP(A-gmod) and D = D’(A-mod).
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Derinition 6.8. Consider X, € D¢, with A := Endgp(X.) equipped with the G-grading
inherited in Lemma 5.2 and Equation (5.2). The morphism

Ay, Z9(A)® > A®KS
of G-graded algebras is given by the composition
Z9(A) = End(IT) — End(I1,) — Homge (G, End(I1,; X,)) = A @ k°.

The first isomorphism is Proposition 6.5, the third morphism is AEVE. in Definition 3.2
and the last isomorphism is induced from the one in Lemma 5.2.

LemmA 6.9. With notation as in Definition 6.8, the image of Alx, is contained in
ZO(A°P)P. The corresponding morphism

Alx, = Z9(A)P — ZOAP)®
is a morphism of G x G-graded algebras.

Proor. The image under Aly, of an element in Z%(A) corresponding to the natural
transformation 77 : Id = Il, is given by

xe A®KkY with x® := F&(np,x.).

For an arbitrary § € Homgp:(X., I1,X,), the fact that n is a natural transformation
implies that
Hg+k(ﬁ) O N X, = MM X. © Hk(ﬁ)

In particular,
F&(B) o K& = k) F&(B),
which proves that x is in Z(AP).
That the G-grading is preserved follows by construction. Now take an element

in ZG(A)M for g€ G and y € G. By Corollary 6.7, this corresponds to a natural
transformation 7 : Id = I, satisfying np, = y(k) IIx(n) for all k € G. Therefore,

0 = FE(qmx,) = x (O FEIk(1x,)) = x (K FE(x,) = x()x?,
so x € Z9(A),, by Equation (6.1). This completes the proof. O

6.2. The G-centre and gradable derived equivalences. Following [2, Section 3.2],
we use the term ‘gradable derived equivalence’ for an equivalence which commutes
both with grading shifts and the suspension functor.

DeriniTION 6.10. Consider two G-graded algebras A and B.

(i) A functor H : D’(A-gmod) — D’(B-gmod) is graded if it intertwines the G-
actions I1, as in Section 3.2.2.

(i) A gradable derived equivalence between two G-graded algebras A and B is a
graded and triangulated functor F : D”(A-gmod) — D’(A-gmod) which admits
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an inverse which is also a graded and triangulated functor. A gradable derived
equivalence is strong if it is strong in the sense of Section 2.

The following is a generalisation of [5, Proposition 9.2] to G-graded algebras and
an analogue of Theorem 4.8.

TueorEM 6.11. If two G-graded algebras A and B are strongly gradable derived
equivalent, then ZG(A) = ZG(B) as G X G-graded algebras.

Proor. Let F : DP(A-gmod) — DP(B-gmod) denote a gradable derived equivalence.
We will write D¢ for D”(B-gmod). We set X, € D2 equal to F(A). By Lemmas 3.5
and 5.1, we have algebra isomorphisms

End(I1,; X,) = End(IT; A) = AP

as G-graded algebras. By Lemma 6.9, we then have a morphism of G x G-graded
algebras

Alx, : ZOB)® — ZO(A)™.

This morphism is injective by Lemma B.1(ii).

By symmetry in the definition of gradable derived equivalences, the fact that the
injective morphisms respect the G-grading and the fact that A is finite dimensional, it
follows that the injective morphisms must be bijections. O

7. Superalgebras

We consider the special case G = Z, = {0, 1} and we assume that char(k) # 2. The
G-graded algebras are then also known as superalgebras and the category A-gmod is
known as the category of supermodules.

7.1. Super, anti and ghost centres. The character group is G = {xo, x1}, where yo(1)
=1 and y;(1) = —1. For the interpretation of G-graded algebras as superalgebras,
some terminology appeared in [3], which we link to our constructions.

The super centre of A, denoted by sZ(A), is the subalgebra of A spanned by
homogeneous elements x satisfying

xy = (=17 Pyx (7.1)

for all homogeneous y € A. The anti centre, denoted by aZ(A), is a subspace of A
spanned by homogeneous elements x satisfying

xy = (=1)0*+Ddy (7.2)

Generally, the anti centre does not constitute a subalgebra. The product of two
elements of aZ(A) belongs to sZ(A). The subalgebra of A consisting of linear
combinations of elements of the super and the anti centres is known as the ghost

centre, Z(A) =sZ(A) +aZZ(A).
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We can rewrite Equation (7.1) as

Yo X if x € Ay,
Xy = .
Y x ifxeAg.

Similarly, Equation (7.2) becomes

Y X if x € Ay,
Xy = .
Yo X ifx€Ag

By Proposition 6.3 and Remark 5.10(i), we thus have the following result.
PropOSITION 7.1. For G = Zy, the G x G-grading of Z°(A) satisfies
(i) sZ(A)=Z%A),, ® Z°(A)iy,s
(i) aZ(A)=Z%A),, ® Z(A)1,,-
As vector spaces, we hence have
Z°(A) = 5Z(A) ® aZ(A),
where the latter direct sum is abstract, not inside A.

Remark 5.10(i1) then yields the following result.

Prorosition 7.2. For G = Z,, the ghost centre Z(A) is equal to ZG(A). In particular,
as subalgebras of A,

Z(A) = sZ(A) + aZ(A).

We end this subsection with an example in which we demonstrate all the above
notions for a small Z,-graded algebra.

ExampLe 7.3. Consider the algebra A := k[x]/(x?) of dual numbers. We set A = k @ kx
and consider A as a Z,-graded algebra with Aj =k and A; = kx. We have ZG(A))(0 =
Z(A) = A and ZG(A))(l = Aj. Clearly, Z5%(A) = A does not inherit the G-grading. It
follows that sZ(A) = A and aZ(A) = A;.

7.2. Derived equivalences of superalgebras. For a superalgebra A, we set [15 = Id
as usual and IT :=I1;. The category A-gmod is then a IlI-category in the sense of [1,
Definition 1.6(1)].

Let A and B be superalgebras. According to [1, Definition 1.6(ii)], a II-functor in
our setting is a functor F' from A-gmod to B-gmod, or their derived categories, with a
fixed natural isomorphism & : Il o F = F o Il such that &, o II(¢") equals the identity
natural transformation of F, when interpreted using IT1> = Id. We thus conclude that F
is a II-functor if and only if F intertwines the II-actions as in Section 3.2.2.

TueoreM 7.4. Let A, B be superalgebras and F : D’(A) — DP(B) be a strong
triangulated -equivalence which admits a strong triangulated I1-functor as inverse.
Then we have algebra isomorphisms

sZ(A)=sZ(B) and sZA)®aZ(A)=sZ(B)®aZ(A).
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Proor. By Theorem 6.11, we have an equivalence of G x G-graded algebras Z¢(A) =
ZC(B). The conclusions thus follow from Proposition 7.1. O

This implies that, under appropriate derived equivalences of superalgebras, the
super centre is preserved, as well as the exterior sum of the super and the anti centres.
Whether the ghost centre is also preserved does not follow from the general theory.

7.3. Alternative categorical realisations of the super centre.

7.3.1. Supernatural transformations. For a Z,-graded algebra A, we introduce
the supercategory of modules C = A-smod. This k-linear category has the same
objects as A-gmod, but larger spaces of homomorphisms. For two graded modules
M, N, the space of morphisms Hom¢(M, N) in A-smod is the Z,-graded vector space,
with Hom¢(M, N) = homy (M, N) (the A-module morphism respecting the grading)
and Hom¢(M, N)i, the elements f of

Homy (Mj, N1) ® Homy (M7, Nj) € Homy (M, N),

which satisfy f(av) = (=1)*af(v) for homogeneous a € A and v € M. The category
A-smod, contrary to A-mod and A-gmod, will not be abelian in general.
We have
Endp_moa(A) = AP,

with A%°P the superalgebra with underlying vector space A and multiplication given by
m(a,b) = (-1)"%ba.

We, clearly, have

sZ(A™) = sZ(A) = sZ(A)™.

Following [1, Definition (1.1)], a supercategory, respectively superfunctor, is a
. . Zy

category, respectively functor, enriched over the category Vec, . The category A-smod
is an example of a supercategory. We recall the notion of supernatural transformations
from [1, Definition (1.1)(iii)]. The space SNat(F, G); is spanned by all natural
transformations i : F = G such that 1, is even for each M € A-smod. An element
of SNat(F, G)1 is a family of odd morphisms {r,;, M € A-smod} in A-smod such that
nyo f=(=1%fonyforany f: M — N.

Proposition 7.5. With 1d the identity functor in A-smod, we have an isomorphism of
superalgebras
End(Id) = SNat(Id, Id) = sZ(A).

Proor. We consider the ordinary evaluation
End(Id) — Endg_gmoq(A) = A%P.

Since, for any M in A-smod and v € M, there exists @ € Homy_gmeq(A, M) with
v € Im(a), this evaluation is injective.
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A homogeneous supernatural transformation 7 : Id = Id satisfies
naoa=(-1""aon,

for each homogeneous morphism @ : A — A. We set a := n4(1). The above equation
then implies that a € sZ(A). Every supernatural transformation thus yields an element
of the super centre.
Now we start from a homogeneous a € sZ(A) and define, for each module M,
morphisms 77 € Enda_gmoq(M) by
nu(v) = av.
These form a supernatural transformation, completing the proof. O

7.3.2. M-natural transformations. We return to the category A-gmod.

Recall the notion of II-functors on A-gmod from Section 7.2. We follow the
convention where Id and II are II-functors where £ is the identity and £™ minus
the identity. Following [1, Definition 1.6(iii)], a II-natural transformation between
two II-functors F and K on A-gmod is a natural transformation 7 : F = K such that

mio & = €K oIy

inside Nat(IT o F, K o IT). We let Nat™ denote the spaces of IT-natural transformations.
The subspace of End(II) given by

Nat"(1d, Id) & Nat" (Id, IT)
constitutes a subalgebra, which we denote by End™(IT).
ProrosiTION 7.6. We have an isomorphism of superalgebras
End"(IT) = s Z(A)*.
Proor. As an immediate consequence of Theorem 6.2 and Corollary 6.7,
End"(IT) = End(IT);,,, ® End(ID)y,, = Z°A)7 © Z°A)Y .

The result then follows from Proposition 7.1(i). O

8. G-Hochschild cohomology speculations

By Theorems 4.3 and 6.2, it is natural to introduce the following spaces for an
algebra A with an H-action, respectively a G-grading:

o Ext"(®):=(P,, Ext(ld, d,);
e Ext*(Il) := @i’g Ext'(1d, I1,),

where the first extension groups are taken in the category Func(A-mod) and the
second in Func(A-gmod). These can be interpreted as generalisations of Hochschild
cohomology; see, for example, [4, Ch. 7]. The spaces can again be given the structure
of algebras, using the approach of Section 3.2.1 and the Yoneda product.

Based on Proposition 6.3, Theorems 4.8 and 6.11 and [6, Proposition 2.5], we arrive
at the following natural questions.
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(1) Consider a G-graded algebra A with the associated G-action ¢ and assume
that |G| is finite and not divisible by char(k). Do we have an isomorphism
Ext®(®) = Ext*(I1)?

(2) For two algebras A and B with H-actions ¢ and w and a (strong) equivalence
of triangulated categories D’(A) — D’(B) intertwining ® and Q, do we have
Ext*(®) = Ext*(Q)?

(3) If two G-graded algebras A and B are (strongly) gradable derived equivalent, do
we have Ext*(IT?) = Ext*(I1®)?
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Appendix A. Proofs of Section 3

Proor or Prorosrtion 3.3. To prove this, consider the diagram given in Figure A.1. All
edges of this diagram correspond to the obvious pair of mutually inverse isomorphisms
(given by using horizontal pre- and post-composition of @, § or ¢ with necessary
identity morphisms). Note that the vertical edge in the middle of the diagram is
induced from either a or 8, where equality of both options follows from the counit—unit
adjunction formula K(@) o Bk = 1g.

The bottom triangle commutes because of commutativity of (3.2). To check
commutativity of all rectangles, one uses associativity of horizontal composition and
the interchange law. This implies that the whole diagram commutes and establishes
our claim. O

PrOOF OF ProposiTiON 3.4. Let o denote an isomorphism of functors F o F~! = Idyp.
Using the notation of Section 3.2.2, we have isomorphisms of functors

o0r = V(@) o‘f];,l cFol,oF™! = Y.
We have the corresponding isomorphism vector spaces
B :End(I') = End(Y), Nat(Id,T;) 31~ 6 0 F())p-1 o a” .
Now consider o € Nat(Id, ;). Equation (3.1) implies that
BTk() 0 &) = Tin(@) o (Ti(&") 0 &, o FTi(n) o F(o)p-1 0™
On the other hand,
TeBm)) 0 B) = Ti(T(@) o (€" 0 F()p-1 0 @™') 0 Tr(@) 0 (£* 0 F(0))p-1 0™

Using the definition of &8 shows that the above two expressions agree, which shows
that g is an algebra isomorphism. O
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Appendix B. Evaluation on tilting modules versus tilting complexes

Consider a finite-dimensional A € Alg. Recall from [5, Section 6] that a tilting
complex T, in DP(A) is an object in D?(A) such that:

e Homgpyu(Te, Te[j]) = O for all j # 0;
e add(7.,) generates D”(A) as a triangulated category.

Clearly, the image F(4A) for any derived equivalence F : DB(A) — D’(B) is a tilting
complex in D?(B).

By definition, a tilting module is a tilting complex contained in one position. It
follows by definition that, for a tilting module 7 in A-mod and an arbitrary module M
in A-mod, there exists a bounded complex

”'_>X—l_)XO_)X1_>”'»

with X; € add(T) and such that the homologies H;(X,) are zero when i # 0 and
isomorphic to M when i = 0.

B.1. Faithful evaluation on tilting modules.

Lemmva B.1. Let T be a tilting module in A-mod.

(i)  Let F', F? be exact endofunctors on A-mod, withn € Nat(F', F?). Ifny = 0, then
n=0.

(i) Assume that A is G-graded and T admits a graded lift, which we denote by T
again. Let F', F? be exact endofunctors on A-gmod, with n € Nat(F', F?). If
n,r =0 forall g € G, thenn = 0.

Both claims are special cases of the following obvious general principle.

Levmva B.2. Let F', F? be exact endofunctors of an abelian category C, with n €
Nat(F!, F?). Assume that C has a set S of objects such that any object in C is a
subquotient of a finite direct sum of objects in S. Then n = 0 if and only if nx = 0 for
all X € 8§.

B.2. Nonfaithful evaluation on tilting complexes. We give an example which
shows that Lemma B.1(i) does not naturally extend to tilting complexes.
Let A be the hereditary path algebra of the quiver

1—4>p_t .3

We denote the identity path at i by e;. For a vertex i, we denote by L; the corresponding
simple A-module, by P; the projective cover of L; and by I; the injective envelope of
L;.

Consider the complex C, given by

0—-P,—15L—0,
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where P, is in position zero and the middle morphism is not zero. It is easily checked
that 7 := P3 ® P, ® C, is a tilting complex.
Now we consider the bimodules

X1 =Aes®e1A and X, = Ae; ® e3A
and corresponding exact functors
F1=X|®A— and F2=X2®A—

on A-mod. We have a natural transformation n : F' = F? corresponding to the
morphism X; — X,, which maps the simple bimodule X; to the socle of X»; this is
the morphism

X > X5, e3®e; > ba® ba.

Observe that, for any A-module M, we have F'M = 0 unless [M : L;] # 0 and
F?>M = 0 unless [M : L] # 0. It thus follows easily that 17y, = 0 unless M = P;. Since
Py does not appear inside T, it follows that 7, = 0, for € Nat(F!, F?) induced from
the natural transformation F! = F? considered above.

Hence, the composition

Nat(F', F?) — Nat(F}, F2) — Homgy 4, (FiT., F1T,)

is not injective.
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