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Abstract

We construct a model to illustrate the dynamics of cash-flow volatility (CFV) and firm val-
uation. As a firm progressively invests in its growth opportunities, its book value increases
and catches up with its market value, reducing the valuation multiple (Q). CFV decreases
because of the diversification effect of investing in more market segments. We document a
positive CFV-Q association, which varies with firm size, investment opportunities, and the
correlation across market segments. Empirical findings strongly support the model’s pre-
dictions and are robust to alternative explanations offered by extant studies on firm growth,
volatility, and valuation.

I. Introduction

It is a well-documented empirical regularity that younger and smaller firms
have more volatile performance and higher valuation, and that as firms grow older
and larger, both volatility and valuation decrease. This regularity seems obvious
in Figure 1, in which a large sample of U.S. firms exhibit decreasing cash-flow
volatility (CFV) and decreasing valuation (Tobin’s Q) in firm size.! What is less
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! Although not shown in the figure, there is a similar pattern of decreasing CFV and Q in firm age.
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FIGURE 1
CFV, Q, and Asset Size

Graphs A and B of Figure 1 plot average CFV and Q over 20 book-assets quantiles. Graph C plots average Q over
20 CFV quantiles. When forming the 20 book-assets quantiles, we first use the Consumer Price Index (CPI) to adjust
book assets into constant dollar value. CFV is the standard deviation of 20 quarters of operating-cash-flow-to-assets
ratio. Q is market value of assets to book value of assets. The sample consists of Center for Research in Security Prices
(CRSP)/Compustat firms from 1991 to 2012.

Graph A. CFV Decreases with Asset Size
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obvious, however, is why higher CFV seems to be associated with higher, rather
than lower, Q (Graph C in Figure 1). After all, should not more volatile perfor-
mance generally indicate higher risk and therefore be associated with lower val-
uation? For example, Froot, Scharfstein, and Stein (1993) argue that if external
financing is constrained, volatile cash flows may hinder a firm’s ability to readily
capture positive net present value (NPV) projects, and its firm valuation will be
diminished. Rountree, Weston, and Allayannis (2008) provide empirical evidence
of a negative CFV-Q association.

In contrast, several other theories imply a positive CFV-Q relation. First, in
real-options models, a more volatile future payoff raises the value of waiting to
invest if investment is irreversible (e.g., McDonald and Siegel (1986), Dixit and
Pindyck (1994)). Thus, the value of real options could lead to a positive CFV-Q
relation. Second, option-pricing theory suggests that higher performance volatility
increases the value of equity for a levered firm (Merton (1974)). If equity value is
positively correlated with firm value, the leverage effect could lead to a positive
CFV-Q relation. Third, Pastor and Veronesi (2003) show that uncertainty about a
firm’s profitability can increase firm valuation. As the market learns about a firm
over time, both uncertainty and firm valuation decrease. This implies a positive
CFV-Q association insofar as volatility is positively correlated with uncertainty.

Although these studies provide insight into volatility and firm valuation, they
offer opposite implications on the volatility—valuation relation. Moreover, they do
not directly model the dynamics of volatility and firm valuation. Our study at-
tempts to fill this gap in the extant literature. We develop a simple model to illus-
trate the dynamics of CFV and firm valuation as a firm grows. In particular, we
explain why smaller and younger firms have higher volatility and higher valua-
tion, and why as firms grow, both volatility and valuation decrease, resulting in a
positive association between CFV and Q.

The intuition of our model is straightforward. Consider a firm that can even-
tually grow into N product or geographical market segments. Growth is not in-
stantaneous but rather takes time. In each period, the firm is able to invest and
occupy only one new market segment. After investment, each segment generates
a stochastic cash flow in every subsequent period, and cash flows across segments
are not perfectly correlated. With such a setting, the firm’s book value reflects its
assets in place, but the market value reflects both assets in place and future growth
opportunities. When the firm is young and many of its opportunities have yet to re-
ceive investments, its market value is much higher than its book value, resulting in
a high valuation multiple (Q). As the firm grows and invests in those opportunities,
book value increases at a faster pace than market value, and Q decreases.> During
this process, CFV also decreases because cash flows are diversified across pro-
gressively more segments. The simultaneous decrease in CFV and Q as the firm
grows leads to a positive CFV-Q association, which varies with firm age (size),
growth opportunities, and the correlation of cash flows across market segments.
Specifically, in early stages of firm growth when firm size is small and invest-
ment opportunities are large, the incremental effect of firm growth on Q is larger

It is straightforward to show that other valuation metrics, such as the price-to-earnings ratio or the
price-to-sales ratio, will exhibit a similar decrease as the firm grows.

ssa.d Alssanun abprique) Ag auljuo paysiiand 88/00091060122005/£10L°0L/B1010p//:sd1y


https://doi.org/10.1017/S0022109016000788

114 Journal of Financial and Quantitative Analysis

relative to that on CFV, so the positive CFV-Q association is more pronounced
when the firm is young (small) and has more investment opportunities. Moreover,
a higher correlation of cash flows across market segments reduces the diversifica-
tion effect of investing in more segments, slowing down the incremental reduction
of CFV over time, but the reduction in Q over time is not affected. Therefore, the
CFV-Q association (i.e., the change in Q relative to the change in CFV) is more
significant when the cash-flow correlation across segments is higher.

We test the model’s predictions using a large sample of U.S. firms from 1991
to 2012 and obtain three main results. First, CFV and Q decrease in firm age
and size. On average, Q drops 0.14% as firm size increases by 1%, and drops
0.09% as firm age increases by 1%. The drop in Q slows down as a firm grows
larger and older. CFV drops by a similar magnitude in firm size and age, and
exhibits similar convexity. Second, we document a positive CFV-Q association.
On average, Q increases 0.08% when CFV increases by 1%. But for small and
young firms, the increase in Q is almost twice as large as the increase for larger
and older firms. For firms with higher growth opportunities, the increase in Q is
also much larger. Third, we find that when the correlation of cash flows across
market segments is higher, the positive CFV-Q association is more pronounced.
We use the number of business segments, reported in Compustat segment files, as
proxy for the internal correlation of cash flows. The correlation decreases as the
number of business segments increases. We find that the positive CFV-Q relation
is more pronounced for firms with a single business segment and becomes less
significant as the number of business segments increases. Our empirical analysis is
mostly based on firm fixed effects specifications because our model illustrates the
time-series properties of CFV and Q. The findings are robust to pooled ordinary
least squares (OLS) and cross-sectional Fama—MacBeth (1973) specifications. In
sum, empirical evidence strongly supports our model’s predictions.

Finance research has long tried to understand how firm valuation changes
with volatility and through a firm’s life stages. Contributing to the literature, we
provide a theoretical framework that demonstrates the dynamics of CFV and firm
valuation. Distinct from previous studies, our model does not require the existence
of investment irreversibility in real-options models (McDonald and Siegel (1986),
Dixit and Pindyck (1994)), financial leverage in option-pricing models (Merton
(1974), Johnson (2004)), uncertainty in learning models (Pastor and Veronesi
(2003)), or financial constraints in risk-management models (Froot et al. (1993)).
Instead, our model relies on two simple and plausible assumptions: First, it takes
time for a firm to undertake growth opportunities; second, cash flows are imper-
fectly correlated between different market segments. The first assumption guaran-
tees the existence of growth periods and delivers the decreasing valuation result
over a firm’s life. The second assumption delivers the decreasing CFV result over
a firm’s life. Combining the two assumptions leads to a positive CFV-Q associa-
tion. Also distinct from previous studies, an important insight from our model is
that for the most part, the empirically observed CFV-Q association is not causal,
but rather a by-product of firm growth over a firm’s life cycle.

We perform various robustness checks to ensure that the empirically ob-
served positive CFV-Q association is not driven by alternative explanations,
such as mechanisms through real options, financial leverage, or uncertainty and
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learning. First, in real-options models, payoff volatility increases firm value if
investments are irreversible (McDonald and Siegel (1986), Dixit and Pindyck
(1994)) and if competition is not too intense to erode the value of waiting to in-
vest (e.g., Mauer and Ott (1995), (2000), Back and Paulsen (2009), Morellec and
Schiirhoff (2011), and Li and Mauer (2016)). Therefore, if the positive CFV-Q
association is driven by the real-options effect, it should be more pronounced for
firms with more irreversible investments and less intense competition. To exam-
ine these predictions, we run the CFV-Q regression on subsamples with varying
degrees of investment irreversibility and product market competition. Following
the empirical literature of real options (e.g., Panousi and Papanikolaou (2012),
Badertscher, Shroff, and White (2013)), we identify 6 proxies for irreversibility:
firm industry stock beta; ratio of firm idiosyncratic stock return variance to to-
tal variance; industry ratio of new capital goods to total capital goods; industry
average depreciation rate; industry average ratio of sales of property, plant, and
equipment (PPE) to total capital; and industry liquidity ratio. We use two prox-
ies for competition, the Herfindahl-Hirschman Index (HHI) and product market
fluidity from Hoberg, Phillips, and Prabhala (2014). The CFV-Q association does
not exhibit consistent differences across the subsamples formed on the 6 irre-
versibility measures or the two competition measures, indicating that our findings
are not driven by the real-options effect.

Second, for a financially levered firm, higher volatility in the value of firm
assets increases the value of firm equity, which is a call option on the underly-
ing assets (Merton (1974)). This leverage effect may imply a positive CFV-Q
association, but only for financially levered firms. However, we find that the posi-
tive CFV-Q association is large and significant even for firms with zero leverage.
Thus, the leverage effect does not explain the positive CFV-Q association.

Third, the uncertainty-and-learning mechanism in Pastor and Veronesi
(2003) can also lead to a positive CFV-Q relation, but this mechanism should
mostly affect firms with high uncertainty. We measure uncertainty by analyst
earnings forecast dispersion (e.g., Imhoff and Lobo (1992), Johnson (2004), and
Zhang (2006)). We find that the CFV-Q association is even slightly stronger for
firms with low analyst forecast dispersion, inconsistent with the uncertainty-and-
learning effect.

Froot et al. (1993) show that volatile cash flows can force a firm to forgo
positive NPV projects when external financing is constrained and therefore reduce
firm value. Rountree et al. (2008) provide empirical evidence of a negative CFV-Q
association. However, we find that the negative CFV-Q association documented
by Rountree et al. reverses to positive once we standardize their CFV measure
to make it comparable across firms. In a nutshell, their paper relates Q to per
share CFV. There is a mechanical negative relation between Q and per share CFV
because larger firms on average have lower Q, larger per share size, and thus
larger per share CFV. When per share cash flow is properly scaled to account for
differences in per share size, the relation between Q and CFV becomes positive.’

*For example, Berkshire Hathaway has the largest per share cash-flow standard deviation in our
sample mostly because Berkshire Hathaway has by far the largest per share size, but it does not mean
that Berkshire Hathaway has the highest CFV or risk, nor should one relate per share CFV to firm Q.
The sensible way to compare CFV across firms and to examine the relation between CFV and firm
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Our findings do not mean that the positive CFV-Q association cannot be
partly attributed to the real-options effect, the leverage effect, or the uncertainty-
and-learning effect. Rather, with very simple assumptions, our model illustrates
an alternative economic mechanism and provides a rational explanation to the
empirically observed positive CFV-Q association. Risk management that reduces
CFV could very well enhance firm valuation, though this effect does not outweigh
the positive CFV-Q association observed in the data.*

Our work is also related to firm life-cycle studies (e.g., Spence (1977),
(1979), Gort and Klepper (1982)). These studies focus on the relation between
life-cycle stages and performance variables such as revenue, earnings, and div-
idend payout (e.g., Dickinson (2011), Warusawitharana (2014)), and do not say
much about performance volatility or firm valuation, or the association between
volatility and valuation, which are the focus of our study. An alternative expla-
nation to decreasing Q in firm age and size is decreasing return to scale; for
example, as a firm’s asset size increases, the marginal return on assets (ROA) de-
creases, causing Q to decrease. However, we find that in our sample larger or older
firms on average have higher, rather than lower, ROA, even after considering the
survival effect. This suggests that decreasing return to scale does not explain the
dynamics of firm valuation.

Finally, there is extensive literature examining the relation between Tobin’s Q
(or firm valuation) and firm characteristics such as ownership structure (Demsetz
and Lehn (1985)), diversification (Lang and Stulz (1994)), governance (Gompers,
Ishii, and Metrick (2003)), corporate cash holdings (Harford, Mansi, and Maxwell
(2008)), and capital and priority structure (Hackbarth and Mauer (2012)). Adding
to this literature, we develop a simple theory and provide empirical evidence of a
positive relation between firm performance volatility and Q.

Il. CFV and Firm Valuation: An lllustrative Model

A. Basic Setup

We consider a business firm with N product market segments, which can be
thought of as segments with different geographical locations or for vertically dif-
ferent products. There are infinite periods, 1,2,3,.... To occupy a market segment,
the firm has to undertake an initial investment, /, which will generate a stochastic
cash flow in every following period. These cash flows are normally distributed
with mean pu and variance o2, and are independent across periods but depen-
dent with correlation p (0<p < 1) across segments within a period. Denote the

Q is to first scale cash flow by some common denominator, such as book assets, and then compare
volatility in the cash-flow-to-assets ratio.

“Empirical evidence on risk management and firm valuation is mixed. Allayannis and Weston
(2001) show that the use of foreign exchange derivatives increases firm value by 5% for their sample
firms. However, Guay and Kothari (2003) argue that the claimed effect of derivative hedging on firm
valuation is implausibly large. Jin and Jorion (2006) find no relation between hedging and firm value
in a sample of oil and gas producers that should benefit greatly from hedging. Adam, Dasgupta, and
Titman (2007) examine a firm’s hedging decision and suggest that even financially constrained firms
can have an incentive not to hedge.
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discount rate of the economy as 8, which is smaller than but close to 1. Suppose
that the expected NPV of each market segment is positive, thatis, Bu/(1—8)> 1.

We assume that investments or growth are time consuming. Specifically, the
firm is able to invest in and occupy at most one market segment in each period.
Namely, the firm needs at least N periods to occupy all market segments. In prac-
tice, firms need time to build up new products, factories, and equipments, as well
as intangible assets such as patents and reputation, to train new personnel and to
occupy more geographical or product markets (e.g., Spence (1979)). This assump-
tion guarantees the existence of the growth periods of the firm, defined as those
during which the firm expands its investments to more market segments. One can
think of the growth periods as the growth phase in the firm’s life cycle. Moreover,
for convenience, we assume that there are no further investments after the initial
investment in each market segment and that the firm pays out all realized cash
flows as dividends.

The positive NPV of investing in every segment incentivizes the firm to take
all market segments. Given 8 <1, optimally the firm will continue to invest in
one segment in each of the first N periods. Therefore, the growth periods of the
firm in our model consist of the first N periods. After period N, investments have
completed in all market segments, and the firm has no future growth opportunities.
As the firm enters its maturity phase, its value and expected cash flows will stay
constant over time, so there is no correlation between firm size, cash flows, and
firm valuation. Henceforth, our theoretical analysis focuses on the growth periods
to show the dynamics of performance volatility and firm valuation.

B. The Dynamics of CFV and Firm Valuation

We now consider the firm’s CFV and firm valuation during its growth peri-
ods. In period (¢ < N), book value of the firm, also called firm size, is B,=1t x I.
This firm size is growing linearly over time. The firm’s total cash flow, x,, comes
from the + market segments occupied in the first ¢ periods. We define CFV of the
firm in period ¢ as the standard deviation of x,/B,, which is

O Lot pyx
7 xXP DRSS

CFV decreases over time due to the diversification effect of investing in more
market segments, but increases with p because higher correlation across segments
reduces this diversification effect. Namely,

ey o

d 1 1 1—
2) Do ok Tk ox—P <
ot 2 I 2 Jp+A—p)/t
do, 1 1—1/t
3) do _ Lo 12U
ap 21 p+—p)/t

In our setting, firm book value, B;, is a linear function of ¢, so B, is also a
proxy for firm growth. Because CFV decreases in ¢ and B, during the growth pe-
riods, we say that CFV decreases in firm growth. However, when the firm grows,
the incremental effect of diversification on CFV diminishes. This can be seen
from the fact that o, is a decreasing and convex function of ¢, that is, do, /9t <0
and 9%0,/91> > 0.
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Firm market value in period ¢ ( <N) is the sum of discounted future cash
flows in all market segments. It consists of two parts. First, each of the ¢ occupied
market segments has a market value, 8 /(1 — ). Second, the N —¢ unoccupied
segments, respectively, have market values,

B B u BN

LX)

1-8 1-8"7" 1-8
In total, firm market value in period ¢ is
B —p") B
@ [ BT R il

The market-to-book ratio, or Q, in period ¢ is thus

_ v P 1=B"1 Bk
®) @ = 3 = [1+1—,3X : ]Xl—ﬂXY
and
g, _1 B P _ aN—t _ pN-t .
(6) 5 = t_2X <m) XTX[l B B x Inpg] < 0;

that is, the market-to-book ratio, or Q, decreases as the firm grows. Intuitively,
when more investments have been undertaken over time, book value increases at
a faster pace than market value, reducing the market-to-book ratio. This is because
book value reflects only assets in place whereas market value reflects both assets
in place and future growth opportunities. As the firm grows, fewer opportunities
are left and book value catches up with market value. This coincides with the
real-world observation that, in general, firm market-to-book ratio is negatively
correlated with firm age and size.’ Furthermore, given that 8 is smaller than but
close to 1, we have

@) @ = 3X<L) Xﬁx[l_ﬂN’x(1+1n,3)<1—%><1n/3)}

at? 13 1-8 I
2
> %x(%)x%x[l—ﬂ”’] > 0.

Therefore, g, is a convex function of ¢. As the firm grows, the incremental effect
of firm age or size on Q decreases.

The dynamics of firm CFV and Q shown in our model are consistent with
Figure 1, in which both CFV and Q are roughly convex functions of firm size.
More rigorous tests on this convexity are conducted in Section IV.

5 Although firm valuation is measured by Q in our analysis, it is straightforward to show that other
popular valuation metrics, such as the price-to-cash-flow ratio, price-to-earnings ratio, or price-to-sales
ratio, exhibit a similar pattern.
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C. The CFV-Q Association
As we show earlier, both CFV and Q decrease in firm growth, implying a

positive CFV-Q association during the growth periods of the firm. Mathemati-
cally, this positive association can be seen from

g, _ 2w ( B\ Votd—p)t
®) — = — X —p X >

a0, o

x[1=B""—mmBxp""] > 0.

When discount factor 8 is close to 1, which is mostly the case in practice,
1+41n B > 0. From equation (8), we have

2

o T4 EX<_£_>
00,0t o 1-8

X |:li,0 X+ =p)/txp""InB x(1+1np)

L

> Jo+{A—=p)/t

The positive CFV-Q association is more significant for firms in their early growth
periods, that is, those with younger age or smaller size, and becomes less signifi-
cant as firms grow into their later growth periods. To get this result, note that when
a firm diversifies into the 7th segment, its CFV decreases by =2, but Q decreases
approximately by ~'. Roughly a 1-unit change in CFV is associated with 13
units of change of Q. Therefore, the CFV-Q association becomes less significant
as the firm grows.

Furthermore, the correlation of cash flows, p, reduces the diversification ef-
fect of investing in more market segments, so it directly affects CFV and indirectly
affects the CFV-Q association. We can see this from

2 2
(10) O = 2—'U“><(i) x[1—=pB""—InB x p¥™']
do,0p o 1-8

I+p+1—-p)/t

2= prxJprA-p)t

The positive CFV-Q association is larger for higher p. Intuitively, the reduction
in CFV over time is slowed down for higher p, but the reduction in Q over time is
not affected, resulting in a larger dq/do.

So far, we have assumed that there are no further investments after the initial
investment in each segment and that the firm pays out all realized cash flows as
dividends. These two assumptions are for modeling parsimony and do not drive
the positive association between CFV and Q. First, recall that the key driver of the
positive CFV-Q association is that both CFV and Q decrease as the firm grows.
CFV decreases over time because of the diversification effect of investing in more
market segments. Q decreases because book value increases faster than market
value as the firm grows: Book value reflects only assets in place, but market value
already reflects discounted future cash flows from all market segments, even the

x(l—,BN'—ln,Bx,BN'):| < 0.
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segments that have not been invested in. Logically, as long as both CFV and Q are
decreasing as the firm grows, the positive CFV-Q association obtains. Notice that
even if the firm retains all or some of the realized cash flows or makes additional
investment in a market segment, both its CFV and Q are still decreasing as the
firm grows, so the positive CFV-Q association holds. Therefore, relaxing the two
original assumptions that the firm makes no additional investment in each segment
and pays out all cash flows as dividends does not change the model’s predictions.

[ll. Testable Hypotheses and Empirical Design

A. Testable Hypotheses

Based on the model, we form the following testable hypotheses. Our first
hypothesis comes from the fact that both o, and ¢, are decreasing and convex in ¢.

Hypothesis 1. Firm CFV and Q both decrease in firm growth, measured by firm
age and size (book assets). These effects of firm growth decrease as firms grow.

Our model mainly shows the time-series properties of firm growth, so empir-
ically we expect that firm growth, as measured by firm age or size, has a significant
within-firm effect on CFV and Q. These predictions would also be valid in the
cross section if firms are homogeneous. However, empirically firms are heteroge-
neous, and probably a significant part of the heterogeneity is unobservable. We
thus base our empirical interpretation mostly on firm fixed effects specifications,
and implement cross-sectional tests as robustness checks.

Because both CFV and Q decrease as a firm grows, they are positively asso-
ciated as equation (8) shows, although such a positive association does not mean
a causal effect. Also from equation (9), we see that the CFV-Q association is
more significant for firms in their early growth periods. We thus form our second
hypothesis.

Hypothesis 2. CFV is positively associated with Q, and the CFV-Q association is
more pronounced for younger and smaller firms.

As a firm in its early stages of growth has larger investment opportunities,
the positive association between CFV and Q should be more pronounced for firms
with larger investment opportunities. This is the third hypothesis.

Hypothesis 3. The positive association between CFV and Q is more pronounced
for firms with larger investment opportunities.

Our last hypothesis is about the correlation of firm cash flows across mar-
ket segments, p. p affects the diversification effect of investing in more market
segments, so it directly affects CFV and indirectly affects the CFV-Q association.
From equation (10), the positive CFV-Q association is larger for higher p.

Hypothesis 4. The positive association between CFV and Q is more pronounced
for firms with higher correlation of cash flows across market segments.

In the next section, we design within- and cross-firm tests to examine the
model’s predictions.
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B. Empirical Methodology

To test Hypothesis 1, we mainly employ firm fixed effects specifications as
follows:

(11)  In(CFV,) = o+ B xFIRM.GROWTH, +T'X, +6, + & + €,
(12) In(Q,) o+ B x FIRM.GROWTH, + I'X,, + 6, + ¢, + €4,

where In(CFV) and In(Q) are the natural logarithm of CFV and the natural loga-
rithm of Q, respectively. FIRM_GROWTH is proxied by firm age and size (book
assets CPI-adjusted to the 2004 dollar). X are control variables, 6 is firm fixed
effects, and ¢ is year fixed effects. The theoretical definitions of CFV and Q are
in equations (1) and (5) above. Empirically, we measure CFV as the standard
deviation of the operating-cash-flow-to-assets ratio in past 20 quarters, and Q as
the market-to-book ratio. We take the log value of both to reduce their positive
skewness. The control variables include profitability, financial leverage, assets
tangibility, cash holdings, sales growth in the past 5 years, research and devel-
opment (R&D) capital, capital expenditures, and a dividend dummy. R&D capital
is defined as the sum of R&D-to-sales ratios in the past 5 years, using a 20%
depreciation rate (e.g., Chan, Lakonishok, and Sougiannis (2001)). All these vari-
ables are plausibly correlated with Q and CFV, and therefore should be controlled
for in our tests. Our model predicts that 8 in models (11) and (12) are negative.
To test Hypothesis 2, we specify the following models:

(13) In(Q;;) = a4y xIn(CFV;)+ B8 x FIRM_GROWTH;,
+IX,+6,+¢ +e;
(14) In(Q,) = a+y xIn(CFV,)+y; x SMALL; + y4 x In(CFV;)

x SMALL; + 8 x FIRM_GROWTH,, +TI'X,, + 6, + ¢, + €.

The CFV-Q association is captured by y; in model (13). To further test whether
this association is more pronounced for small (or young) firms, we include in the
regression an interaction term between CFV and the dummy for small (or young)
firms, In(CFV) x SMALL (or In(CFV) x YOUNG), as specified in model (14).
The SMALL (or YOUNG) dummy is equal to 1 if the firm’s book assets (or firm
age) are below the median of all firms in that year. y, in model (14) captures
the difference in the CFV-Q association between small and large firms. When
replacing SMALL by YOUNG in this specification, y, captures the difference
between young and old firms. According to Hypothesis 2, both y; in model (13)
and y, in model (14) are positive.

We replace SMALL with a dummy proxy of firm growth opportunities to test
Hypothesis 3. The coefficient of the interaction term thus captures the difference
in the CFV-Q association between firms with large and small growth opportu-
nities. Our model also predicts a positive coefficient on the interaction term. As
mentioned earlier, the first three hypotheses concern time-series properties of firm
growth, so all the empirical models above include firm fixed effects. As a robust-
ness check, we also run Fama and MacBeth (1973) tests to investigate the CFV-Q
association cross-sectionally.
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Finally, we test Hypothesis 4 (the effect of cash-flow correlation across mar-
ket segments) with the following empirical model,

(15) In(Q;,) = a+y xIn(CFV,)+ y; x CORR;, + 4 x In(CFV,)
X CORR,, + FX,', + (,b, + €.

CORR in model (15) is the proxy for the correlation of cash flows across market
segments. Two proxies are used in our tests: the number of firms’ business seg-
ments and a dummy for single-segment firms as identified in Compustat Business
Segment files. Note that “business segments” in Compustat and market segments
in our model are not conceptually the same. For example, even firms with a sin-
gle business segment can have multiple market segments. We use the number of
business segments from Compustat as a proxy for cash-flow correlation across
the market segments in our model. Firms with fewer business segments likely
have higher cash-flow correlation across market segments, and single-business-
segment firms likely have even higher cash-flow correlation across market seg-
ments. Because the number of segments for most firms does not change much
over time, we expect the effect to be more visible across firms than within firm
and thus rely our interpretation mainly from the Fama—MacBeth (1973) specifi-
cation of model (15). We expect y, to be negative when CORR is the number of
segments and positive when CORR is the single-segment dummy.

IV. Empirical Evidence

A. Data and Sample

We obtain firm financial data from the Center for Research in Security Prices
(CRSP)/Compustat merged database. Compustat starts reporting operating cash-
flow data in 1987. We require 20 quarters of cash-flow data to compute CFV.
Therefore, our regression data set runs from 1991 to 2012 and consists of surviv-
ing and nonsurviving firms that appear in Compustat at any time during the sample
period. We exclude financial firms (Standard Industrial Classification (SIC) codes
6000-6999), regulated utility firms (SIC codes 4900-4999), and public adminis-
tration entities (SIC codes 9100-9999) because these firms’ cash-flow characteris-
tics are not directly comparable with firms in other industries. We also require that
a firm-year observation has positive total assets and other requisite control vari-
ables to be included in our analysis. Our final sample includes 10,714 unique firms
with over 80,000 firm-year observations. To reduce the effect of extreme outliers,
we winsorize all continuous regression variables at the 1st and 99th percentiles.

Detailed variable definitions are summarized in the Appendix, and summary
statistics are shown in Table 1. Panel A shows summary statistics of the key vari-
ables by asset-size quartiles. As we move up through size quartiles, Q and CFV
decrease, and age increases. We also observe that as firm size increases, leverage,
tangibility, profitability, and dividends increase, whereas cash holdings, R&D cap-
ital, and capital expenditures decrease. All these associations seem reasonable.

Panel B of Table 1 reports summary statistics by firm-age quartiles. For most
variables, the patterns of change through age quartiles are similar to the patterns
through size quartiles, confirming that size and age are positively correlated. One
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TABLE 1
Summary Statistics

Table 1 presents summary statistics and pairwise correlations for the main variables used in the tests. The variable descriptions are in the Appendix. The observations consist of surviving and nonsurviving
firms that appear in Center for Research in Security Prices (CRSP)/Compustat at any time from 1991 to 2012. We exclude financial firms (Standard Industrial Classification (SIC) codes 6000-6999), utility
firms (SIC codes 4900-4999), and public administration entities (SIC codes 9100-9999). The full sample includes 10,714 unique firms with 88,527 firm-year observations.

Panel A. Summary Statistics by Asset-Size Quartiles

Asset Size Q1 Asset Size Q2 Asset Size Q3 Asset Size Q4

Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.
Q 2.21 2.42 1.62 1.55 1.54 1.33 1.44 117
CFV 0.07 0.07 0.05 0.05 0.04 0.04 0.03 0.04
ASSETS 26.38 21.92 135 95 561 421 7,892 11,426
AGE 13.49 8.95 14.48 10.06 17.24 12.27 25.72 16.69
LEVERAGE 0.49 0.44 0.45 0.30 0.53 0.28 0.61 0.22
TANGIBILITY 0.21 0.21 0.25 0.22 0.30 0.23 0.36 0.24
ROA -0.24 0.43 —0.04 0.22 0.02 0.15 0.04 0.10
CASH/ASSETS 0.27 0.26 0.22 0.23 0.15 0.18 0.10 0.12
SALES_GROWTH 0.12 0.31 0.16 0.27 0.15 0.23 0.14 0.19
RD_CAPITAL 2.47 8.09 1.04 4.98 0.32 2.28 0.09 0.59
CAPEX 0.17 0.56 0.14 0.44 0.12 0.35 0.12 0.27
DIVIDEND 0.07 0.25 0.16 0.37 0.32 0.47 0.62 0.49

Panel B. Summary Statistics by Firm-Age Quartiles

Firm Age Q1 Firm Age Q2 Firm Age Q3 Firm Age Q4
Mean Std. Dev. Mean Std. Dev. Mean Std. Dev. Mean Std. Dev.

Q 2.05 2.06 1.76 1.77 1.66 1.66 1.27 1.00

CFV 0.06 0.06 0.05 0.06 0.05 0.05 0.03 0.04

ASSETS 1,068 4,347 1,129 4,140 1,846 6,110 4,739 9,800

AGE 6.61 2.30 10.72 2.79 17.52 4.07 37.91 10.00

LEVERAGE 0.50 0.35 0.52 0.34 0.51 0.33 0.56 0.26 @)

TANGIBILITY 0.26 0.24 0.26 0.23 0.28 0.23 0.31 0.22 3.

ROA -0.13 0.36 -0.07 0.29 -0.03 0.24 0.03 0.14 Q

CASH/ASSETS 0.25 0.25 0.20 0.22 0.17 0.20 0.11 0.13 >

SALES_GROWTH 0.27 0.35 0.17 0.28 0.12 0.22 0.07 0.14 Q

RD_CAPITAL 1.71 6.55 1.37 6.00 0.76 4.29 0.11 1.04 »

CAPEX 0.21 0.57 0.15 0.44 0.11 0.33 0.08 0.21 c

DIVIDEND 0.13 0.34 0.17 0.38 0.28 0.45 0.61 0.49
(continued on next page) s
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TABLE 1 (continued)
Summary Statistics

Panel C. Pairwise Correlations of the Main Variables

sIsAjeuy 8AllBIIIuBNY PUB [BIDUBUIL JO [BUINOP

Q In(Q) In(CFV) IN(ASSETS)  In(AGE) ~ LEVERAGE  TANGIBILITY ROA CASH SALES_GROWTH  RD_CAPITAL CAPEX
In(Q) 0.8617
In(CFV) 0.2234 0.1410
IN(ASSETS) 014778 —-0.0897  —0.5229
IN(AGE) —~014750  —0.1494  —0.2671 0.3741
LEVERAGE —0.1042  -0.1696  —0.0012 0.1328 0.0688
TANGIBILITY 01599  -0.1367  —0.2816 0.2174 0.0661 0.1455
ROA 02031  -0.0820  —0.3043 0.3756 0.2219 —0.2542 0.0993
CASH 0.3891 0.3829 0.2689 —0.2657 —0.2051 —0.3156 —0.4059 —0.2509
SALES_GROWTH 0.1877 0.2029 0.0955 0.0008 —0.2914 —0.0457 —0.0029 0.0008 0.0719
RD_CAPITAL 0.2806 0.2251 0.2033 —0.1654 —0.1102 —0.0145 —0.1270 —0.4059 0.3990 0.0529
CAPEX 0.1240 0.1177 0.0367 —0.0452 —0.1245 0.0129 0.2584 —0.1932 0.1076 0.0247 0.3474
DIVIDEND —0.0941 0.0265  —0.2980 0.4683 0.4127 0.0130 0.1844 0.2564  —0.2260 —0.1472 —0.1223 —0.0785
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noticeable difference is sales growth, which decreases monotonically through age
quartiles but is hump-shaped through size quartiles.

Panel C of Table 1 reports correlations between regression variables. An im-
portant observation, consistent with our main prediction, is that size and age are
negatively correlated with CFV and Q, whereas CFV is positively correlated with
Q. The correlation between age and size is 0.37. Although relatively high, this
correlation coefficient suggests that each variable could still capture different as-
pects of how far a firm has grown. We use both age and size as proxies for firm
growth.

B. CFV and Firm Valuation as a Firm Grows

We start with testing Hypothesis 1 that as a firm grows, both CFV and Q
decrease. The empirical implementation is outlined in models (11) and (12). In
Table 2 we examine how Q changes with firm size and age. Column 1 shows the
simplest OLS specification, in which we regress In(Q) on size and age without
any additional control. As predicted, firm valuation decreases in size and age.

As mentioned earlier, our model primarily shows the time-series properties
of firm growth. Therefore, it is critical to control for firm heterogeneity because
for firms with the same age and size, how far they have grown and how much more
they will grow can differ greatly. Firm fixed effects go a long way in controlling
for unobservable firm heterogeneity, and therefore we use a firm fixed effects
specification as our main empirical methodology. When controlling for firm fixed
effects in column 2, the coefficients on size and age become larger. The within
R? (4%) is also higher than the OLS R? (2%), suggesting a better fit of the firm
fixed effects specification. In column 3 we control for important observable firm
characteristics that are potentially correlated with both Q and size or age. The
coefficient estimate on size doubles, but the coefficient on age drops, though both
stay highly significant. Because the dependent variable Q and the two explanatory
variables are natural logarithm values, the coefficient estimates imply that Q drops
0.14% as firm size increases by 1%, and drops 0.09% as firm age increases by
1%; both are economically large. The control variables have predicted signs that
are consistent with earlier findings in the literature. For example, Q is negatively
related to financial leverage and positively related to profitability, sales growth,
and R&D capital.

We then examine the predicted convexity between Q and size (age). As a
firm grows, Q should decrease at a decreasing rate. By using natural logarithmic
transformation of key regression variables and thus reducing positive skewness,
regressions in columns 1-3 to some extent already account for this convexity. To
more directly identify this convexity, in column 4 we include squared terms of
unlogged values of size and age. As predicted, the squared terms are positive and
the unsquared terms remain negative, consistent with the predicted convexity of
Q in size and age. However, there is a possibility that the convexity in column 4 is
mechanically induced because the dependent variable In(Q) is a concave transfor-
mation of Q. In column 5, we use unlogged Q as the dependent variable, and the
convexity remains. The findings in Table 2 are consistent with Hypothesis 1 that
firm valuation decreases as a firm grows, and the decrease exhibits a decreasing
speed.
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TABLE 2
Change in Firm Valuation (Q) as Firms Grow

Table 2 reports results of firm fixed effects and pooled ordinary least squares (OLS) regressions where the dependent
variable is In(Q). We study how firm growth, proxied by firm size (ASSETS) and firm age (AGE), affects firm valuation.
Model 1is a pooled OLS regression without controls. Model 2 includes firm fixed effects. Models 3 and 4 add all additional
controls. To capture the nonlinear effect of firm growth on Q, models 4 and 5 add quadratic terms of assets and age. The
dependent variable in model 5 is unlogged Q. For purely aesthetic reasons, in models 4 and 5, the coefficient estimate
for assets is multiplied by 10,000, for age by 10. An intercept is included but not reported. /2 for firm fixed effects is the
within R?; for OLS is the adjusted R?. Standard errors are clustered at the firm level and corrected for heteroskedasticity.
Variables of interest are in bold, and t-values are reported in parentheses. *, **, and *** indicate significance at the 10%,
5%, and 1% levels, respectively.

Firm Firm Firm Firm
OLSs Fixed Effects Fixed Effects Fixed Effects Fixed Effects
Dependent In(Q) In(Q) In(Q) In(Q) Q
Variable 1 2 3 4 5
In(ASSETS) —0.01*** —0.07*** —0.14***
(—4.06) (—9.78) (=17.70)
In(AGE) —0.14*** -0.23*** —0.09"**
(—16.40) (~18.64) (~3.26)
ASSETS —0.25"* —0.48**
(—8.02) (—6.17)
ASSETS? 0.03*** 0.04**
(4.24) (2.04)
AGE —0.14** —0.41**
(—7.61) (—9.74)
AGE? 0.02*** 0.05**
(6.58) (8.44)
LEVERAGE —0.07*** —0.05* 0.05
(—2.75) (—1.88) (0.88)
TANGIBILITY 0.03 0.04 0.14
(0.68) (0.78) (1.28)
ROA 0.42*** 0.35*** 0.19**
(16.38) (13.07) (2.65)
CASH 0.67*** 0.71% 1.627*
(18.58) (19.39) (16.08)
SALES_GROWTH 0.34*** 0.26*** 0.47***
(16.66) (13.36) (9.00)
RD_CAPITAL 0.01*** 0.01** 0.03***
(4.15) (4.45) (4.65)
CAPEX 0.12%** 0.10** 0.18***
(7.77) (6.08) (3.87)
DIVIDEND 0.13*** 0. 11 0.12%*
(10.51) (9.30) (4.81)
Firm fixed effects No Yes Yes Yes Yes
Year fixed effects No No Yes Yes Yes
Obs. 88,527 88,627 74,087 74,087 74,087
R? 0.02 0.04 0.18 0.16 0.09

A possible alternative explanation for the decreasing Q in firm age and size
is decreasing return to scale. That is, as a firm grows, asset size increases but
the marginal ROA decreases, causing Q to decrease. Contradicting this explana-
tion, however, in our sample, larger or older firms on average have higher ROA
(see Figure 2). There is probably a survival effect because more profitable firms
are more likely to survive over time, resulting in the increasing ROA pattern.
However, even when we use a balanced panel including only firms that survive
the entire sample period, the increasing ROA pattern in Figure 2 remains. This
suggests that decreasing return to scale does not explain the dynamics of firm
valuation.
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FIGURE 2
ROA over Asset Size and Firm Age

Figure 2 plots the average return on assets (ROA) over asset size (Graph A) and firm age (Graph B). ROA is the ratio
of income before extraordinary items over book assets. Asset size is measured by the firm’'s book assets. When forming
the 20 book-assets quantiles, we first use the CPI to adjust book assets into constant dollar value. Firm age is the
number of years a firm has appeared in Compustat. The sample consists of Center for Research in Security Prices
(CRSP)/Compustat firms from 1991 to 2012.

Graph A. ROA Increases with Asset Size Graph B. ROA Increases with Firm Age
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We next test Hypothesis 1’s prediction regarding CFV in Table 3. Table 3
contains a set of tests parallel to Table 2, but the dependent variable is In(CFV).
Results in columns 1-3 confirm that CFV decreases as firms grow larger and older.
Results in columns 4 and 5 suggest that the decrease of CFV has a decreasing
speed as firms grow larger and older. Tables 2 and 3 together provide strong results
consistent with Hypothesis 1.

C. The CFV-Q Association

Our model predicts a positive association between CFV and Q because both
CFV and Q decrease as a firm grows. In this section, we test this prediction
and various conditions that are expected to affect the dynamics of the CFV-Q
association.

1. Firm Growth and the CFV-Q Association

Table 4 shows empirical results for Hypothesis 2. Column 1 reports the OLS
specification of regressing firm In(Q) on In(CFV), with industry and year fixed
effects but without firm fixed effects. We also exclude size and age from the re-
gression because in our theoretical model, both CFV and Q, as well as their asso-
ciation, are a function of firm growth over time (proxied by assets size and age).
The coefficient on In(CFV) is positive and highly significant. In column 2, we
implement firm fixed effects specification. The coefficient on In(CFV) becomes
larger and more significant. The coefficient estimate of 0.12 implies that a 1%
increase in CFV is associated with a 0.12% increase in firm Q. As mentioned
earlier, our model primarily shows the time-series properties of firm growth, so
we implement firm fixed effect regressions as our main empirical methodology.
Our model’s predictions can also be generalized to the cross section if firm het-
erogeneity is adequately controlled for. In an untabulated robustness check, we
implement the purely cross-sectional Fama—MacBeth (1973) specification. The
coefficient on In(CFV) becomes smaller but is still positive and highly significant.
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TABLE 3
Change in CFV as Firms Grow

Table 3 reports results of firm fixed effects and pooled ordinary least squares (OLS) regressions where the dependent
variable is In(CFV). We study how firm growth, proxied by firm size (ASSETS) and firm age (AGE), affects cash-flow
volatility (CFV). Model 1 is a pooled OLS regression without controls. Model 2 includes firm fixed effects. Models 3 and 4
add all additional controls. To capture the nonlinear effect of firm growth on CFV, models 4 and 5 add quadratic terms of
assets and age. The dependent variable in model 5 is unlogged CFV. For purely aesthetic reasons, in models 4 and 5,
the coefficient estimate for assets is multiplied by 10,000, for age by 10. An intercept is included but not reported. /2 for
firm fixed effects is the within R?; for OLS is the adjusted R?. Standard errors are clustered at the firm level and corrected
for heteroskedasticity. Variables of interest are in bold, and t-values are reported in parentheses. *, **, and *** indicate
significance at the 10%, 5%, and 1% levels, respectively.

Firm Firm Firm Firm
OLSs Fixed Effects Fixed Effects Fixed Effects Fixed Effects
Dependent IN(CFV) In(CFV) In(CFV) In(CFV) CFV
Variable 1 2 3 4 5
In(ASSETS) —0.19*** —0.17*** —-0.19***
(—54.09) (—25.54) (—24.47)
IN(AGE) —0.09*** —0.12*** —-0.08***
(—10.05) (—10.08) (—2.73)
ASSETS —0.35%** —0.01**
(—7.74) (—4.00)
ASSETS? 0.05*** 0.001***
(5.50) (2.60)
AGE —0.23*** —0.01**
(—11.83) (—8.51)
AGE? 0.02*** 0.001***
(6.44) (5.34)
LEVERAGE 0.08*** 0.11%* 0.01***
(4.42) (5.85) (4.03)
TANGIBILITY —0.20"** —0.18*** —0.01"**
(—4.33) (—=3.71) (—3.58)
ROA 0.09*** -0.02 —0.00**
(5.26) (-0.92) (—2.22)
CASH 0.27*** 0.33*** 0.02"**
(8.93) (10.24) (7.73)
SALES_GROWTH 0.22*** 0.11%** 0.01***
(11.78) (5.80) (4.06)
RD_CAPITAL 0.00 0.00* 0.00**
(1.47) (1.86) (2.49)
CAPEX 0.06*** 0.03*** 0.00**
(5.62) (2.60) (2.43)
DIVIDEND 0.00 —-0.02 —0.00
(0.32) (—1.30) (—0.70)
Firm fixed effects No Yes Yes Yes Yes
Year fixed effects No No Yes Yes Yes
Obs. 88,527 88,627 74,087 74,087 74,087
R? 0.28 0.09 0.12 0.08 0.12

In columns 3 and 4, we add size and age as additional controls. We expect
the coefficient on In(CFV) to become smaller because size and age are significant
determinants of Q. The coefficient estimate on In(CFV) does decrease in the firm
fixed effects specification, but increases slightly in the OLS specification, likely
because OLS cannot adequately control for firm heterogeneity.

Our Hypothesis 2 also predicts that the positive CFV-Q association will be
more pronounced for smaller firms and younger firms because these firms likely
have larger investment opportunities. We sort firms by book assets size or firm age
for each year, and create a SMALL dummy and a YOUNG dummy that equal 1
for firms with below-median size or age. As outlined in model (14), we interact the
SMALL and YOUNG dummies with In(CFV). Both OLS and firm fixed effects
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TABLE 4
Association between CFV and Firm Valuation (Q)

Table 4 reports results of firm fixed effects and pooled ordinary least squares (OLS) regressions where the dependent
variable is In(Q). We study how firm valuation is associated with cash-flow volatility (CFV): the CFV-Q association. Models
1-4 examine the CFV-Q association directly, which is captured by the coefficient of In(CFV). Models 5 and 6 and models
7 and 8 examine, respectively, how firm size and firm age affect the CFV-Q association by including an interaction term
(SMALL x In(CFV) or YOUNG x In(CFV)) in the regression. SMALL and YOUNG are dummies for small and young firms.
The coefficients of the interaction terms capture differences of the CFV-Q association between small (young) and large
(old) firms. An intercept is included but not reported. R? for firm fixed effects is the within /?; for OLS is the adjusted R?.
Standard errors are clustered at the firm level and corrected for heteroskedasticity. Variables of interest are in bold, and
t-values are reported in parentheses. ** and *** indicate significance at the 5% and 1% levels, respectively.

Firm Firm Firm Firm
OLS  Fixed Effects OLS  Fixed Effects =~ OLS  Fixed Effects ~ OLS  Fixed Effects
1 2 3 4 5 6 7 8
In(CFV) 0.05*** 0.12*** 0.06*** 0.08*** 0.00 0.06*** 0.04*** 0.07***
(6.19) (14.02) (7.43) (9.90) (0.19) (6.47) (4.23) (7.44)
SMALL 0.26*** 0.15%**
(5.28) (3.12)
SMALL x In(CFV) 0.14*** 0.06***
(9.56) (4.41)
YOUNG 0.09** 0.15"**
(2.04) (3.48)
YOUNG x In(CFV) 0.04*** 0.04***
(3.33) (3.05)
IN(ASSETS) 0.02***  —0.12**  —-0.02***  —0.13*** 0.02***  —0.12***
(4.52) (—15.56) (—3.93) (—15.85) (4.64) (—15.62)
IN(AGE) —0.04"**  —0.09"**  —0.04***  —0.08***  —0.07*** -0.04
(—3.81) (—3.02) (—3.53) (—2.86) (—4.75) (—1.40)
LEVERAGE —0.09***  —0.06"* -0.10"*  —0.07***  —0.12***  —-0.08"*  —-0.10"**  —0.07***
(—3.41) (—2.31) (—3.91) (—3.05) (—4.44) (—3.19) (—3.84) (—3.04)
TANGIBILITY 0.04 0.08 0.04 0.05 0.05 0.05 0.03 0.05
(1.18) (1.58) (1.02) (1.03) (1.44) (1.13) (0.94) (1.07)
ROA 0.16*** 0.35*** 0.14*** 0.42*** 0.17*** 0.42%** 0.14*** 0.42***
(5.22) (13.32) (4.32) (16.16) (5.66) (16.45) (4.39) (16.13)
CASH 1.0 0.70*** 1.02** 0.65"** 1.02*** 0.65*** 1.02%** 0.65"**
(28.28) (19.31) (28.09) (18.03) (28.58) (17.96) (28.00) (18.07)
SALES_GROWTH 0.51*** 0.26*** 0.47*** 0.32%** 0.47*** 0.32*** 0.47*** 0.32***
(26.91) (13.43) (24.66) (15.83) (24.60) (15.83) (24.56) (15.86)
RD_CAPITAL 0.01*** 0.01*** 0.01*** 0.01*** 0.01*** 0.01*** 0.01*** 0.01***
(6.54) (4.37) (6.42) (4.08) (6.05) (3.98) (6.34) (4.01)
CAPEX 0.13*** 0.09*** 0.13*** 0.11%** 0.13*** 0.11%** 0.13"** 0.11%**
(8.81) (6.01) (8.38) (7.51) (8.42) (7.52) (8.51) (7.52)
DIVIDEND 0.19*** 0.10*** 0.19*** 0.13*** 0.18*** 0.13*** 0.19"** 0.13***
(15.95) (8.26) (14.08) (10.54) (13.64) (10.44) (14.09) (10.51)
Firm fixed effects No Yes No Yes No Yes No Yes
Industry fixed effects Yes No Yes No Yes No Yes No
Year fixed effects Yes Yes Yes Yes Yes Yes Yes Yes
Obs. 74,087 74,087 74,087 74,087 74,087 74,087 74,087 74,087
R? 0.27 0.17 0.27 0.18 0.28 0.18 0.27 0.18

results show that the positive CFV-Q association is significantly larger for smaller
firms (columns 5 and 6) and younger firms (columns 7 and 8).

Overall, the results in Table 4 are consistent with our Hypothesis 2 that Q is
positively associated with CFV, and this association is more pronounced for small
and young firms.

2.  How Do Growth Opportunities Affect the CFV-Q Association?

Hypothesis 3 predicts that the positive CFV-Q association is more pro-
nounced for firms with larger growth opportunities. We identify 3 proxies for
growth opportunities: R&D capital, annualized sales growth rate in the past 5
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years, and whether a firm has filed a patent in that year. We create 3 dummy
variables that equal 1 if in a given year a firm has above-median R&D capital,
has above-median sales growth, or files a positive number of patents. We interact
these dummies with In(CFV) and expect positive coefficients on the interaction
terms. The results are in Table 5. Both OLS and firm fixed effects results are con-
sistent with the prediction that the CFV-Q association is more positive for firms
with larger growth opportunities. The only weak result is the OLS specification

TABLE 5
How Do Growth Opportunities Affect the CFV-Q Association?

Table 5 reports results of firm fixed effects and pooled ordinary least squares (OLS) regressions where the dependent
variable is In(Q). We study how firm’'s growth opportunities affect the CFV-Q association by including an interaction term
between cash-flow volatility (In(CFV)) and the proxy dummies for growth opportunities, RDC, G_GROWTH, or D_PATENT.
RDC=1 for firms with above-median research and development (R&D) capital stock, S_GROWTH=1 for firms having
above-median sales growth in the past 5 years, and DPatent=1 for firms having positive number of patents. The coeffi-
cients of the interaction terms capture the difference in the CFV-Q association between firms with low and high growth
opportunities. An intercept is included but not reported. R? for firm fixed effects is the within R?; for OLS is the adjusted
R?. Standard errors are clustered at the firm level and corrected for heteroskedasticity. Variables of interest are in bold,
and t-values are reported in parentheses. ** and *** indicate significance at the 5% and 1% levels, respectively.

Firm Firm Firm
OoLS Fixed Effects OLS Fixed Effects oLs Fixed Effects
1 2 3 4 5 6
In(CFV) 0.00 0.05"** 0.05*** 0.08*** 0.06™** 0.08***
(0.02) (4.43) (4.87) (8.46) (7.00) (8.76)
RDC 0.67*** 0.26"**
(13.21) (4.45)
RDC x In(CFV) 0.14*** 0.07***
(9.77) (4.67)
S_GROWTH 0.32"** 0.24***
(8.45) (7.80)
S_GROWTH x In(CFV) 0.03** 0.02**
(2.41) (2.34)
D_PATENT 0.26"** 0.18***
(4.49) (4.36)
D_PATENT x In(CFV) 0.02 0.04***
(1.31) (3.66)
In(ASSETS) 0.02*** —0.12%* 0.01*** —0.13*** 0.01*** —0.12%
(4.17) (—15.54) (3.30) (—16.19) (2.62) (—15.75)
In(AGE) —0.04*** —0.09*** —0.01 —0.12** —0.05*** —0.09***
(—3.93) (—3.04) (—1.46) (—4.27) (—4.50) (—3.05)
LEVERAGE —0.10*** —0.08*** —0.08*** —0.07** —0.10** —0.07***
(—3.75) (—3.18) (—3.22) (—3.13) (—3.73) (—-3.02)
TANGIBILITY 0.04 0.04 0.04 0.07 0.03 0.05
(1.22) (0.83) (1.11) (1.42) (0.79) (0.97)
ROA 0.16*** 0.41%** 0.11%** 0.41** 0.14*** 0.42***
(5.34) (15.69) (3.51) (16.17) (4.55) (16.19)
CASH 0.98*** 0.66"** 1.03*** 0.66"** 0.97*** 0.65**
(27.77) (18.13) (28.98) (18.16) (27.22) (17.96)
SALES_GROWTH 0.46"** 0.31*** 0.46** 0.32**
(24.33) (15.63) (24.60) (15.79)
RD_CAPITAL 0.01*** 0.01*** 0.01*** 0.01***
(6.77) (3.83) (6.04) (4.02)
CAPEX 0.17*** 0.13*** 0.13*** 0.10*** 0.13*** 0.11%**
(11.79) (8.68) (8.42) (6.53) (8.43) (7.47)
DIVIDEND 0.19*** 0.13*** 0.19*** 0.13*** 0.19*** 0.13***
(14.64) (10.55) (15.01) (10.60) (14.59) (10.57)
Firm fixed effects No Yes No Yes No Yes
Industry fixed effects Yes No Yes No Yes No
Year fixed effects Yes Yes Yes Yes Yes Yes
Obs. 74,087 74,087 74,087 74,087 74,087 74,087

R? 0.28 0.18 0.28 0.19 0.28 0.18
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in column 5, in which the interaction between the patent dummy and CFV is not
statistically significant at the conventional level (¢ =1.31).

3. Correlation of Cross-Segment Cash Flows and the CFV-Q Association

Our model shows that the internal correlation of cash flows across a firm’s
segments affects its CFV and the CFV-Q association. We do not have a direct
measure of internal cash-flow correlation across segments. As discussed earlier,
we use the number of business segments from Compustat as a proxy for cash-
flow correlation. Firms with fewer business segments likely have higher cash-
flow correlation across market segments, and single-business-segment firms likely
have even higher cash-flow correlation across market segments. Confirming this
expectation, in an untabulated test, we find that firm’s CFV is negatively correlated
with its number of business segments.

We then test Hypothesis 4 and report the results in Table 6. Because the
number of business segments for most firms does not vary much over time, we
expect the effect to be more visible across firms than within a firm. In columns 1-
3, we include the interaction term between In(CFV) and the number of business
segments reported in Compustat. As expected, the positive CFV-Q association
decreases as the number of segments increases, and the phenomenon is more sig-
nificant in the cross section (Fama—MacBeth (1973) regression) than within firm
(firm fixed effects regression). We then create a single-segment dummy that equals
1 for single-segment firms, and interact the dummy with In(CFV). Columns 4-6
show that the positive CFV-Q association is more pronounced for single-segment
firms, and again, empirically more visible in the cross section than within firm.
Overall, the results in Table 6 are consistent with Hypothesis 4.

D. Alternative Explanations of the Positive CFV-Q Association

There are several possible alternative explanations for the positive CFV-Q
association. First, in real-options models, future volatility raises the value of wait-
ing to invest when investments are irreversible (e.g., Dixit and Pindyck (1994)).
Thus, real-options models imply a positive association between performance
volatility and firm valuation. Second, for a levered firm, equity is equivalent to
a call option on the underlying assets. Merton (1974) shows that higher volatil-
ity in the value of firm assets increases the value of firm equity. This leverage
effect may also lead to a positive causal relation between performance volatility
and firm valuation. Third, Pastor and Veronesi (2003) argue that small and young
firms have higher valuation because of higher parameter uncertainty. As investors
learn about a firm over time, both uncertainty and firm valuation decrease, result-
ing in a positive association between the two. Below, we examine whether these
alternative mechanisms, rather than the mechanism in our theoretical model, drive
our empirical findings.

1. The Real-Options Effect

We first examine the real-options effect from two angles. First, a key under-
lying condition for real-options models is that investments are partially or fully ir-
reversible. If a firm can easily reverse its investments when future conditions turn
out to be unfavorable, the value of waiting to invest will be low. Therefore, if the
real-options effect drives our empirical findings, we should expect that the positive
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TABLE 6
Number of Business Segments and the CFV-Q Association

Table 6 reports results of Fama-MacBeth (1973), pooled ordinary least squares (OLS), and firm fixed effects regressions
where the dependent variable is In(Q). We study how correlations between cash flows across market segments affect
the CFV-Q association. We include an interaction term between cash-flow volatility (In(CFV)) and the proxy for cash-flow
correlation, N_SEG or SING_SEG. N_SEG is the number of business segments identified in Compustat segments files,
and SING_SEG is a dummy equal to 1 for single-segment firms. We expect the cash-flow correlation to be higher for firms
with fewer business segments. The coefficients of the interaction terms capture the difference in the CFV-Q association
between single-segment and multisegment firms. An intercept is included but not reported. R? for firm fixed effects is
the within R?; for OLS the adjusted R?; for Fama-MacBeth (1973) the average annual R?. Standard errors in firm fixed
effects and OLS regressions are clustered at the firm level and corrected for heteroskedasticity. Variables of interest are
in bold, and t-values are reported in parentheses. *, **, and *** indicate significance at the 10%, 5%, and 1% levels,
respectively.

Firm Firm
Fama-MacBeth OoLs Fixed Effects =~ Fama-MacBeth OoLs Fixed Effects
1 2 3 4 5 6
In(CFV) 0.05*** 0.09*** 0.11%** 0.00 0.05*** 0.07***
(5.43) (7.22) (8.55) (0.01) (3.93) (6.74)
N_SEG x In(CFV) —-0.02*** —0.01*** —-0.01**
(-5.72) (—3.20) (—2.39)
N_SEG —0.09"** —0.07*** —0.04***
(—7.60) (—4.71) (—2.89)
SING_SEG x In(CFV) 0.03*** 0.03** 0.02**
(4.39) (2.04) (2.13)
SING_SEG 0.19"** 0.17*** 0.12%**
(6.97) (3.46) (2.78)
IN(ASSETS) 0.01* 0.02*** —0.12%** 0.01 0.02*** —0.12%**
(2.06) (5.45) (—14.78) (1.72) (4.98) (—14.82)
IN(AGE) —0.03"** —0.03*** —0.09*** —0.03"** —0.03*** —0.09***
(—3.43) (—2.75) (—3.17) (—3.59) (—2.74) (—3.04)
LEVERAGE —0.12%** —0. 11 —0.07*** —0.12%** —0.11%* —0.07***
(—3.97) (—4.31) (—3.06) (—3.98) (—4.31) (—3.07)
TANGIBILITY —0.05** 0.03 0.05 —0.05** 0.04 0.05
(—2.11) (0.98) (0.94) (—2.09) (1.03) (0.96)
ROA 0.05 0.11%** 0.40*** 0.05 0.11%* 0.40***
(1.03) (3.46) (15.39) (1.09) (3.48) (15.42)
CASH 1,13 0.98*** 0.64*** 1,13 0.98*** 0.64***
(23.00) (26.72) (17.33) (22.77) (26.79) (17.31)
SALES_GROWTH 0.55"** 0.48*** 0.33*** 0.55"** 0.48*** 0.33***
(19.93) (24.71) (15.94) (20.06) (24.79) (15.98)
RD_CAPITAL 0.02*** 0.01*** 0.01*** 0.02"** 0.01*** 0.01***
(5.54) (6.09) (4.00) (5.53) (6.07) (3.98)
CAPEX 0.13"** 0.13*** 0.11%** 0.13"** 0.13*** 0.11%**
(9.67) (8.04) (7.34) (9.59) (8.08) (7.31)
DIVIDEND 0.19*** 0.19*** 0.13*** 0.19*** 0.19*** 0.13***
(17.23) (13.93) (10.45) (17.22) (13.84) (10.48)
Firm fixed effects No No Yes No No Yes
Industry fixed effects No Yes No No Yes No
Year fixed effects No Yes Yes No Yes Yes
Obs. 70,455 70,455 70,455 70,455 70,455 70,455
R? 0.23 0.27 0.18 0.23 0.27 0.18

CFV-Q association is concentrated among firms with more irreversible invest-
ments. Second, although investment irreversibility raises the value of waiting to
invest, product market competition erodes the option value of waiting. In a more
competitive market, the first-mover advantage becomes more important, and wait-
ing to invest becomes a less desirable option (e.g., Mauer and Ott (1995), (2000),
Back and Paulsen (2009), Morellec and Schiirhoff (2011), and Li and Mauer
(2016)). Therefore, if the real-options effect drives our empirical findings, the
positive CFV-Q relation should be more pronounced in less competitive indus-
tries, where waiting to invest is strategically more affordable. To test these ideas,
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we run the CFV-Q regression (model (13)) on subsamples formed on investment
irreversibility or product market competition.

Our first 2 irreversibility measures are based on the intuition in Dixit and
Pindyck (1994) and Shleifer and Vishny (1992) that a firm’s investment irre-
versibility is higher when the firm’s cash flows or returns correlate more closely
with its industry peers. Higher correlation makes it more difficult for the firm to
divest following a negative shock because its industry peers likely have experi-
enced the same negative shock and therefore are unwilling or unable to purchase
the firm’s assets and provide liquidity. To measure this correlation, we estimate
the following 2-factor model:

(16) Ry = Bo+Bi X Ry + By X Ripay + €5,

where R, is firm i’s stock return in month ¢, R,,,, is the CRSP value-weighted
market return, and R,,;, is the value-weighted return of firm i’s industry (exclud-
ing firm 7). A firm with a higher industry beta (8,) or a lower idiosyncratic vari-
ance ratio (6%(¢;)/o*(R;,)) should have higher correlation with its industry peers,
and thus higher irreversibility.® We classify industries by 3-digit SIC codes and
use rolling 60-month returns to estimate model (16). We obtain similar results
when alternatively classifying industries using 2-digit SIC codes or Fama and
French (1997) 48-industry definition, or when using returns of the full sample
period rather than rolling 60-month returns.

We identify four other proxies for investment irreversibility following the
empirical literature of real options (e.g., Panousi and Papanikolaou (2012),
Badertscher et al. (2013)). First, if a firm’s investment is from new capital goods
rather than used capital goods, irreversibility is higher. We obtain the industry ratio
of new capital goods to total capital goods from the Census survey data. Second, if
a firm’s capital depreciates quickly, investment irreversibility is higher. We mea-
sure the depreciation speed by the industry average depreciation rate. Third, if
a firm is unable to easily sell its capital, irreversibility is high. We compute the
industry average ratio of PPE sales to total PPE. Lower PPE sales ratio indicates
higher irreversibility. Fourth, an active merger and acquisition (M&A) market in-
dicates higher liquidity of capital assets and thus higher reversibility. We com-
pute the industry liquidity ratio as total M&A value to total book assets value
(Schlingemann, Stulz, and Walkling (2002)). Lower liquidity indicates higher ir-
reversibility. The Appendix provides details on these proxies. We use 3-digit SIC
codes to define industries. Alternative classifications using 2-digit SIC codes or
Fama and French (1997) 48 industries lead to similar findings.’

In Table 7, we split our sample into high- and low-irreversibility subsamples
by the median of each irreversibility measure and compare the CFV-Q relation

®We are very grateful to the referee for suggesting the test and these two measures of irreversibility.

"Except for the first measure that uses survey data from 1998, for the other three measures we
take the average of annual values between 1991 and 1999, and apply this average to the full sample
period as the measure of irreversibility. This approach has two benefits. First, taking the average over a
few years reduces the annual volatility in these measures and hence obtains a more normalized gauge
of irreversibility. Second, using the average over the first few years of the sample period maintains
some out-of-sample exogeneity of these measures with respect to the data after 1999. Panousi and
Papanikolaou (2012) use a similar approach when constructing some of their irreversibility measures.
When alternatively using the annual values or the full sample averages, we obtain similar results.
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TABLE 7
Robustness: Irreversibility and the CFV—Q Association

[
]
Table 7 reports results of firm fixed effects regressions where the dependent variable is In(Q). The regressions are to examine whether investment irreversibility affects the CFV-Q association. Irreversibility <
should increase the real-options value of waiting to invest. Thus, if the real-options effect is driving the positive CFV-Q association, the positive CFV-Q association should be concentrated among firms S
with high irreversibility. The sample is split by the median value of the 6 irreversibility measures. The column headings indicate the measure used and whether the subsample of firms are of low or high =
irreversibility. An intercept is included but not reported. R? is the within /2. Variables of interest are in bold, and t-values are reported in parentheses. *, **, and *** indicate significance at the 10%, 5%, and o,
1% levels, respectively. n
| ibil 5
rreversibility D
IND_BETA IDIO_VAR_RATIO NEW_CAP_RATIO DEPRI_RATIO PPE_SALE LIQUIDITY g
Low High Low High Low High Low High Low High Low High o
1 2 3 4 5 6 7 8 9 10 11 12 %
In(CFV) 0.08*** 0.08*** 0.10*** 0.06*** 0.08*** 0.09*** 0.05*** 0.11** 0.09** 0.07** 0.11** 0.06"** Q
(5.41) (5.67) (5.56) (5.22) (6.71) (7.12) (5.13) (7.80) (7.73) (5.83) (8.20) (5.62) ()
c
IN(ASSETS) —0.13*** —0.12** —0.12"** —0.13*** —0.10"* —0.15"** —0.11** —0.13"** —0.10** —0.15"** —0.12*** —0.12*** Q
(—8.40) (-9.10) (=7.77) (—10.50) (—8.98) (—13.20) (—9.52) (—12.19) (—9.86) (—12.36) (—11.41) (—10.02) =}
In(AGE) 0.01 —0.17** —0.09 —0.05 —0.09** —0.08" —0.01 —0.14*** —0.12"** —0.04 —0.13"* —0.05 E"
(0.25) (-3.22) (—1.43) (—1.08) (—2.35) (—1.90) (—0.29) (—2.86) (—3.08) (—0.97) (—3.07) (-1.27) g
LEVERAGE —0.13"* —0.08* —0.05 —0.26"** —0.10** —0.05" —0.11*** —0.04 —0.06* —0.10"** —0.04 —0.13*** 0]
(—2.85) (=1.79) (=1.15) (—5.90) (—2.46) (=1.78) (—2.65) (=1.43) (—1.89) (~2.78) (—1.43) (—2.85) >
TANGIBILITY —0.02 0.10 —0.09 0.18* 0.11 —0.04 0.09 —0.02 0.08 0.06 0.08 0.02 S
(-0.28) (1.18) (=1.07) (2.19) (1.60) (-0.62) (1.40) (-0.27) (0.43) (0.79) (1.15) (0.28) =
ROA 0.38"** 0.47** 0.27** 0.69*** 0.55*** 0.34*** 0.69*** 0.32* 0.32** 0.52*** 0.31%* 0.63*** 28
(7.32) (11.15) (6.56) (13.26) (12.48) (10.87) (13.25) (10.97) (8.80) (14.29) (10.16) (12.56) »
CASH 0.55"** 0.68"** 0.53*** 0.76*** 0.59*** 0.68*** 0.69*** 0.59"** 0.62** 0.68*** 0.60*** 0.71**
(9.22) (11.23) (8.64) (12.43) (10.80) (13.97) (11.12) (13.38) (12.75) (12.24) (13.22) (12.12)
SALES_GROWTH 0.39*** 0.36"** 0.29"** 0.48** 0.29*** 0.33*** 0.31*** 0.30"** 0.27** 0.42%** 0.28*** 0.35"**
(9.10) (9.70) (7.88) (12.25) (9.79) (12.17) (9.55) (11.79) (10.12) (12.95) (11.40) (10.19)
RD_CAPITAL 0.01* 0.01** 0.00 0.01*** 0.01** 0.01*** 0.02* 0.01*** 0.01** 0.01*** 0.01*** 0.01
(1.69) (2.44) (1.24) (2.82) (2.31) (2.94) (1.77) (3.07) (2.79) (2.65) (3.46) (0.97)
CAPEX 0.15%* 0.10"** 0.13*** 0.11%* 0.12%* 0.11% 0.12** 0.10"** 0.10*** 0.14*= 0.10% 0.14***
(3.77) (4.33) (4.64) (3.56) (5.56) (5.69) (6.00) (4.85) (6.11) (4.34) (6.06) (4.68)
DIVIDEND 0.15%** 0.09*** 0.17*** 0.06*** 0.13** 0.12%** 0. 11 0.13** 0.14**= 0.11% 0.15%* 0. 11
(7.77) (4.48) (8.24) (3.07) (8.01) (6.56) (7.60) (6.59) (8.55) (6.72) (7.61) (6.92)
Firm fixed effects Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes
Obs. 21,784 21,774 21,774 21,784 37,553 36,281 38,350 36,273 39,180 35,443 37,701 36,922
R? 0.19 0.19 0.15 0.27 0.18 0.19 0.20 0.19 0.16 0.21 0.17 0.21
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across the subsamples. The column headings indicate the measure used and the
degree of irreversibility. All odd-numbered regressions use observations with low
irreversibility, and all even-numbered regressions use those with high irreversibil-
ity. The CFV-Q relation is similar between firms with high or low industry beta.
Out of the other 5 irreversibility measures, 3 measures actually show a larger CFV
coefficient for low-irreversibility firms (see columns 3, 9, and 11), the opposite of
what the real-options effect predicts.®

We use 2 measures of product market competition: the HHI and product mar-
ket fluidity constructed by Hoberg et al. (2014).° Lower HHI indicates more in-
tense competition. Fluidity is defined as the dot product between the words used
in a firm’s business description from 10-K filings and the change in the words
used by its rivals. When rivals change their business descriptions to be more sim-
ilar to the firm’s, overlap in word usage increases and fluidity increases. Thus,
higher fluidity reflects more intense product market threats from rivals. Fluidity
is available from 1997 to 2011. In Table 8, we split the sample by HHI or flu-
idity median. Firms with high HHI or low fluidity (columns 1 and 3) face less
intense competition and, under the real-options explanation, should have a more
pronounced CFV-Q relation. Rather, results suggest that the CFV-Q relation is
similar between firms facing high competition and firms facing low competition.

To summarize, the positive CFV-Q association is not concentrated among
firms with high investment irreversibility or facing low competitive threats, and
therefore is unlikely to be driven by the real-options effect.

2. The Leverage Effect

We examine the leverage effect in Merton’s (1974) option-pricing theory by
splitting our sample into firms with zero debt versus firms with high financial
leverage, defined as those in the top third of total financial leverage in a given
year. Note that the leverage effect exists only if the firm is levered. We run model
(13) using subsamples with zero or high leverage and report the results in columns
1 and 2 of Table 9. The positive CFV-Q association obtains in both zero-leverage
and high-leverage subsamples, suggesting that our findings are not driven by the
leverage effect.

3. The Uncertainty-and-Learning Effect

To examine the uncertainty-and-learning effect of Pastor and Veronesi
(2003), we split our sample into high- and low-uncertainty subsamples. The
uncertainty-and-learning effect implies that the positive CFV-Q association is
more pronounced for high-uncertainty firms. A widely used measure of un-
certainty is analyst forecast dispersion (e.g., Imhoff and Lobo (1992), Johnson

8In columns 5-12 of Table 7, the numbers of observations in each pair of split samples are not
exactly balanced because these measures are at the industry level. Split samples using firm-level mea-
sures are more balanced, for example, in columns 1-4. Columns 1-4 have fewer observations because
we use rolling 60-month returns to calculate the 2 measures, which means we have to discard up to 5
annual observations for each firm.

For the tabulated results, HHI is calculated at the 3-digit SIC level, and the results are robust
to denning industries with 2-digit SIC codes or Fama—French (1997) 48 industries. We would like
to thank Jerry Hoberg and Gordon Phillips for generously sharing the fluidity data on their Web site
(http://hobergphillips.usc.edu).
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TABLE 8
Robustness: Product Market Competition and the CFV-Q Association

Table 8 reports results of firm fixed effects regressions where the dependent variable is In(Q). The regressions are to
examine whether product market competition affects the CFV-Q association. More intense competition should reduce
the real-options value of waiting to invest. Thus, if the real-options effect is driving the positive CFV-Q association, the
positive CFV-Q association should be concentrated among firms with less intense competition. The samples are split
by the median value of the Herfindahl-Hirschman Index (HHI) or product market fluidity. Lower HHI or higher fluidity
indicates more intense competition. The column headings indicate the measure used and whether the subsample of
firms face low or high competition intensity. An intercept is included but not reported. R? is the within R?. Variables of
interest are in bold, and t-values are reported in parentheses. *, **, and *** indicate significance at the 10%, 5%, and 1%
levels, respectively.

Competition
HHI Fluidity
Low High Low High
1 2 3 4
In(CFV) 0.08*** 0.09*** 0.10*** 0.10***
(6.47) (7.14) (6.09) (6.18)
In(ASSETS) —0.11* —0.13** —0.12+** —0.16**
(—9.32) (—12.45) (—7.30) (=12.01)
In(AGE) —0.09** —0.09** 0.10** —0.05
(—2.34) (—1.97) (1.99) (—0.78)
LEVERAGE —0.10** —0.03 —0.11* —0.02
(—2.54) (—0.88) (—1.86) (—0.55)
TANGIBILITY 0.02 0.04 0.08 0.05
(0.25) (0.66) (0.95) (0.55)
ROA 0.51*** 0.37*** 0.70%** 0.28"*
(10.02) (12.82) (11.25) (8.80)
CASH 0.61*** 0.64*** 0.63** 0.59***
(9.85) (14.74) (9.50) (11.26)
SALES_GROWTH 0.32*** 0.30*** 0.47*** 0.24***
(9.15) (12.22) (8.91) (8.80)
RD_CAPITAL 0.00 0.01*** 0.00 0.01***
(0.40) (3.43) (0.26) (2.67)
CAPEX 0.15*** 0.10*** 0.16™** 0.09"**
(4.37) (6.31) (2.90) (4.53)
DIVIDEND 0.11%* 0.14*** 0.13*** 0.07***
(7.39) (7.30) (7.30) (3.00)
Firm fixed effects Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes
Obs. 37,116 37,137 23,158 23,158
R? 0.18 0.19 0.25 0.20

(2004), and Zhang (2006)). We measure dispersion as the standard deviation of
analyst forecasts for next year’s earnings and then scaled by stock price. Higher
dispersion should indicate higher uncertainty about firm future profitability. We
split the sample each year by the dispersion median and run regressions on
the subsamples in columns 3 and 4. The positive CFV-Q association obtains in
both low- and high-dispersion subsamples, and the association is actually slightly
larger in the low-dispersion subsample, the opposite of what the learning explana-
tion predicts. In untabulated tests, we alternatively scale the dispersion by mean
or median analyst forecast. The results are similar.

CFV does not necessarily mean cash-flow uncertainty, but to the extent that
CFV is positively correlated with uncertainty, we should expect that under the
uncertainty-and-learning explanation, the positive CFV-Q association is more
pronounced for high-CFV firms.!® We split the sample firms each year by the CFV

1%Previous studies also use CFV as a measure of uncertainty (e.g., Zhang (2006)).
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TABLE 9
Robustness: Leverage/Uncertainty and the CFV-Q Association

Table 9 reports results of firm fixed effects regressions where the dependent variable is In(Q). The regressions are to
examine alternative explanations for the CFV-Q association. The regressions differ in the samples used, indicated by
column headings. First, if the positive CFV-Q association is driven by the leverage effect in the option-pricing mechanism
(Merton (1974)), the positive CFV-Q association should exist only if the firm is levered. To examine this effect, model 1
runs on zero-debt firms and 2 on high-leverage firms (the highest one-third leverage). Second, if the positive CFV—
Q association is driven by the uncertainty-and-learning mechanism (Pastor and Veronesi (2003)), the positive CFV-Q
association should be much more pronounced for firms with high uncertainty. Models 3-6 examine the uncertainty-and-
learning effect. LOW_DISP (HIGH_DISP) firms are those with below-median (above-median) analyst forecast dispersion.
LOW_CFV (HIGH_CFV) firms are those with below-median (above-median) CFV. Anintercept is included but not reported.
R? is the within R?. Standard errors are clustered at the firm level and corrected for heteroskedasticity. Variables of interest
are in bold, and t-values are reported in parentheses. *, **, and *** indicate significance at the 10%, 5%, and 1% levels,
respectively.

Leverage Effect Uncertainty-and-Learning Effect

Zero Debt High Debt LOW_DISP HIGH_DISP LOW_CFV HIGH_CFV

1 2 3 4 5 6
In(CFV) 0.05** 0.05*** 0.07*** 0.06*** 0.09*** 0.10***
(2.18) (4.21) (5.74) (5.53) (7.14) (6.38)
IN(ASSETS) —0.12*** —0.16™* —0.16"* —0.16"* —0.10** —0.13"**
(—4.69) (—11.24) (—14.57) (—=13.71) (-9.19) (—11.49)
IN(AGE) —0.36"** 0.01 0.08** —0.05 0.07** —0.23"**
(—3.57) (0.12) (2.09) (—1.40) (2.04) (—4.85)
LEVERAGE 0.35"* 0.03 —0.20*** —0.00 —0.29** —0.00
(2.51) (1.02) (—4.43) (-0.10) (~7.56) (-0.11)
TANGIBILITY —0.08 0.13* 0.14* 0.07 0.15** 0.00
(—0.46) (1.87) (1.95) (1.19) (2.41) (0.05)
ROA 0.49*** 0.27*** 1.81% 0.40*** 0.93*** 0.30"**
(9.44) (6.93) (15.46) (10.87) (17.08) (10.55)
CASH 0.42*** 0.49"** 0.60"** 0.59"** 0.63*** 0.67"**
(5.79) (6.02) (11.72) (11.39) (12.61) (14.62)
SALES_GROWTH 0.40*** 0.20"** 0.47*** 0.20*** 0.37*** 0.28***
(7.92) (6.16) (12.48) (7.35) (11.74) (11.30)
RD_CAPITAL 0.01*** 0.00 0.02* 0.00 0.00 0.01***
(4.16) (1.06) (1.94) (1.56) (0.15) (3.42)
CAPEX 0.06** 0.11%** 0.15"** 0.06*** 0.13*** 0.10"**
(2.24) (4.65) (3.40) (3.42) (5.54) (5.26)
DIVIDEND 0.14*** 0.12%** 0.04** 0.09*** 0.08*** 0.15***
(8.77) (6.64) (2.14) (6.02) (5.73) (8.32)
Firm fixed effects Yes Yes Yes Yes Yes Yes
Year fixed effects Yes Yes Yes Yes Yes Yes
Obs. 10,564 24,727 22,446 22,420 37,319 37,304
R? 0.24 0.14 0.33 0.23 0.23 0.17

median and show the regression results of low- and high-CFV firms in columns 5
and 6. The positive CFV-Q association obtains in both low- and high-CFV firms
with similar magnitude. Overall, these results suggest that our main findings can-
not be explained by uncertainty and learning.

E. Do Investors Value Smooth Performance?

Froot et al. (1993) show that if volatile cash flows hinder a firm’s ability to
readily capture positive NPV projects, firm valuation will be diminished. Thus,
corporate risk management can enhance firm valuation by reducing CFV. Consis-
tent with this view, Rountree et al. (2008) provide empirical evidence of a negative
CFV-Q association. They measure CFV as the standard deviation of cash flow per
share, without standardizing per share size across firms. Thus, in the regression of
Q on CFV, although Q is a ratio and can be compared across firms, their measure
of CFV is largely a function of a firm’s per share size. For example, Berkshire
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Hathaway has the largest per share cash-flow standard deviation in our sample
mainly because Berkshire Hathaway has by far the largest per share size, but it
does not mean that Berkshire Hathaway has the highest CFV. Including total firm
size as a control variable in the regression does not correct the problem because
even for firms similar in total size, their per share sizes can differ dramatically.

In untabulated tests, we are able to closely replicate the main results of
Rountree et al. (2008). For example, in their baseline regression (their re-
gression 3 in Table 4), the coefficient estimate on per share CFV is —0.150
(p-value < 0.001), and the adjusted R? is 0.270. Our replication produces a coeffi-
cient estimate of —0.144 (p-value < 0.001) and an adjusted R? of 0.267. However,
once we replace per share CFV with the volatility of cash-flow-to-assets ratio, the
coefficient estimate becomes positive and highly significant (p-value < 0.001).

Furthermore, in Froot et al. (1993), if external financing is constrained,
volatile cash flows are undesirable and risk management that reduces CFV can
be value enhancing. This implies that the CFV-Q relation should be less positive
or even negative when financial constraints are more binding. However, as shown
in Table 4, the CFV-Q association is stronger for small and young firms. Because
small and young firms are widely viewed as more financially constrained (see,
e.g., Hadlock and Pierce (2010)), our results indicate that even if risk manage-
ment that reduces CFV could enhance firm valuation as in Froot et al. (1993),
the effect does not outweigh the positive CFV-Q association documented in our
model.

F. Additional Robustness Checks
1. Two-Way Clustering

In all the reported regression tests, we correct regression standard errors for
firm-level clustering because there is likely nontrivial autocorrelation at the firm
level. Because our interpretation relies on firm fixed effects specifications and in-
cludes year dummies in all regressions, correlation across firms in each year is
unlikely to significantly bias our statistical significance.!' Nevertheless, we re-
run all tests and adjust the standard errors for both firm and year clustering. The
t-statistics are somewhat reduced for the OLS regressions, but most of them re-
main above the conventional threshold to conclude statistical significance. The
t-statistics actually increase for most firm fixed effects regressions. In sum, addi-
tional clustering by year does not change the interpretation of results.

2. Cross-Sectional Tests

Although our theoretical model is set up with a within-firm or time-series
structure, the model’s predictions are also generalizable to the cross section. To
the extent that a cross-sectional empirical test adequately controls for firm het-
erogeneity, our empirical results from firm fixed effects specifications should also

"Petersen (2009) suggests, “One way empirical finance researchers can address two sources of
correlation is to parametrically estimate one of the dimensions (e.g., by including dummy variables).
Since many panel data sets have more firms than years, a common approach is to include dummy
variables for each time period (to absorb the time effect) and then cluster by firm” (p. 475). To imple-
ment this suggestion, in both OLS and firm fixed effects specifications, we include year dummies and
cluster by firm.
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obtain in the cross section. We so far have reported OLS specifications that use
both within-firm and cross-firm variations when estimating the coefficients. For
all the tabulated tests, we also run the Fama—MacBeth (1973) specification that
derives its estimates solely from cross-sectional variations. We find mostly con-
sistent results with those tabulated. Some coefficients are larger than firm fixed
effects estimates; some are smaller. But the interpretations of the findings do not
change.

3. Controlling for Autocorrelation

Our CFV measure is computed using rolling 5-year quarterly data. We have
adjusted the standard errors to correct potential bias that overlapping data may
have caused on our statistical significance. To examine whether our coefficient
estimates are biased by overlapping data, we rerun all regressions with only the 5
years of data that are not overlapping: 1991, 1996, 2001, 2006, and 2011. Even
with substantially fewer data points, we obtain mostly consistent results. For ex-
ample, for our baseline regression of In(Q) on In(CFV) in column 4 of Table 4,
the coefficient estimate on In(CFV) is 0.09 (z-statistic = 7.18), compared to the
tabulated coefficient of 0.08 (¢-statistic = 9.90). A few regressions lose signif-
icance, mostly firm fixed effects regressions with interaction terms. We suspect
that the smaller number of years renders firm fixed effects a low-power specifi-
cation. In sum, our main findings are not significantly biased by the overlapping
construction in our CFV measure.

4. Alternative Definition of Firm Age

In reported regressions, we use In(AGE). We alternatively follow Pastor and
Veronesi (2003) and transform firm age as AGE2 = —1/(1 4+ AGE). The transfor-
mation is to capture the nonlinear relation between firm age and CFV or Q. For
example, CFV and Q drop faster in a firm’s early years, which we call “growth
periods,” and slower as the firm matures. The natural logarithm value of firm
age also captures this nonlinear relation. The correlation between In(AGE) and
AGE?2 in our sample is 0.97. We obtain similar results when we use AGE2 in the
regressions.

V. Conclusion

Younger and smaller firms have higher performance volatility and higher,
rather than lower, firm valuation. We provide a rational explanation to this seem-
ingly puzzling empirical regularity. We show through a theoretical model that as
a firm grows older and larger, both its CFV and Q decrease. The simultaneous
drop in CFV and Q leads to a positive association between CFV and Q. We em-
pirically document the positive association within firm and across firms. Also as
predicted by the model, we document that the positive association between CFV
and Q is more pronounced for firms that are young (small), have larger growth
opportunities, and have higher cash-flow correlation across segments. We show
that our explanation of the positive CFV-Q association is different from the ex-
planations offered in real-options models (e.g., McDonald and Siegel (1986)),
option-valuation models (e.g., Merton (1974)), or uncertainty-and-learning mod-
els (Pastor and Veronesi (2003)). Compared to extant studies, our theoretical
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framework is able to explain the positive CFV-Q association for a larger set of
firms. Although we use Q as the valuation measure in our analysis, it is straight-
forward to generalize our model implications to other popular valuation metrics,
such as the price-to-earnings ratio.

Appendix. Variable Definitions
1. Variables of Main Interest

Q The market value of assets to book value of assets, and Q = (prcc-f x csho+dltt)/at.

CFV The standard deviation of quarterly cash flow over book assets (= oancfy/atq) for the
last 20 quarters, requiring > 8 quarters of data. oancfy is reported as year-to-date
value in Compustat. We adjust it to quarterly value before scaling by arg.

2. Explanatory Variables

ASSETS Total assets, at, measured in millions of CPI-adjusted 2004 U.S. dollars. In our
regressions, we mostly use the natural logarithm value, In(ASSETS).

AGE The number of years a firm has appeared in Compustat. In our regressions, we mostly
use the natural logarithm value, In(AGE).

ROA Income before extraordinary items/total assets (e.g., ib/at).

LEVERAGE Total liabilities/total assets (e.g., 1 — (ceq/at)).

TANGIBILITY Property, plant, and equipment (PP&E)/total assets (e.g., ppent/at).
CASH The level of cash holdings divided by total assets (e.g., che/at).

SALES_GROWTH Compound annual growth rate of annual sales (sale) over the past 5
years.

RD_CAPITAL Research and development (R&D) capital (Chan, Lakonishok, and
Sougiannis (2001)), defined as the sum of R&D-to-sales ratios (xrd/sale) in the
past 5 years, using a 20% depreciation rate.

CAPEX Capital expenditures divided by sales (e.g., capx/sale).

DIVIDEND Dummy variable that equals 1 for firms that pay dividends (e.g., dvc > 0).

N_SEG Number of business segments in the Compustat Segment files.

SING_SEG Dummy variable that equals 1 for firms with a single business segment.

DISP The standard deviation of analyst forecasts for next year’s earnings per share scaled
by the stock price.

3. Indicators of Growth Opportunities

S_GROWTH Dummy variable that equals 1 for firms with above-median sales growth.

D_PATENT Dummy variable that equals 1 for firms with positive number of patents.

RDC Dummy variable that equals 1 for firms with above-median R&D capital.

4. Proxies for Product Market Competition

HHI The Herfindahl-Hirschman Index, measuring industry concentration of sales.

FLUIDITY The product market fluidity measure by Hoberg, Phillips, and Prabhala
(2014). Based on textual analysis of a firm’s 10-K filings, fluidity is the dot product
between the words used in a firm’s business description and the change in the words
used by its rivals.
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5. Proxies for Investment Irreversibility
IND_BETA Firm industry stock beta (8, in model (16)).

IDIO_VAR_RATIO The ratio of firm idiosyncratic stock return variance to total variance
(o%(e,)/0*(R,), based on the estimation in model (16).

NEW_CAP_RATIO The industry ratio of new capital goods to total capital goods from the
1998 Census survey data.

DEPRI_RATIO The industry average depreciation rate (e.g., dp/ppent).
PPE_SALE The industry average ratio of PP&E sales to total PP&E (e.g., sppe/ppent).

LIQUIDITY The industry liquidity ratio computed as industry total mergers and acquisi-
tions (M&A) value to total book assets value (Schlingemann, Stulz, and Walkling
(2002)).
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