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O R T H O G O N A L COMPLETIONS OF R E D U C E D RINGS 
WITH RESPECT T O ABIAN O R D E R 

BY 

R. K. R A I 

ABSTRACT. In this paper, it is proved that a reduced ring R has 
an orthogonal completion if and only if for every idempotent e e R, 
eR has an orthogonal completion. Every orthogonal subset X of R 
has a supremum in Q max(R), the maximal two sided ring of 
quotients of R, and the orthogonal completion of a reduced ring R, 
if it exists, is isomorphic to a unique subring of Q max(R). Hence 
the orthogonal completion of a reduced ring R, if it exists, is unique 
upto isomorphism. A reduced ring R has an orthogonal completion 
if and only if the collection of those elements of Q max(R) which 
are supremums of orthogonal subsets of R form a subring of 
Q max(R). Furthermore, every projectable ring R has an or­
thogonal completion R, which is a Baer ring. It is also proved that 
R = Q&(R) for projectable rings R, where & is the idempotent filter 
of those dense right ideals of R which contain a maximal orthogonal 
subset of idempotents of R. 

Abian [4] showed that the relation " < " on JR, defined by writing a<b if 
ab = a2, is a partial order on a reduced ring R and it makes JR a partially 
ordered multiplicative semigroup. Reduced rings, under this relation " < " were 
studied by Abian [2], [3] and Chacron [8] to characterise the direct product of 
integral domains, division rings and fields. This involved the concept of 
supremums of orthogonal subsets and orthogonal completions of reduced rings 
JR. Concepts of orthogonal completions and orthogonal completeness on their 
own merit were studied by Burgess, Raphael and Stephenson ([6], [7], [15]). In 
their study, they were mainly concerned with characterising reduced rings 
which are either orthogonally complete or have an orthogonal completion. This 
paper may be considered as a continuation of their work. 

In what follows, all rings referred to will have 1, the identity element. A ring 
R is called a reduced ring if R has no nonzero nilpotent element. Such rings 
were studied by Abian [1], Andrunakievic and Rjabuhin [5] and some of their 
findings are quoted here for convenience. All idempotents of JR are central and 
for any subset X of JR, right and left annihilators of X in R coincide. 
Furthermore, R has a collection II of minimal completely prime ideals P (for 
every a, beR, abeP implies a e P or b e P) of R such that (1{P : P e II} = {0}. 
Thus every reduced ring is a subdirect product of rings without zero divisors. 
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For X ç R , we define the support of X in n (suppn X for short) by suppn X = 
{PeH:X£P}. It is obvious from this definition suppn(ab) = 
suppn(a) nsuppn(b) and ab = 0 if and only if suppn(a) nsuppn(b) = 0 . In what 
follows, 1? will always denote a reduced ring. 

A subset X of R is called an orthogonal subset of R if for every x, y e X, x:^ y 
implies xy = 0. 

Let X ç R be an orthogonal set. An element a e R is called an upper bound 
of X in JR if x<a for every x e X . An upper bound a of X in R is called a 
supremum of X in K if for every upper bound b of X in K, a < b. It is obvious 
from this definition that a supremum of an orthogonal subset of R, if it exists, is 
unique. We shall denote the supremum of an orthogonal subset X in R by 
supR X The following proposition which is quoted here for convenience, 
provides another way of looking at this concept. 

PROPOSITION 1. Let X be an orthogonal subset of R. An element aeR is the 
supremum of X if and only if a is an upper bound of X with respect to " < " and 
a n n R X ç a n n R ( a ) . (in fact we have annR X = annR (a)). 

Proof. For a proof Raphael and Stephenson [15]. 

It can be easily verified that the supremum of any orthogonal subset of 
idempotents of R, if it exists, is an idempotent of R and vice-versa. We shall 
make use of the following lemma at a later stage. 

LEMMA 2. Let X = {xt:iel}, y = {y7-:/eJ} be two orthogonal subsets of R 
such that s u p R X = x and supR Y = y . Let Z = {xiyi : i el, je J}. Then Z is an 
orthogonal subset of R and supR Z = xy. 

Proof. It is obvious that Z is an orthogonal subset of JR. Since xt < x and 
yy<y, xtyj<xy for every iel and je J. Hence xy is an upper bound of Z. 
Further, if rx^ = 0 for every i e I and / e J, then by the proposition above, 
rXjGannR Yçann R (y ) . Hence rx^y^O for every iel. Since R is reduced, this 
implies that ry e annR X ç annR(x). Therefore, (ry)x = 0 = r(xy). Thus 
annR Zçann R (xy ) . Hence by the proposition above, xy = s u p R Z and this 
completes the proof. 

COROLLARY 3 (Abian [4]). Let X^R be an orthogonal subset of R and aeR 
be the supremum of X. Then for every reR, supR rX = ra where rX = {rx:xeX}. 

Proof. It follows immediately from the lemma above. 

A reduced ring JR is said to be orthogonally complete if every orthogonal 
subset of R has a supremum in JR. For reduced rings JR, JR such that R ç JR, we 
say that JR is an orthogonal extension of R if every element of R is the 
supremum of an orthogonal subset of R with respect to the order relation " < " 
on R. An orthogonal extension ,R is said to be an orthogonal completion of JR if 
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jR is orthogonally complete. The following proposition is a generalisation of a 
result proved by Burgess and Raphael [6] for the class of reduced rings in 
which aRHbR = {0} implies ab = 0. 

PROPOSITION 4. Let JR, S, T be reduced rings such that S is an orthogonal 
extension of R and T is an orthogonal extension of S. Then T is an orthogonal 
extension of R. 

Proof. Let t e T. Then since T is an orthogonal extension of S, there exists 
an orthogonal subset X ç S such that f = sup T X Now for each xeX, there 
exists an orthogonal subset YX^R such that x = supR Yx. Now consider 
Z= U{YX :xeX}. Let a, beZ, a # b. If there exists an x e X s u c h that a,beYx 

then ab = 0. Hence assume aeYx,beYx, and x^x'. Then a<x,b<x' and 
hence a b < x x ' = 0. Hence Z is an orthogonal subset of R. 

Now, if a 6 Z = U{Yx : x6X} , then for some xeX, aeYx and consequently 
a < x < f . Hence t is an upper bound of Z Further, if y e a n n T Z then 
yGann T X and hence yeannT(f). It now follows from proposition 1 that 
r = sup T Z and this completes the proof. 

LEMMA 5. Let R be a reduced ring and U = {Pi:ieI} a collection of minimal 
completely prime ideals of R such that n{Pt :iel} = {0}. Let {a, : / e J}, {b, : / e J} 
be orthogonal subsets of R such that supR{a; : / G J}= a and supR{bj:jeJ}=b. 
Suppose there is a disjoint collection {Uj.j e J} of subsets of U such that 
suppn(ay) £ ny, suppn(fy) £ FI, for every j G J. Then supR{(a; + bt) :jeJ}=a + b. 

Proof. Clearly {(ai + bj):jeJ} is an orthogonal subset of JR. Since 
suppn(a /)çII J , suppri(by)^ny for every je J, if j^j' then suppn(aybr) = 
suppn(a J)nsuppn(b J)^II J 011^= 0 . Hence ajbr = 0 for jV;". Thus, for every 

Joe J, 

%b = % S U PR bs = supR akbi = a;o6io. 
J y 

Similarly, b/oa = bjoajo for every / 0 G J . Hence 

(ay 4- b;)(a + b) = tf + tf + cijb + fya 

= a2; + b* + afa + tya, 

= (ai + bj)
2 

and therefore a, + "b7- ^ a + b for every / G J. Thus, a + b is an upper bound of 
the orthogonal subset {ai + b i : / e J } of R. 

Further, if x e annR{a, 4- b, :jeJ} then x{ai 4 by) = 0 and hence xai = —xbj for 
all je J, Therefore, 

xa = x supR a} = supR xa, = supR(-x)b ; = -x supR fy = - x b ; 
j i i j 
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that is, x(a + b) = 0. Thus ann^a , 4-fy : / G J}çann R ( a + b) and hence by pro­
position 1., we have supR{a, + bi:jeJ}= a + b, as was to be proved. 

COROLLARY 6. Let {a; :jeJ},{bj : / G J} be two orthogonal subsets of R such 
that supR cij = a and supR b] = b. Suppose there exists an orthogonal subset 

i i 

{XJ :jeJ} such that a; = xyry and bj = xfi for every / G J, where r;, s; G R. Then 
supR{(a7- 4- bj) :j eJ}= a + b. 

Proof. {{aj + bj):jeJ} is obviously an orthogonal subset of JR. Let II be a 
collection of minimal completely prime ideals of R such that flpeii P = {fy- Let 
IIj; = {P e II : Xj é P) for every / e J. Then II,- = suppn(Xj) and since {x,- : / e J} is an 
orthogonal subset of R, II; DI l r = 0 for jV /'. Since a7 = xfo bj = xy-Sj for every 
/ E J, suppnCa^çIIy and suppnO^çIL,, Hence by lemma 5., supR(a7 + fy) = 

a f 6. This proves the corollary. 

Lemma 5 and its corollary 6 give us a sufficient condition under which the 
supremum of the "sum" of two orthogonal subsets of R is the sum of their 
supremums. We use these two results to prove the following important result. 

PROPOSITION 7. Let R be a reduced ring. Then R has an orthogonal completion 
R if and only if for every nonzero idempotent e of R, eR has an orthogonal 
completion. In this case, eR is an orthogonal completion of eR. Further, whenever 
these completions exist, R=Y\ eiA where {et :iel} is any maximal orthogonal 

i 

subset of idempotents of JR. 

Proof. Suppose JR has an orthogonal completion JR and e is an idempotent 
of R. Let {er7 : / e J} be an orthogonal subset of eR. Then {ery :jeJ} is an 
orthogonal, subset of JR and hence there exists an reR such that 
supR{er; : / e J} = r. Since 

er= e - supR{er; :jeJ} = supR{e2ry : / G J} 

= supû{erj:jeJ}=r, 

r G eR. Hence every orthogonal subset of eR has a supremum in eR. But, since 
every element of eR is the supremum of an orthogonal subset of eJR, we see 
that eR is an orthogonal completion of eR. 

The converse is trivial since 1 G JR. 
Now consider the diagram: 

R * > e.R 
t * 

f j /n 

S 
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where pt : R —» etR is given by pt(r) = ej, S is any other ring and £ : S —» ĴR are 
homomorphisms for all i e l Define / : S - » J R by / ( S ) = SUPR/J(S). Since for 

i 

every element 5 of S and for every iel, eifi(s) = fi(s), we have, 

f(s + t) = supû{fi(s + t):iel} 

= supR{/i(s) + / i ( r ) : ieJ} 

= supa{ei/i(s) + e i / i(f):ieJl 

= supR{/ i(s):içJ} 

+ supa{/i(f) : i e 1} (by coro. 6.) 

= f(s) + f(t). 
Also, 

/(sr) = sup^/Ksf) :iel} = sup A{fAs) ft(t) :iel} 
= f(s)f(t) (by lemma 2.) 

Thus / : s —> R is a ring homomorphism. Further, since for every seS, 

Pi(f(s)) = Pi(supa{/;.(s) : j G I}) = ^(sup^j^s) : j e I}) 

= supafe/^s) : / G !} = e4/i(s) - /f(s), 

the above diagram commutes. 
Now, since {ef : i e 1} is a maximal orthogonal subset of idempotents of JR, 

sup£ e{ - 1. For, let supR ê  = e. Then e e i ? and e2 = e. Consider now 1 — eeR. 
i i 

It is an idempotent of R, the orthogonal completion of JR. Hence, there exists 
an orthogonal subset {/) :jeJ} of idempotents of JR such that \ — e-
SUPR{/J :jeJ}. If l - c ^ 0 then / J o ^0 for some / o ^ and hence 

eifjo<ei(l-e) = ei-e
2
i = 0. 

Thus, {̂  : ÎGJ}U{/ J O } is an orthogonal subset of idempotents of JR properly 
containing {et : i G I}. But this contradicts the maximality of the orthogonal set 
{et:ie 1} and hence we have sup^ e-x — \. 

i 

We use this fact to prove that the map / : S —» R which makes the above 
diagram commute is unique. Let f':s-*R be another map which makes the 
above diagram commute. Then for every seS and iel, 

P,(/(s)-/'(s)) = c i(/(s)-/ /(s)) = 0. 

Hence 
/(s)-/ '(5)GannR{e i : iGl} = annR(supRei) 

i 

= ann^U) = 0 

and therefore f(s) = f'(s) for every seS. Thus / is unique and hence JR = [] ^JR, 
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where {et :iel} is a maximal orthogonal subset of idempotents of R. This 
completes the proof. 

As a corollary to this we have the following result. 

COROLLARY 8. Let R =Y[i(=IRi where each Rt is reduced. Then R is orthogo­
nally complete if and only if each Rt is orthogonally complete. 

Proof. Suppose JR is orthogonally complete. Then in the notation of the 
theorem above, we may take R = JR. Let et denote the identity element of Rt. 
Then by proposition 7., etR = Rt has an orthogonal completion etR. But, since 
etR = etR = Rh each Rt is orthogonally complete. 

Conversely, suppose each Rt is orthogonally complete and let {a; : / G J } be an 
orthogonal subset of JR. Then {^(a,) : j e J} is an orthogonal subset of Rt where 
7Tj : R —> Rt is the canonical projection of R onto Rt. Let ateR be such that 
at = supR. 77-(ay). Since each Rt is orthogonally complete, such an at e Rt exists 

i 

for every ieI. Now consider the element aeR which is such that ir^a) = at for 
every i e I. Since, 

TTiiaaj) = aiTTiidj) = ^(a , - ) 2 

for every i e I, aa} = a2 for every / e J. Hence a] < a for every / e J. Also, 

reannR{aj:jeJ}^>Tri(r)e2irmRi{7ri(aj):ieJ} for all iel 

=^>7ri(r)eannR.(ai) for all iel 

=^>7ij(r)6annR.(a) for all iel 

=^>reannR(a). 

Hence annR{a; : / e J}çann R (a ) . Thus a = supRay and therefore R is or-
i 

thogonally complete. 
Now we shall need some information about rings of quotients of reduced 

rings JR. For this, good references are Faith [10], Lambek [13], [14], Steinberg 
[17] and Stenstrom [18]. In a reduced ring R a right (resp. left) ideal D is 
dense if and only if it is an essential right (resp. left) ideal of R. A two sided 
ideal of JR is dense as a right ideal of i? if its annihilator in .R is 0. A ring 
S^R is said to be a ring of right quotients of R if for every seS, s~lR = 
{reR:sreR} is a dense right ideal of R and 5(5_1R)#{0}. Similarly one 
defines ring of left quotients of R. We shall denote the right (resp. left) quotient 
ring of R with respect to the idempotent filter of all dense right (resp. left) 
ideals of R by Qmax-r(R) (resp. Qmax-l(R)). It is proved in Lambek [13] 
(proposition 8, page 99) that for every ring of right quotients S of R there 
exists a ring monomorphism f:S—>Q max— r(R) such that /1 R is the identity 
map on R. Hence every ring of right quotients may be regarded as a subring of 
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Q max-rCR). Similar result holds good when the word "right" in the above is 
replaced with the word "left". Let Qmax(R) = {qe Qmax-r(R):Dq ^R for 
some dense left ideal D of R}. Then obviously R^Q max(R) and it is proven 
by Wong and Johnson [20] that Q max(K) is a subring of Q max-rCR) and it 
is the unique (upto isomorphism over JR) maximal ring of two sided quotients of 
R. Also, for every reduced ring JR, Q max(K) is reduced (see Steinberg [17]). 

It is well known that if S is a ring of right (resp. left) quotients of R and T is 
a ring of right (resp. left) quotients of S then T is a ring of right (resp. left) 
quotients of R (see for instance Lambek [13], exercise 7, page 100). It follows 
from this that Q max(Q max(K)) is a two sided ring of quotients of R. Since, 
Qmax(jR) is the maximal ring of two sided quotients of R, we have 
O max(Q max(K) c Q max(JR). Obviously Q max(JR) c Q max(Q max(i^)). 
Hence we have Qmax(R)= Q max(Q max(R)) for every reduced ring R. We 
now prove the following result. 

PROPOSITION 9. Let R be a reduced ring and X = {xt:iel} an orthogonal 
subset of R. Then there exists an xe Qmax(jR) such that x - sup 0 m a x ( R ) X. 

Proof. Embed X = {xi:iel} into a maximal orthogonal subset X = {xt : i e J} 
of R. Let D denote the 2-sided ideal of R generated by {xf : i e J}. Then 
annR D = {0} and hence D is a dense right and dense left ideal of R. 

Every element of D is of the form £ M akiXibki where aki, bki e R and xt e X. 
Define x6Hom R (D R ,K R ) by 

x(akiXibki) = Xi(akiXi)bki if iel 

= 0 if ieJ\I 

and extend it over sums in DR by linearity. Then (by Lambek [13], cor. 3, page 
97) x determines an element of Q max-r(JR) (which we shall also denote by x) 
which is such that xx, = x\ for every i e I and xx, = 0 for every ieJ\I. 

Now, consider sioxioriox -sioxiorioxioe Q max-r(JR), where i0el and sio, rioG.R. 
By the definition of x, 

(sioxiQriox - sioxiorioxio)(aixibi) - (sioxi/iox)(aix^i) - ( s ^ / J ^ x ^ ) 

= Sio*io rio*iaM- S^X^X^Xibi 

= 0. 

Hence (sioxioriox - sioxiorioxio)D = 0. Thus sioxioriox - sioxiorioxio annihilates a dense 

right ideal of R. Hence we have, sioxioriox = sioxiorioxioeR for every i0el. If 

i0eJ\I, then 
sio*iorio*(ai*ifri)= sioxiorioxiaixibi = 0 if i G I 

= 0 if I'E J\ I by the definition of x. 

So sioxioriox = 0 for every i0eJ\L Hence Dx^R. Since xeQmax- rCR) , it 
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follows that jceQmax(jR) and for every iel, xtx = x*. Therefore, x^x for 
every i e I. 

Let qeQmax(R) be such that qxt = 0 for every iel. Consider qxe 
Qmax(R). It annihilates the dense ideal D of R. So qx = 0 and hence 
qeannQ m a x ( R ) (x) . Thus, ann Q m a x ( R ) Xçann Q m a x ( R ) (x) . Therefore, by proposi­
tion 1, x =sup 0 m a x ( R ) X and this completes the proof. 

COROLLARY 10. Let R be a reduced ring. Then Qmax(R) is orthogonally 
complete. 

Proof. Let X = {xt : i e 1} be an orthogonal subset of Q max(.R). Then by the 
above proposition, there exists an xe Q max(Qmax(R)) such that x = 
suPomax(Omax(R))^' But since Qmax(0max(JR)) = Q max(JR), xeQmax(R) 
and hence Qmax(R) is orthogonally complete. 

Burgess and Raphael [6] raised the question which forms the content of this 
corollary. They were able to prove it for reduced rings R in which aR H bR = 
{0} implies ab = 0 for every a, beR. The following result is due to them. 

PROPOSITION 11. Let X be an orthogonal subset of a reduced ring R such that 
sup R X=a . Then supQmax(R) X= a. 

Proof, For a proof, see Burgess and Raphael [6]. 

PROPOSITION 12. Let R be a reduced ring which admits an orthogonal exten­
sion R. Then R is isomorphic (over R) to a subring of Omax(JR). 

Proof. Let R be an orthogonal extension of R and suppose xeR. Then 
there exists an orthogonal subset X= xt :{ieI}^R such that x = supRXj. 
Consider D = {re R :xre R}. Then D is a right ideal of R and X ç D . Hence 
D?^{0}. Let O^aeR and consider DDaR. If a annihilates each xt then 
aR Ç D . Hence aR DD#{0}. So suppose there exists an iel such that axt#0. 
Then 

(xaxt — x^aXj)2 = xax\ax{ + xlax2
iaxi — xax^aXi — x^ax^ax, 

= 0, 

which implies that xaxt = xtaXi. Hence axteD and therefore DC\aR^{0}. 
Thus, D is a dense right ideal of JR and xD ç R. Similarly, one can prove that 
there exists a dense left ideal D' of R such that D'x ç R. It follows from this 
that R is a two sided ring of quotients of R. Hence every orthogonal extension 
of JR is isomorphic (over R) to a subring of Q max(K) (see Wong and Johnson 
[20], proposition 8.). 

We now prove that orthogonal completions of reduced rings are unique upto 
isomorphism. 
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PROPOSITION 13. Let R be a reduced ring which admits an orthogonal comple­
tion R. Then R is isomorphic over R to a unique subring of Qmax(R). 

Proof. Suppose that R and R' are two orthogonal completions of R. Then 
by the proposition above, there exist monomorphisms f:R—> 
Q max(jR), g:R' —> O max(i^) which are inclusion maps when restricted to 1?. 
We show that f(R) = g(Rf). 

Let f(x) e f(R) where xeR. Let X = {xt : i e 1} be an orthogonal subset of R 
such that x = supR X. Then for every i e I, 

f(x)xt = f(x)f(Xi) = fix*) = f(x2) = fix,)2 = x2 

and hence f(x) is an upper bound of X in Qmax(R). If qeannQ m a x ( R ) X then 
qxt = 0 for every iel. Now consider q/(x)eOmax(R). Let K be the ideal 
generated by X in R and D = K + annRJR. Then since ann R D = {0}, D is a 
dense ideal of R and since qx{ = 0 for every ieI,qK = {0}. On the other hand if 
y G annR K, then 

/(x)y=/(xy) = /(0) = 0 

because x = supR X and annR (x) = annR X = annR K. Hence (qf(x))D = 0. 
Since D is a dense right ideal of R, this implies that qf(x) = 0. Thus 
annQmax(R) Xçann Q m a x ( R ) f(x) and hence f(x) = supQmax(R) X. 

Similarly, if x' = supR> X, then it can be shown that g(x') = supQmax(R) X 
Since supremums are unique in any reduced ring, we find that f(R)^ g(R'). By 
symmetry, g(R')cf(R). Hence g(R') = f(R). 

It follows from this that orthogonal completions, whenever they exist, are 
unique upto isomorphism and we from now on consider the orthogonal 
completion R of R, if it exists, as a subring of Qmax(K). 

In view of propositions 9, 11, 12, 13, to make our notations less cumber­
some, we shall denote the supremum of an orthogonal subset X of R in 
O max(.R) by sup X instead of supQmax(R) X In what follows, this is not likely 
to cause any confusion. 

Every reduced ring JR is a subring of a smallest orthogonally complete ring 
R' = D{S:S is an orthogonally complete subring of Omax(K) which contains 
JR}. However, not every element of R' need be the supremum of an orthogonal 
subset of R. If this is the case, then R has no orthogonal completion. This is 
clear from the following proposition. 

PROPOSITION 14. Let R be a reduced ring and S be the collection of those 
elements of Q max(.R) which are supremums of orthogonal subsets of R. Then R 
has an orthogonal completion if and only if S is a subring of Omax(R). 

Proof. Suppose R has an orthogonal completion JR. Then by the proposition 
above, we can assume that KçQmax(jR) . Since every element of R is the 
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supremem of an orthogonal subset of R, JR ç S. Similarly, S ̂  JR. Hence JR = S 
and therefore S is a subring of Qmax(JR). 

Conversely, suppose S is a subring of Omax(i^). Then S is an orthogonal 
extension of R. Let X be an orthogonal subset of S. Then for every xeX, there 
is an orthogonal subset Yx ç R such that sup Yx = x. Take Z = Uxex Xc- Then 
as in the proof of proposition 4., one can easily check that Z is an orthogonal 
subset of R and sup Z = sup XeS. Thus S is an orthogonally complete ring 
and so it is the orthogonal completion of R. 

COROLLARY 15. Let R and S be as above. Then S is closed under multiplica­
tion and hence S is a ring if and only if x, y e S implies x + y e S. 

Proof. We prove that S is closed under multiplication. So the rest of the 
proof will follow from this. Let a,beS. Then there exist orthogonal subsets 
{at : i e I}, {b, :jeJ} such that a = supj ah b = sup, b}. It follows now from lemma 
2. that {aibj :iel,je J} is an orthogonal subset of JR and ab = 
sup{atbj :ie I, je J}. Hence abeS proving that S is closed under multiplication. 
This completes the proof. 

Thus, the only way a reduced ring JR may fail to have an orthogonal 
completion is that the sum of supremums of two orthogonal subsets of R may 
not be a supremum of any orthogonal subset of R. We describe below a class of 
rings which always have an orthogonal completion. 

A reduced ring R is called projectable if for every a e 
R, annR(a) + annR(annR(a) = R (Keimel [11]). It follows immediately from this 
definition that every reduced Baer ring (a ring in which every annihilator is 
generated by an idempotent) and every regular ring is projectable. 

In a reduced ring R, annR(a)nannR(annR(a)) = {0} for every a e R. Hence 
the sum annR(a) + annR(annR(a)) is direct. If R is projectable, then there are 
eeann R ( a ) and e 'eannR(annR(a)) such that e + e ' = l . Hence we have e2-= 
e,e'2-e and ee' = 0. Also annR(a) = ejR and annR(annR(a)) = e'R. Thus in a 
projectable ring JR, for every 0 ^ x e R, there exists an idempotent ex e R such 
that annR(a) = annR(ex). It follows from this that when x and ex are so related, 
exx = x. We now prove the following result. 

PROPOSITION 16. Every projectable ring R has an orthogonal completion. 

Proof. Let S be the collection of all those elements of Qmax(R) which are 
the supremum of some orthogonal subset of R. Let a,beS. Then there exist 
orthogonal subsets {at : i e I}, {b, : j e J} such that a = sup; at, b = sup; by Let 
{et : iel}, {f :je J} be subsets of idempotents of JR such that annR(aj) = 
annR(et), annR(^) = annR(/y) for every iel and je J. It can be easily checked 
that {et : iel}, {f:je J} are orthogonal subsets of R. Let e,feS be such that 
e = supj et and / = sup; /y. Then e and / are idempotents in S. 
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Now pick an orthogonal subset {ek:keK} of idempotents of JR such that 
{et : i G I}U{ek : k e K} is a maximal orthogonal subset of R. Let e'eS be such 
that e' = supk ek. Since 1 — e - e' annihilates the dense ideal D generated by the 
maximal orthogonal subset {et : ieI}U{ek : keK}, we must have l - e - e ' = 0 
and hence e + e ' = l . Therefore, e'=\-eeS. Similarly 1-feS. 

Let X = {(l-f)ai:iel}, Y = {(l-e)b}F:/eJ} and Z = {(ai + b i ) ^ . : î e / , j e J } . 
By corollary 15., S is closed under multiplication. Hence X U Y U Z c S . Since, 

[(Oi + bj)eifi][(ai.+ bi.)ei.fr] = (a* + £)(a,+ b^e,)^) 

and since {ef : i G I}, {/) : j e J} are orthogonal subsets of JR, Z is an orthogonal 
subset of R, It follows from this that X U Y U Z is an orthogonal subset of S. 

Now consider the orthogonal subsets {a,-/j- : (i, /) G I x J}, {fye- : (i, /) six J} and 
{e^ : ( i , / ) G I X / } of i?. Since a i^=e i^a i and fye^ = ê -fy, by corollary 6 and 
lemma 2, we have 

sup{(a; + fyOeJ) : (i, j) G IXJ} = supia^ : (i, /) G IXJ} + supi^e^ : (i, /) G IXJ} 

= a/+be. 

Hence sup(XU Y U Z ) = ( l - / ) a + ( l - e ) b + (a/+be) = a + b. Thus a + b is the 
supremum of the orthogonal subset X U Y U Z of S. Since every element of S 
is the supremum of an orthogonal subset of R, it follows that a + b is the 
supremum of an orthogonal subset of JR, Thus a,beS implies a + beS. Hence 
by proposition 14., i? has an orthogonal completion, namely S. This completes 
the proof. 

In the proof of this proposition we have used the fact that if X and Y are 
orthogonal subsets of R such that X U Y is an orthogonal subsets of R then 
sup(XU Y) = sup X-f sup Y, which is easy to establish with the help of proposi­
tion 1. 

Burgess and Raphael [6] proved that if JR is a reduced Baer ring in which 
aR fl bR = {0} implies ab = 0 then R has an orthogonal completion. Proposi­
tion 16 is a generalisation of their result. 

It follows from proposition 16 that every reduced Baer ring and every 
reduced regular ring has an orthogonal completion. However, the class of rings 
which have an orthogonal completion may be much larger. We now prove the 
following proposition. 

PROPOSITION 17. Let R be a projectable ring. Then its orthogonal completion R 
(which exists by the proposition above) is a Baer ring. 

Proof. Let XçJR by such that ann^X^{0}. Pick a maximal orthogonal 
subset {e] :jeJ} of idempotents of JR orthogonal to X and let e = supy e}. Then 
for every x e X, xe = x(sup; e;) = sup, xef = 0. Hence ann# X ç eJR. 

On the other hand, let r G ann« X If er = r, then r G eR. So suppose er-r^0. 
Then since e(er-r)~0 and for every X G X , x (e r - r ) = 0, er-re 
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annR(XU{e7 : / e J}). Since er-r is the supremum of an orthogonal subset of R, 
there exists a O^seR such that s e a n n ^ X U l ^ : / e J}). Hence by our 
hypothesis about R, there exists an idempotent O^e'eR such that e'e 
a n n ^ X U ^ :je J}). But this contradicts the fact that {e^.jeJ} is a maximal 
orthogonal subset of idempotents in annR X. Hence er= r for every r e annR X 
and thus annR X Ç eiR. It follows from this that annR X = eR and hence R is a 
Baer ring. 

Finally we prove the following proposition. 

PROPOSITION 18. Let R be a projectable ring and ZF be the idempotent filter of 
all those dense right ideals of R which contain a maximal orthogonal subset of 
idempotents of R. Then Q&(R) (the ring of right quotients of R with respect to the 
idempotent filter 3F) is the orthogonal completion of R. 

Proof. Q&(R) £ Q max-rCR) is obvious. Let q e Q&(R) and D e & be such 
that qD c R. Let E = {et: i e 1} be a maximal orthogonal subset of idempotents 
of R contained in D. Then qE c jR. Let D ' be the ideal of I? generated by E. 
Then annR D ' = {0} and hence D ' is a dense ideal of R. Since every idempotent 
of JR is central, for every i e I and for every d e D', 

(qe^ — e^d = q(etd) — et(qd) = q(dei) — (qd)ei = 0. 

Hence qet = e{q for every i e I and therefore D'q s R. It follows from this that 
Q&(R)£ OmaxCR). Furthermore, qE = {qet :iel} is an orthogonal subset of R 
and 

sup{qet :iel}= q(sup{et : i e I}) = ql = q. 

Hence every element of Q&(R) is the supremum of an orthogonal subset of R. 
Now to prove that Q&(R) is an orthogonal completion of 1?, it is enough to 

prove that every orthogonal subset X = {xt : i e 1} of R has a supremum in 
Q&(R). Let E = {et : i e 1} be the collection of those idempotents of R for which 
annR(Xj) = annR(e i) for every i e I. Let E' be the maximal orthogonal subset of 
idempotents of R containing E and D be the ideal of JR generated by E'. Then 
De &*. Let xeQ&(R) be determined by 

xet = xt if e{ e E 

= 0 otherwise. 

Then obviously x is an upper bound of X in Q&(R). Let y £ annQy(R) X Then 
yxt = 0 for every i e I. Consider yx e Qp(R). From the definition of y and x, it is 
obvious that (yx)E'{0}. Hence (yx)D = {0} proving that yx==0. Thus 
&nnQ<?(R) X ç a n n 0 ^ ( R ) (x) and hence x is the supremum of X in Q^R). This 
completes the proof. 

A similar result was proved in Burgess and Raphael [6] for the class of 
reduced Baer rings in which aR H bR = {0} implies ab = 0 for every a, b e R. 
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