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CANONICAL EXTENSIONS OF HARISH-CHANDRA 
MODULES TO REPRESENTATIONS OF G 

W. CASSELMAN 

Introduction. Let G be the group of R-rational points on a reductive, Zariski-
connected, algebraic group defined over R, let K be a maximal compact sub
group, and let g be the corresponding complexified Lie algebra of G. It is a 
curious fault of the current representation theory of G that for technical reasons 
one very rarely works with representations of G itself, but rather with a cer
tain category of simultaneous representations of g and K. The reasons for this 
are, roughly speaking, that for a given (g,#)-module of finite length there are 
clearly any number of overlying rather distinct continuous G-representations, 
whose 'essence' is captured by the (g,^T)-module alone. At any rate, this paper 
will propose a remedy for this inconvenience, and define a category of smooth 
representations of G of finite length which will, I hope, turn out to be as easy to 
work with as representations of (g, K) and occasionally much more convenient. 
It is to be considered a report on what has been to a great extent joint work 
with Nolan Wallach, and is essentially a sequel to [38]. 

Assume G to be algebraically embedded as a closed subset of a finite-
dimensional matrix algebra, and let ||g|| be the associated Banach norm. A 
continuous representation TT of G on a topological vector space V will be called 
of moderate growth if V is a Fréchet space and for every semi-norm p on V 
there exist a positive integer N and semi-norm v such that 

h(g)v\\p£\\g\\N\\v\\v 

for all v G V,g G G. In contrast, say, to the tempered representations introduced 
by Harish-Chandra, these representations are ubiquitous; the great majority of 
frequently occurring continuous representations or their topological duals are of 
moderate growth. For example, any continuous representation of G on a Banach 
space is of moderate growth. If V is the space of any reasonable continuous 
representation of G, then the subspace Vsm D VK of smooth AT-finite vectors in 
V is a module over (g, AT), and the representation of G on V is said to extend the 
one of (g, K) on VsmnVK. If each K-isotypic constituent of VK (or, equivalently, 
V) has finite dimension then every ^-finite vector is already smooth and the 
structures of V as a G-module and of VK as a (g,^)-module are known to 
be closely related; for example, one is irreducible if and only if the other is. 
Trivial examples show that the representation of G on V itself, even with this 
assumption on the A^-isotypic constituents, is not determined by that of (g,Af) 
on VK. What I shall prove in this paper, however, is that the representation of G 
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on the subspace of smooth vectors in a representation of moderate growth is in 
fact determined uniquely by its underlying (g, K)-modu\e, or more completely: 
given any finitely generated Harish-Chandra module (7r, V) over (g, /0, there 
is up to canonical topological isomorphism exactly one smooth representation 
of G of moderate growth whose underlying (g,/^)-module is isomorphic to 
V. The assignment taking V to this smooth representation of G is functorial 
and exact. I propose to call the G-spaces obtained in this way Harish-Chandra 
representations of G. In the course of the proof of the fundamental result I 
shall construct several functors from the category of finitely generated Harish-
Chandra modules to that of smooth representations of G of moderate growth, 
among them the smallest possible one and the largest possible one, and then 
show that all these constructions agree. 

One consequence of the main result is that if U and V are the spaces of smooth 
representations of G of moderate growth, then any continuous G-covariant map 
from U to V whose image has the property that its underlying (3,/O-subspace 
is a Harish-Chandra module of finite length has closed range. This can be used 
easily in several situations otherwise unapproachable, for example to carry out 
the meromorphic continuation of Eisenstein series (in the theory of automorphic 
forms) which are not necessarily AT-finite. 

This paper will be somewhat verbose. Much of it presents mild extensions of 
arguments contained already in [38], but which I have in many cases explained 
from scratch, because of the slightly different perspective here. Also, because in 
the literature the relationship between representations of G and those of (g, K) is 
not covered in exactly the form I need, I have included in the first few sections 
what amounts to a review (for the most part without proofs) of what will be 
relevant. I hope that this will make the main results of this joint work with 
Wallach less technical in appearance. Although the final results seem to me 
relatively easy to comprehend and exceptionally easy to apply, and although 
there are few, if any, places where the arguments are hard to follow on a close 
scale, the assembly of all the bits and pieces is admittedly rather elaborate. This 
is, I hope, an artifact of the way that Nolan and I found our proofs (painfully, 
over a long period of time, and with many errors dogging our path) rather than 
a reflection of the true nature of the material, and I imagine that more natural 
proofs will ultimately be found. 

Here is a more detailed account of the paper: It is in Sections 1-5 that I review 
relations between representations of G and of (Q,/Q. In Section 6 I illustrate 
some of the phenomena included in this review, as well as some of the results to 
be explained subsequently, in the relatively simple case G = SL2(R). The new 
material begins in Section 7, where I introduce two functorial constructions of 
smooth representations of G from Harish-Chandra modules associated to em-
beddings of Harish-Chandra modules in representations induced from parabolic 
subgroups of G. More precisely, let P be a minimal parabolic subgroup with 
unipotent radical N, whose complexified Lie algebra is n. Then if (7r, V) is a 
finitely generated Harish-Chandra module over (q,K), it is well known that V 
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embeds into lnd(V /nkV\P,G) for k sufficiently large. It is relatively elemen
tary to show that assigning to V its closure V in this induced representation is 
independent of k (for k large), functorial, left exact. The representation of G 
on V is a Harish-Chandra representation since that on every Indsm(cr|P?G) is. 
If V is itself some induced representation Ind(<r|P,G) then V turns out to be 
the same as the smoothly induced representation Indsm((r|/>, G); this amounts 
to what Wallach calls the 'automatic continuity theorem', which asserts that 
any (g,A^)-map from Ind(o-|/>,G) to Ind(r|P,G) extends to a unique continu
ous G-map between the associated smoothly induced space Indsm(cr|P,G) and 
Indsm(r|/>,G). A second functorial G-extension V_ is defined by representing V 
as a quotient of representations induced from P, and the automatic continuity 
theorem implies a canonical continuous injection of V_ into V. I define V to be 
regular if this canonical injection is surjective, hence an isomorphism. The main 
result of this paper may be formulated in two halves, the first of which is the 
assertion that every finitely generated Harish-Chandra is regular. This is equiv
alent to the more concretely formulated assertion that any continuous G-map 
between two Harish-Chandra representations induced from P has closed range. 
It is also equivalent to the assertion that the assignment taking V to V is exact. 
The argument for this itself breaks further into two pieces: the first part amounts 
to showing that every essentially square-integrable representation is regular, and 
the second part then applies Langlands' classification theorem and a peculiar ar
gument about what I call 'thickened principal series' to conclude. This last step 
is carried out in Sections 9-10. The argument that essentially square-integrable 
representations are regular is part of an argument of [38] which I reproduce in 
Section_8. This argument at the same time introduces two more G-extensions 
V_ and V, this time associated to matrix coefficients of a given Harish-Chandra 
module. Essentially from the definition one deduces a sequence of inclusions 

K ç v ç y ' c V . 

The first part of the argument in the proof of the main result of this paper shows 
that the inner inclusion is an equality. The second part generalizes slightly the 
main result of [38], and shows that the outer two inclusions are equalities. 
The proofs in Section 8 are by and large just a rearrangement of Wallach's 
proofs. Finally, to conclude I give in Section 11, as an application, a very useful 
description of the asymptotic behaviour of the matrix coefficients of Harish-
Chandra representations. The technique illustrated there might turn out to be a 
typical way to apply the main theorem. 

A few more remarks about the argument may be useful. The different con
structions in Sections 7-8 reflect the general principle that representations of G 
which occur in nature arise usually in one of two ways: very roughly speak
ing, associated to functions (or, rather, to sections of certain vector bundles) 
on either G/K or on G/P. The proofs of equivalence reflect then the principle 
that the second group of realizations are in some sense boundary values of the 
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first. These points, incidentally, appear also in work of various people, most 
recently [34] and earlier, most notably, [23], exhibiting another group of functo-
rial extensions of (g,^)-modules to representations of G. The new point, again 
speaking roughly, is that the boundary values examined in the work of Wallach 
and myself are distributions while those of Schmid (and earlier Kashiwara and 
his colleagues) are hyperfunctions. The argument in Section 9 is in fact rem
iniscent of Schmid's proof of his analogous result, which depends on a result 
from [19], which in turn applies Langlands' classification. 

I have already mentioned that in the final analysis the construction given here 
as well as its important properties depend on two results which of themselves 
might not seem so important: the first is that every (g, Â )̂-map from one /^-finite 
principal series representation to another extends to a (unique) continuous map 
between the corresponding C°° principal series, and the second is that any such 
intertwining operator from one C°° principal series representation to another 
has closed range. The first is dealt with (but not, perhaps, definitively) in [38], 
and I shall say little about it here. It is, essentially, the second point that this 
paper is concerned with. It should be pointed out that in spite of the relatively 
down-to-earth nature of these assertions, no direct proof in terms of, say, the 
order of growth of the coefficients of intertwining operators is known. In the 
case of certain groups, for example SL2, drastic simplifications in the proof I 
give below are possible, but even here no direct attack is known. (At any rate, 
in the section on SL2 I do not exhibit the possible simplifications, although I 
considered doing it.) 

In subsequent papers I hope to show how the results given here allow one 
to refine Bruhat's thesis and describe in more detail the structure of the C°° 
principal series; sharpen results of [26], [38], and [35] on Whittaker models for 
Harish-Chandra modules; give a new proof of the automatic continuity theorem 
(the first of the two assertions in the previous paragraph); give relatively explicit 
formulas for the asymptotic expansions of matrix coefficients of principal se
ries representations; and improve the Paley-Wiener theorem of [1] to deal with 
functions which are not necessarily ^-finite. It seems likely to me also that the 
representations described here could also allow one to construct a decent ana
lytical theory of characters; to the point, for example, where one could prove 
the main result of [19] (once known as Osborne's conjecture) as a special case 
of a fixed-point theorem. 

Incidentally, this is the second paper of mine to be produced in 7]gY. As in 
the first, I wish to thank the National Science and Engineering Research Council 
of Canada for financial support in this project. I also wish to thank D. Milicic 
and P. Delorme for suggestions. 

Notation. Fix the group K throughout the paper. Whenever P is a parabolic 
subgroup of G set 

NP\ = the unipotent radical of P 
MP: — the reductive quotient P /NP 
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Ap : = the elements of the topologically connected component of the maximal 
R-split torus in the centre of MP which are also in the kernel of every character 
of G 

(K)P := KHMP 

K(M) := the image of K(P) modulo NP 

8p := the modulus character of P:p i—> \ det(Adn(p))\ 
AP :— the basis of positive roots for P, the eigencharacters of the adjoint 

action of AP acting on rip 
Ap~ := {a e AP\l(a) ^ 1 for all 7 G AP}. 

When confusion is unlikely I shall abandon the subscripts. Note that if P is 
minimal and G is semi-simple then Ap~ is the multiplicative negative Weyl 
chamber. 

1. Representations of G. Let V be a locally convex Hausdorff topological 
vector space, C(G^ V) the space of continuous functions from G to V. Suppose 
that 7T is a linear representation of G on V. Define the embedding O = O^ of 
V in the vector space of all V-valued functions on G: v G V corresponds to the 
function Ov where 

®v(g) = 7T(g)v. 

Thus O is a linear G-covariant map from V into the right regular representation, 
and the image of V consists precisely of the functions (p satisfying 

(1.1) p(gh) = 7r(g)p(h). 

A representation TT of G on V is said to be separately continuous if each n(g) 
is a continuous map from V to itself and if for each v in V the map Ov lies in 
C{G^ V). It is said to be continuous if the map from G x V to V taking (g, v) 
to 7r(g)v is continuous. If 7r is separately continuous then the space of functions 
(p satisfying (1.1) (that is to say, the image of V under O) is a closed subspace 
of C(G,V). 

LEMMA 1.1. If (it, V) is a separately continuous representation of G, then the 
following are equivalent: 

(a) It is continuous; 
(b) The embedding <f>n is a continuous map from V into C{G,V); 
(c) The topology of V agrees with that induced from its embedding as a 

closed subspace of C(G,V). 
If V is barreled (in particular if it is a Fréchet space or an LF space) then 

these conditions are implied automatically by separate continuity. 

Proof. Conditions (b) and (c) are equivalent since the evaluation map from 
C(Gy V) to V taking <p to <p(l) is a continuous splitting of O. Since the topology 
on C(G, V) is that defined by the semi-norms 

| | / lkv = sup||/(s)| |p 
gen 
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where p is a semi-norm on V and Q is a compact subset of G, the equivalence 
of (a) and (c) as well as the last remark are straightforward (and amount to a 
rephrasing of [4, 3.2], to which I refer in general for an efficient summary). 

If the topological vector space V is quasi-complete, then the convex hull of 
any compact subset of V is again compact [6, III.2.5], so that one may integrate 
functions in C(G, V) with respect to compactly supported measures on G. Any 
continuous representation of G therefore gives rise to a representation of the 
convolution algebra MC{G) of such measures, and in particular, after a choice of 
Haar measure, one of CC(G), the sub-algebra of compactly supported continuous 
functions on G, according to the formula 

< / > = f(gMg)vdg. 

Associated to any continuous representation (7r, V) of G is the transpose rep
resentation of G on the continuous dual of V. Under a mild assumption on V 
this is again continuous in the weak or compact-open topology, but not generally 
in the strong topology (see [39, 4.1.2] for a discussion of this point). Eventually 
we shall be dealing with the case when V is Fréchet as well as nuclear, in 
which case the compact-open and strong topologies on the dual are the same by 
[36, Proposition 34.5, Corollary 3 on p. 520], so that these technicalities will 
cause no trouble. Note that if V is quasi-complete and barreled then according 
to the Banach-Steinhaus Theorem [36, Theorem 34.2, Corollary 2 on p. 356], 
the continuous dual of V is again quasi-complete with respect to the weak, 
compact-open, and strong topologies. 

A vector in V is said to be G-smooth (or, usually, just smooth) if the function 
Ov is smooth. The subspace Vsm of smooth vectors is G-stable and embeds 
under O^ as a closed subspace of the topological space C°°(G,V) of smooth 
functions on G with values in V. It inherits from this space a canonical topology 
in which G again acts continuously. If V — Vsm with the canonical topology 
then 7T itself is said to be smooth. The space Vsm inherits also from C°°(G, V) 
the structure of a representation of g [4, 3.8], which acts by right derivations. If 
V is a Fréchet space then so is C°°(G, V), hence also Vsm with the canonical 
topology. 

The following point seems not to be clear in the literature: 

LEMMA 1.2. //(7r, V) is any continuous representation of G then the canonical 
topology on the subspace Vsm is the same as the topology assigned by the semi-
norms 

||v|U,i/ = HTTQOVI^ 

where v ranges over the semi-norms ofV and X over the elements of U($). 

Proof This is a direct corollary of Lemma 1.1. 
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According to [7, VIII.2.1, Rem. (3)] a continuous representation on the locally 
convex topological vector space V extends uniquely to a continuous representa
tion on the completion of V. It is therefore no serious restriction to impose from 
now on the condition that V be complete, and in particular quasi-complete. 

Since Vsm is identified with a closed subspace of C°°(G, V), the representation 
of G on it may be extended, as is explained in [4, 3.8], to include operators TC(D), 

where D is a distribution on G of compact support. It is relatively elementary 
(refer to [8], for example) to see that the subspace Vsm is the same as that of 
all vectors v which can be expressed as linear combinations of the form ir(f)u, 
where / is of compact support on G and of arbitrarily high differentiability. 
It contains in turn the Gdrding subspace of V, which is that spanned by the 
vectors in V of the form 7r(/)v with / G C™(G). It is dense in Vsm and of 
course G-stable as well. In subsequent arguments I shall require the strong main 
result [15, Théorème 3.3], according to which in any Fréchet space on which G 
acts continuously the spaces Vsm and the Gârding subspace coincide. 

The subspace Vsm also contains the subspace Vân, that of analytic vectors of 
the representation, those for which Ov is an analytic function on G. It too is 
stable under the operators 7r(D). 

A vector in V is said to be ^-finite if it is contained in a finite-dimensional 
K-stable subspace. The subspace VK of such vectors is of course stable under K, 
and it is the algebraic direct sum of its j^-isotypic constituents. The intersection 
Vsm HVK is dense in V and stable under both g and K. 

Any embedding of G as a Zariski-closed algebraic subset of real affine space 
determines an algebraic norm \\g\\ = sup(l, \gi\) on G. Any two different such 
embeddings determine norms which are equivalent in the sense that each is 
bounded by some multiple of a power of the other. 

I shall say that the continuous representation (7r, V) is of moderate growth if 
(Tl) The topological space V is a Fréchet space; 
(T2) For every semi-norm p on V there exist a positive integer N and semi-

norm v such that 

ikortvMHsinivii,, 
for every v G V, g G G. 

If these conditions hold, then it follows from Lemma 1.2 that Vsm is also of 
moderate growth, with semi-norms 

IMU = ll*v||p 

where p ranges over the semi-norms on V and X over the elements of U(q). 
Of course any unitary representation of G is of moderate growth, and it is also 
known that more generally every continuous representation of G on a Banach 
space is of moderate growth according to [38, 2.2] (following [39, Example on 
p. 282]). 
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Define the Schwartz space of G to be that of all smooth functions on G 
which are, along with all their derivatives, of rapid decrease at infinity, or more 
precisely: 

S(Gy. = {fec°°(G)\Rxf(g) 

= 0(\\g\\~N) for all X G É/(g), all N > 0}. 

The condition on the right regular representation R is equivalent to the analogous 
one on the left regular regular representation. This space (defined also in [38, 
2.5]) becomes a Fréchet space with the semi-norms 

ii/iUA = supi^/(«)iiuir. 
and becomes a smooth representation of G x G of moderate growth, by means 
of the right and left regular representations. It is even a nuclear space, but this 
seems less trivial; see [11]. Incidentally, the Schwartz space defined here is not 
by any means the same as that defined by [18]. The simplest case where the 
two differ is that of the group Rx , where the Schwartz functions defined here 
are the restrictions to the multiplicative group of those functions in 5 (R) which 
vanish of infinite order at zero, while Harish-Chandra's are those lifted back 
from 5(R) by means of the logarithm. The Schwartz space I define here is 
attached intrinsically to the structure of G as a real algebraic manifold. Harish-
Chandra's Schwartz functions will play no role in this paper, so there will be no 
confusion in terminology. It is curious that there is any event no confusion of 
notation, since Harish-Chandra's Schwartz space is ordinarily written as C(G). 

The representation of the algebra CC(G) on any representation {ix1 V) of mod
erate growth extends uniquely and continuously to one of 5(G), since for any 
n>0 

[f(g)*(g)vdg\\ Û [ \f(g)\ Hg)v\\pdg 

f*Cf,vJ\\g\\-ndg. 
JQ. 

The subspace of smooth vectors is stable under 5 (G). The corresponding map 
from the algebraic tensor product of 5(G) and V to V extends continuously 
to one defined on the topological tensor product S (G) (g) V (which makes 
unambiguous sense since S(G) is nuclear). This representation has occurred 
before in representation theory, but not until recently by name; among other 
places, in Gârding's proof that the analytic vectors in a continuous Banach 
representation are dense, where 7r(/) is used for/ equal to exp(—tA)8 for t > 0. 
Schwartz functions in the sense defined here are just about as good as ones in 
C^°(G), and often more convenient to work with. As Wallach has pointed out, 
for example, they may be used in the Selberg trace formula where it is usually 
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much simpler to find a Schwartz function to do the job one wants than it is to 
find a compactly supported one. 

2. Representations of (Q,K). Let for the moment H be an arbitrary closed 
subgroup of G. A (g,//)-module is a vector space on which q and H act simul
taneously, satisfying these conditions of//-finiteness and compatibility: 

(CI) Every vector is //-finite and //-continuous; i.e., contained in an //-stable 
finite-dimensional subspace of V on which H acts continuously (and therefore 
smoothly as well); 

(C2) The two representations of Ï) one obtains, as a subalgebra of g and as 
the Lie algebra of / / , are the same; 

(C3) For any h <G H and X <G g, 

7r(Ad(h)X) = ir(hMXMh~l). 

If// is compact, condition (CI) is equivalent to: 
(C4) The restriction of ir to H is a direct sum of irreducible, continuous, 

finite-dimensional representations. 

If (7T, V) is a continuous representation of G then the (dense) subspace 
Vsm D VK which is stable under q and K, as I have already recalled, clearly 
satisfies these conditions with H — K. Conversely, if (7r, V) is a (g,^)-module 
satisfying these conditions then a G-extension of n consists of a continuous 
representation of G on a topological vector space V* and an isomorphism of re 
with the associated (g,£)-module V*mnV*. A (g,^)-module is usually called 
a Harish-Chandra module if it satisfies in addition 

(HI) Any irreducible £-representation occurs with finite multiplicity. 

There are several more or less imediate consequences of this assumption: 

PROPOSITION 2.1. Let (7r, V) be a (Q,K)-rnodule satisfying (HI). Then 
(a) Every v G V is annihilated by some ideal of finite codimension in Z(q) 

(the centre of U(Q)); 
(b) The associated representation of(SGjKnZc) extends to a unique repre

sentation ofZc on V. 

Proof Assertion (a) is true because K commutes with Z(g) and hence each 
^-isotypic constituent is Z(g)-stable. Assertion (b) holds since ZQ is the direct 
product of a connected, simply-connected subgroup and a compact subgroup in 
the centre of K. 

If IT is irreducible then ZG must act by a character which I shall refer to as 

CM-
PROPOSITION 2.2. Let (7r*, V*) be a continuous representation of G satisfying 

(HI) and let V be the subspace of its K-finite vectors. Then 
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(a) Every vector in V is smooth; 
(b) Every K-finite linear functional on V may be extended to a unique, con

tinuous, K-finite linear functional on V* (so that the K-finite elements in the 
algebraic dual ofV may be identified with the K-finite continuous linear func
tional s on V*); 

(c) For every v in V there exists f G C™(G) with n(f)v — v; 
(d) The correspondence which takes a (Q,K)-stable subspace of V to its 

closure in V* is a bijection between the set of all (§,K)-stable subspace s of V 
and the closed G-stable subspaces of V*. 

Proof Of course these assertions are elementary and well known. Property 
(a) holds because Vsm Pi VK is dense in V. Assertion (b) is true because the 
projection onto a ^-isotypic constituent is continuous, and any linear functional 
on a finite-dimensional space is continuous. To prove assertion (c), Let <P be the 
projection onto a sum of isotypic ^-components containing v, and consider the 
sequence Tn(fn)(v) where (/„) is a Dirac sequence on G, keeping in mind that 
the image of C™(G) in the finite-dimensional ring End(^P(V)) must be closed. 
For (d), I refer to the proof of [4, 3.17]. Incidentally, the inverse map takes the 
closed G-stable subspace [/* to its intersection with V. 

It is a result of Harish-Chandra that if ir is irreducible and unitary then it 
satisfies (HI), but it does not seem to be known whether (HI) holds, say, for an 
arbitrary irreducible Banach representation. 

If (7T, V) is a (g,^)-module satisfying (HI) then its contragredient (7r, V) 
is defined to be the contragredient representation of (g, K) on the subspace of 
/^-finite elements in the algebraic dual of V. This again satisfies (HI). 

I will impose further, as part of the definition of a Harish-Chandra module, 
the condition 

(H2) The space V is annihilated by some ideal of finite codimension in Z(g). 

This is implied by this apparently stronger condition, which I do not assume: 

(H3) The space V is finitely generated over U(q), which is in turn implied by 
(H4) The (g,A>module V has finite length. 

In fact these conditions (H2), (H3), and (H4) are all equivalent, as is well 
known and will later be recalled in more detail (at the end of Section 5). 

The contragredient of a Harish-Chandra module is again a Harish-Chandra 
module: if V is annihilated by / in Z(g) then V is annihilated by I1, where i is 
the involution of U(q) taking X into q to —X. 

I shall call a continuous representation (71-, V) of G a Harish-Chandra repre
sentation if it is smooth and of moderate growth, and the underlying represen
tation of {§,K) on the subspace of smooth ^-finite vectors is a Harish-Chandra 
module. This definition is at least independent of the choice of K since all 
maximal compact subgroups are conjugate in G. 

Many of the definitions above can be made slightly more general. Suppose 
that P is any Zariski-connected algebraic group defined over R with unipotent 
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radical N, reductive quotient M — P/N, and maximal compact subgroup K(P) 
whose image in M is K(M). A Harish-Chandra representation of P is defined 
to be a smooth representation (cr, U) of P such that 

(PI) For some positive integer k, xxkU = 0; 
(P2) the representation of M on any quotient U[nm+l]/U[nm] is a Harish-

Chandra representation. 

Here U[nk] means the subspace of U annihilated by elements of U(n) of the 
form i/\ ...i/fr with each vt in n. Similarly a (p,K(P))-module (c, £/) is called 
a Harish-Chandra module if it satisfies the first condition above and 

(P3) Each quotient U[x\m+l]/U[nm] is a Harish-Chandra module over 
(m,K(M)). 

LEMMA 2.3. Every finite-dimensional Harish-Chandra module over (p,K(P)) 
extends uniquely to a continuous representation of P on the same space. 

Proof. Every finite-dimensional representation of p extends uniquely to a con
tinuous representation of the universal covering group of the connected identity 
component of P. Since it is already a representation of K(P) which has the same 
fundamental group as P, it extends to a unique representation of the connected 
component of P. But since according to the classical result of [30] the group 
K(P) meets all components off* and the connected component is normal in P, 
it extends as well uniquely to all of P. 

3. Matrix coefficients and readability. I shall call a Harish-Chandra module 
(7T, V) over (g,/Q realizable if it is the (g,A>module underlying some continu
ous representation (7r*, V*) of G. Of course V will be realizable if and only if its 
contragredient V is. When TT is realizable, given v G V and A e V one defines 
the corresponding matrix coefficient c(v, A) to be the function on G determined 
by the formula 

c(v,A)fe):=(7T#te)v,A>. 

It is right- and left-^T-finite and annihilated by any ideal / in Z(g) which anni
hilates V, so by [4, 3.12] it is an analytic function. The map c: V ® V —> Cœ(G) 
has these properties: 

(Ml) C(TT(*)V,A) = ^ C ( V , A ) ; 

(M2) c(v,7f(*)A) = L*c(v,A); 

(M3) C(TT(X)V,A) = ^ C ( V , A ) ; 

(M4) c(v,A)(l) = (v,A> 

for all v G V, A G V,X G £/(g),fc G À\ Conditions (M1)-(M3) say, essentially, 
that c is a (g,^) x (g,A^)-map from the tensor product of V and V to C^(G). 
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All the conditions together imply that the function c(v, À) is unique with these 
properties: on the one hand the function c(v, A) is analytic so that it is determined 
on the connected component of G by its Taylor series at 1, which is specified 
by (M3)-(M4); while on the other (M1)-(M2) assert that it is determined on 
the other components by what it is on the identity component, since K meets all 
components. In particular the matrix coefficient c(v, A) doesn't depend on the 
choice of G-extension, so writing (7r(g)v, A) for c(v, A)(g), as I shall do, is not 
to be ambiguous. 

If (7T, V) is a Harish-Chandra module I shall say that it has matrix coefficients 
if there exists a map 

c\V®V-+ CU{G) 

satisfying the conditions (M). 

LEMMA 3.1. A finitely generated Harish-Chandra module is realizable if and 
only if it has matrix coefficients. 

Proof. It suffices to show that the contragredient of a finitely generated 
Harish-Chandra module having matrix coefficients is realizable. But if v i , . . . , vm 

generate V then the map taking each A in V to the ra-tuple of matrix coefficients 
(ir(g)vi, A) gives an embedding of V in C^iG)171. 

THEOREM 3.2. Every Harish-Chandra module has matrix coefficients. 

In the form which asserts that every finitely generated Harish-Chandra module 
is realizable, this result is apparently due originally to [33]. Several proofs are 
now known, some more illuminating than others (see also the remarks just before 
Corollary 5.7). 

I shall give no details, but only make a few remarks about a possible direct 
proof. As we have seen above, every matrix coefficient defines a right- and left-
A -̂finite, Z(g)-finite formal power series at the identity of G, and the problem 
is to see that this is in fact the Taylor series of an analytic function globally 
defined on G. The system of differential equations satisfied by /f-finite matrix 
coefficients annihilated by an ideal / of finite codimension in Z(g), expressed 
in radial coordinates according to the Cartan factorization of G, is described in 
[12] and shown there to have regular singularities at infinity. In fact (just like 
the Poisson equation in polar coordinates on Euclidean space) it has a regular 
singularity at the identity. A theorem of [22], generalizing a classical result [14, 
4.3] about ordinary differential equations, asserts precisely that a formal power 
series solution of such a system is the Taylor series of a locally convergent 
solution. An elementary monodromy argument then shows that it extends to all 
of G. (This argument appeared originally in the manuscript [9], and can also be 
found in [2].) 

This result may be enhanced by the further observation: 

COROLLARY 3.3. Every finitely generated Harish-Chandra module over (g, K) 
is realizable in a Harish-Chandra representation of G. 
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Proof. The corollary may be proved in any of several ways, given the Theo
rem, but I shall specify a realization which is itself of considerable interest and 
will play a role in several places later on. Therefore I will take the opportunity to 
recall here at some length basic facts about the asymptotic behaviour of matrix 
coefficients of a Harish-Chandra module at infinity on G. 

Nearly all matters concerning the behaviour of functions at infinity on G 
become clearer if one introduces a partial compactification G of G which is at
tributed to Oshima but for which I know only the partial reference [32]. In certain 
cases it is derived from a compactification of the complex adjoint group which is 
one of a class constructed by DeConcini and Procesi, but their description is not 
quite adequate for my purposes. It is also related to certain compactifications of 
complex semi-simple groups constructed by Luna and Vust, and another version 
appears in the recent preprint [16]. Borel has dealt with the real compactifi
cations associated to these complex algebraic completions in a seminar at the 
Institute for Advanced Study (spring, 1987) and I imagine that what I need will 
be covered in his written notes. Here I shall describe the completion I require, 
I am afraid, without justification. Proofs are not so different from those used in 
[31] to deal with a similar compactification of the symmetric space G/K. 

The Oshima completion G is defined for every linear reductive group G. It 
arises as the fibre product of G and the completion Gder of the derived group 
Gder of G. Its simplest properties are these two: 

(1) The topological space G is a real analytic (Hausdorff) manifold with 
corners, whose interior is G. 

(2) The canonical regular action of the group G x G on G extends to an 
analytic action of G. 

If G is the union of several connected components then G is the disjoint union 
of the closures of these connected components. 

Let P, Fopp be an opposing pair of parabolic subgroups. Thus the intersection 
p p| />oPp j s a r e ( j u c l j v e component of each; or in other words the intersections 
NnPopp and No p pn/> are trivial. I will in fact identify the intersection with MP, 
which in particular contains a unique copy of AP. The basis A = AP of positive 
roots determines a covariant embedding of AP into RA:a >—* (l{a)). Define Ap 
to be its closure, the closed positive quadrant. It is well to keep in mind that 
Ap depends on the choice of P containing AP (that is to say, on the direction 
in which one passes off to infinity) and does not depend intrinsically just on 
the group AP itself. Roughly speaking, all corners of G look like the corner of 
some Ap. The starting point of a precise description of the situation is this: 

(3) The inclusion of AP into G extends to an analytic embedding of Ap into 
G. 

Let Mp be the fibre product of MP, the quotient of the product of MP and 
Ap by the inner AP-action: (ma~l ,ax) is equivalent to (m,x). The embedding of 
Ap into G extends by G x G-covariance to an MP x MP -covariant analytic map 
from Mp into G as well, and in fact: 
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(4) The inclusion of MP into G extends to an analytic embedding of Mp in 
G. 

I will identify Mp with its image. Let Mp be the unique closed MP -orbit in 
Mp, which is isomorphic to MPjAP. 

(5) The closure of Mp is the subset of all points of G fixed by the product 
N£pp x NP in G x G. 

The subgroup of all elements in G x G leaving each point in Mp fixed is the 
product of N£pp x NP and AP x AP. 

Of course Popp x P stabilizes Mp. Thus the inclusion of Mp in G induces an 
analytic G x G-covariant map from the fibre product GP of G x G/Popp x F 
with MP/AP into G. 

(6) This is an embedding of GP into G. 

Two subsets Gp and GQ will coincide if and only if P and Q are conjugate. 
The set Mp will lie in the closure of M^, and GP will lie in the closure of 
GQ, precisely when P is contained in Q. The closure of Mp in G is in fact 
isomorphic to the Oshima completion of MP jAP. 

(7) The space G is the disjoint union of the GP, one for each conjugacy class 
of parabolic subgroups of G. 

Incidentally, if F is a parabolic subgroup of G then the set of all triples 
(/?, Q, M) where R is a conjugate of P,Q is opposite to R, and m is an element 
of R n 2 form an open orbit of the image of G in G x G under the diagonal 
embedding. 

Any manifold with corners possesses a canonical stratification by the union of 
coordinate planes of equal dimension at the corners. In our case, this stratification 
coincides with the one we already have: 

(8) The stratification of G by corner components is the same as that by the 
union of pieces GP corresponding to parabolic subgroups of equal rank. 

The topology of G is controlled by G x G-covariance if one knows an open set 
intersecting each G x G-orbit. It therefore suffices to describe a neighborhood 
of each Mp\ 

(9) The embedding of Mp into G extends via the product map to one of the 
product NP x Mp x Nppp, whose image is an open neighborhood of M p. 

This is at least plausible since NPMPNppp is open in G. 
The effect of several of these properties can be roughly summarized as saying 

that the manifold with corners G is stratified by the disjoint union of subman-
ifolds GP indexed by the conjugacy classes of parabolic subgroups of G, and 
locally along the stratum GP the tranverse slice may be identified canonically 
up to AP -translation with a neighborhood of the origin in Ap. 
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Suppose for the moment that U is a neighborhood of the origin in the product, 
which I call temporarily X, of Rq with the closed positive quadrant in R". For 
every s in Cn and m in W define the functions. 

X*=Y[JC?, log",(x) = J]logm '(x,) 

on the positive quadrant of Rn. Define further the space of functions ASim{U) 
to be that of smooth functions on the interior of U which are finite sums of 
functions of the form 

xs\ogk(x)fs4x,y) 

with each ki ^ m,-, where x defines the corner and y the transverse coordinates, 
and each fs^ is the restriction to U of a smooth function on Rn+m. Now I 
introduce slightly inconsistent notation: if S is a subset of C \ call it finitely 
generated, Nn-stable if it is a finite union of sets s + Nn. For such a subset S, 
define As,m(U) to be the sum of ASitn(U) with s ranging over a finite generating 
subset of S. Since each such s = (s\,..., sn) determines also an element (s,-) of C7 

where / is a subset of 1, . . . , n and similarly m determines an element of N7, the 
pair (s, ni) determines also a space As,m(U) whenever U is a neighborhood of any 
point in X. Let J%s,m be the sheaf on X associated to the presheaf which assigns 
to the open set U the space As,m(U DXm). Since any change of coordinates on 
X involves a change in the X-variables of the form 

xi y—*Xia(y)fi(x,y) 

where/i(0, v) = 1 for all y, this sheaf is independent of the choice of coordinates, 
since under such a coordinate change \og(x) changes to the sum 

log(x) + log(c(jO) + something which is 0 along the corner. 

Fix for the moment a minimal parabolic subgroup P, and let À = A/>. Then 
the transverse slices to the closed orbit Gp may be identified with Ap, so that 
we obtain for every finitely generated nA-stable S Ç CA and m in nA a sheaf 
Asim defined globally on G. 

The main results of [12] (following Harish-Chandra) imply that for every 
finitely generated Harish-Chandra module (7r, V) there exist a finite set S in 
C and a non-negative integer m such that all matrix coefficients (7r(g)v,A) for 
v G V, À G V are global sections of lA$m over G. Hence there exists an integer 
N > 0 such that by means of matrix coefficients IT may be embedded in a sum of 
copies of the Banach space of all functions/ on G such that | /(g) | = CKHgH )̂. 
From this the Corollary, at least, is clear. 

This construction will occur again later, where among other things I shall 
show how to put a topology on the space of global sections of each fy m. 
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Now let Q be a parabolic subgroup. I have remarked already that the subset 
M^ is the interior of the fixed-point set of A^pp x NQ. In fact, this group acts so 
that along M$ elements of its Lie algebra take J3s> into I%,m, where / is the 
ideal of smooth function in the neighborhood of M^ vanishing on M$. In other 
words, the space of global sections of the quotient sheaf %s,m/l-%s,m, which has 
support on the closure of MQ, becomes naturally the space of a representation 
of MQ. It is not difficult to see that it is a subspace of AS^{MQ). It is slightly 
technical to describe in general but if m — 0 and S has a single element s, 
then it is the subspace which transforms with respect to AQ according to the 
character of AQ induced by s. This plays an implicit role in various results 
later on about embeddings of representations into representations induced from 
parabolic subgroups. 

Continue to let P be a minimal parabolic subgroup. Then CA may be identified 
with 

X(Ap): = the group of Cx-valued characters of Ap. 

Define 

XR(Ap):={XeXR(Ap)\X = i[ Kcf° (aa>0)}. 

Since this definition depends on the choice of P containing the torus AP the 
notation is slightly faulty, but it should not cause confusion. If % and £ lie in 
X(P), the group of complex characters of P, they define by restriction elements 
of X(Pp). Define x = £ to mean that the restriction of £x_ 1 u e s m the closure 
of Xft(Ap). In terms of the identification of X{AP) with CA this translates to 
the condition that s ^ t when the different t — s has non-negative coordinates. 
Define \ a n ^ £ m X(P) to be integrally equivalent if the restriction of x£ - 1 to 
Ap is of the form YlaSa with the sa integral. This translates to the condition 
that s — t have integral coordinates. 

The result of [12] mentioned above asserts that in the neighborhood of any 
point of Mp a ^-finite matrix coefficient of a Harish-Chandra module 7r may be 
expressed as an (infinite) sum of terms cs^xs log^Cx). Those s which are minimal 
in their integral equivalence class with the property that some cs^ is not zero I 
call dominant asymptotic characters of the Harish-Chandra module IT. 

An irreducible Harish-Chandra module whose central character is unitary is 
square-integrable if the absolute value of every (or, equivalently, some) matrix 
coefficient is square-integrable on G/ZQ, and tempered if the absolute value 
of every matrix coefficient lies in L2+e(G/Zc) for every e > 0. It is called 
essentially square-integrable (essentially tempered) if it is the tensor product of 
a square-integrable (tempered) module with a character of G. 

Of course these conditions can be read as conditions local on G. In the 
open subset PP°w the volume on G may be expressed as the form dg = 
bp(m)~xdn dm dn°vv. If P is contained in the parabolic subgroup Q then the 
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restriction of S — P to AQ is the same as 8Q. Let pP be the square root of 6P. 
Then since \ lies in X^(AP) if and only if x(a) < 1 for all a in Ap~, the 
conditions local on G translate to: 

PROPOSITION 3.4. Let P be a minimal parabolic subgroup of G. The Harish-
Chandra module (7r, V) is essentially square-integrable precisely when the ab
solute values of the dominant asymptotic characters of n all lie in X^(AP)pP. It 
is essentially tempered when they lie in the closure ofX^(AP)pP in XR(AP). 

A representation of (Q,K) is sometimes called admissible if it satisfies con
dition (HI) and in addition is compatibly a representation of what is called the 
Hecke algebra H (G) (in analogy with a p-adic device), which is the convolu
tion algebra obtained as the direct sum of the right- and left-A'-finite functions in 
C^°(G) and the ^-finite functions on K embedded as distributions on G. It can 
be shown that such a representation possesses matrix coefficients, which means 
that this notion of admissibility is directly equivalent to what I call realizability. 
Perhaps it was introduced (by Jacquet and Langlands) exactly in order to avoid 
the possibility of Harish-Chandra modules which were not realizable. 

4. Representations induced from parabolic subgroups. Given a smooth 
representation (<J^1 £/*) of P, the smooth representation of G induced by it is the 
right regular representation of G on the space 

IndsnV#|/>, G): = {fe C°°{G, U*)\f(pg) 

= °*(P)f(g) for all p e P,g e G}. 

Since G = PK, if GQ is the restriction of a* to K then restricting a function to 
K induces a ^-isomorphism of this with 

Indsm(<70|* (/>),*), 

so that Frobenius reciprocity in the elementary form 

Horner, IndsnVo|^0P), K)) * H o m w ( r , U*) 

implies that if condition (PI) is satisfied then the induced representation satis
fies (HI). The space of the representation may be identified with the space of 
Indsm(ao|A^(F),^) in which case it is realized by certain operators on the latter 
space corresponding to elements of U(q). Two representations a* and <r*x will 
be thus realized on the same space if \ is a character of P trivial on K{P) (that 
is to say, an unramified character of P) since then the restrictions of a* and <7*x 
to K are the same. Let Lpa^ be the inverse of the map defined by restriction to 
K, the /f-isomorphism 

^ : Ind(<7o|*(/>), K) -> Ind(a#|P, G). 
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The representation Indsm(<7*|P, G) varies analytically with a* in the sense that 
the operators Ra^x(X) corresponding to X G U(q), interpreted as acting on the 
fixed space lnd(ao\K(P),K), vary analytically with x-

The topology on the space of the induced representation is that given by the 
semi-norms 

| |/ | |x,,:=sup||fl*/(*)| |,, 
keK 

where X G U(q) and p is a semi-norm on U*. 

PROPOSITION 4.1. If a* is a representation of P of moderate growth then 
the smooth representation induced by it is a representation of G of moderate 
growth, and if <7* is a Harish-Chandra representation of P then the induced 
representation is one of G. 

Proof The first is true since in the factorization of kg as /?*&*, the norm ||#|| 
is the same as ||/?*||. 

The second is well known, but because I will need relevant notation later on 
I recall the proof. Let p = m + n be the Lie algebra of P, and let 

P = pp:Z(q)-+Z{m) 

be the Harish-Chandra map, characterized by the property that for any X G Z(q), 

X-p(X)enU{g). 

This map is an injective ring homomorphism, and the algebra Z(m) is a finite 
module over p(Z($)) (according to [39, 2.3.3.4-5], for example). It is easy to 
see that if a* is trivial on N and / is an ideal of Z(m) annihilating U then p~\l) 
is an ideal of finite codimension in Z(g) annihilating Indsm(cr*|P,G). Since any 
Harish-Chandra representation of P posseses a finite P-stable filtration whose 
quotients are annihilated by n, the proposition follows. 

A trivial form of Frobenius reciprocity holds for this induced representation. 
Let 

A:Indsm(a*|P,G)-^£/* 

be the continuous F-covariant map taking/ to / ( l ) . The following is straight
forward: 

LEMMA 4.2. If (ir,V) is any smooth representation of G, then compositions 
with A induces an isomorphism 

HomGiCOnt(V, Indsm(a#|/>, G)) ^ Honv,cont(V, U*). 
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The (g, A)-module underlying lndsm (a*\P,G) depends only on the (p,K(P))-
module (cr,U) underlying a*. This can be shown by constructing the induced 
(g, A)-module algebraically. In explaining this I follow the treatment in [5, II.2] 
who, however, dealt with a slightly different set-up. Let (a, U) be any Harish-
Chandra module over (p,K(P)), let H be the £/(g)-module HomU(p)(U(q), U), 
and define / = Ind(a\P, G)) to be the subspace of elements (p of H such that 

(a) (f is t-finite; 
(b) (p is invariant with respect to the kernel of the canonical projection from 

K to K, where K is the simply-connected covering of the connected component 
K° of K; 

(c) for any K G K(P)HK0 and X <G U(q), 

(K<P)(X) = a(K)(p(Ad(K~l)X). 

These conditions require explanation. The subspace I(a) of elements of H 
satisfying (a) is clearly a (g, t)-module which as a t-module is a direct sum 
of finite-dimensional subspaces. Hence it may be considered also a represen
tation of (g, A). (Since the inclusion of K into G is a homotopy equivalence, 
K may be identified with a subgroup of the universal covering G of G.) The 
subspace 1^) of elements of I(a) satisfying (b) is then a representation of (g,A°). 
But since K(P) intersects all connected components of K, the group K is the 
product of K(P) and its normal subgroup K°, and condition (c) is exactly what 
is needed to define /(C) as a (g, A)-module. 

One crucial property of the space Ind(a|F,G)) is that a form of Frobenius 
reciprocity holds for it also. Let A be the p-map from H to U taking ip to 
(p(l). When restricted to Ind(a|P, G), it is a (/?, A(F))-morphism. For trivial rea
sons the £/(g)-module Homu(p)(U(q)j U) satisfies a simple version of Frobenius 
reciprocity, and directly from the construction above it follows that: 

LEMMA 4.3. If (ir, V) is a Harish-Chandra module over (g, K), then compo
sition with A induces a bijection: 

Hom(g^)(V,Ind(a|P7G)) ^ Hom(M(/>))(V, U). 

If <7* is an extension of a to P, then when restricted to the subspace of A-finite 
vectors in Ind(o-*|P,G)^ the map A is a (p, A(F))-morphism which therefore 
induces a canonical (g, AT)-morphism into Ind(a|P,G). 

PROPOSITION 4.4. If a* is an extension to P of the Harish-Chandra module 
a over (p,K(P)), then the canonical (g,K)-morphism from the subspace of 
K-finite functions in Indsm(cr*|P, G) to lnd(cr\P,G) is an isomorphism. 

The proof is a little technical (see [5, III.2] for details of a similar result). 
Basically, the conditions (a)-(c) defining the algebraically induced representation 
guarantee exactly that its restriction to K is isomorphic to the subspace of Af
finité elements of Indsm(a*|/>,G). 
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The contragredient of lnd(a\P,G) may be identified with Ind(a^|F,G), by 
means of the canonical pairing into lnd(Sp\P,G), which may be identified with 
the space of one-densities on P\G. 

In the rest of this section I will recall the results and definitions leading 
up to Langlands' classification of irreducible Harish-Chandra modules. All my 
subsequent references will be to [51 since it is convenient, although the original 
results are due to Harish-Chandra, [27], and [29]. Fix throughout the discussion 
a minimal parabolic subgroup R. 

Recall that for any parabolic subgroup F ,XR(AP) is the real vector space of 
positive real characters of AP, and that 

XR(APY = {x exR(AP) I x = l\aeA °a%°a > o}. 

Fix for the rest of this section a minimal parabolic subgroup R. If (7r, V) is a 
tempered Harish-Chandra module over (G,^), then all the dominant asymptotic 
characters \ of 7r lie in the closure of X^(Ap). Choose such a character \ such 
that the set 

0(X) - {<* | Re(^) = 0} 

is maximal, where the sa are defined by the formula \ — Y[ctSa, and let P be 
the parabolic subgroup containing R such that 

AP = p | Ker(a). 
Re(j„)=0 

Then the x_P rimary component a of V/xipV has the property that app1 is a 
square-integrable representation of Mp, so that by Frobenius reciprocity: 

PROPOSITION 4.5. [5 IV.3.5]. If (ir,V) is a tempered representation of(q,K) 
then there exists a parabolic subgroup P of G and a square-integrable Harish-
Chandra module o of MP such that TT embeds as a summand oflnd(app\P1 G). 

Continue to let F be a parabolic subgroup of G. Define XQ(P) to be the 
set of all unramified characters of P. It possesses a canonical structure as a 
complex vector space of dimension equal to the sum of the split rank of G and 
the dimension of AP. Fix for the moment a tempered Harish-Chandra module 
Oo, U) of (mp,K(P)). The integral 

K(f) = [ f(x)dx, 

with values in U, converges for every/ in the space Indsm(crpp|P,G) with sup
port in the Popp-stable open subset PNopp of G and defines a Fopp-covariant map 
from this subspace to the Popp-representation crpopp. Here Popp is a parabolic 
subgroup opposite to P, so that o may be identified with a module over 
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(/7opp,Â'(/,opP)) since the intersection of P and Popp is isomorphic to the Levi 
components of both. For convenience I have written as earlier 

Popp = Upopp-

For any essentially tempered Harish-Chandra module over (m,K(M)) let 

<<x):=|CW| 

It thus lies in XR(AP). If a — o§x with \ £ ^ c ( ^ ) then (a) is the same as the 
restriction of |x | to Ap. Define 

XiT^): = (x e XR(AP) | x = YlQDP
 SQ > R e ^ ) > °}-

It is well known (see [24 VIII. 10] for some of this) that: 

PROPOSITION 4.6. Let a be a Harish-Chandra module over (m,K(M)) which 
is esentially tempered. Then 

(a) If (a) lies in X^~(P) then the integral defining Aa converges for all f 
in Ind(op\P,G), defining by Frobenius reciprocity a G-map Ta taking f to the 
function Aa(Rgf): 

lnd(ap\P, G) — Ind(apopp|/>°PP, G). 

(b) The map Ta is an analytic function of a — croX in tne sense that the 
composition ofTa with ipa is an analytic function of \ when \\\ lies in X^~(P), 
and continues meromorphically to all of XQ{P). 

(c) The map Ta is generically an isomorphism. 

As a consequence of a simple formula for the asymptotic behaviour of matrix 
coefficients in certain directions at infinity: 

PROPOSITION 4.7. [5, IV.4.5-6]. Let a be an essentially tempered representa
tion of M with (a) in X^~(P). Then 

(a) The image of Ta is the unique irreducible {q^K)-submodule of 
I n d ^ o p p l / ^ G ) ; 

(b) Equivalently, the kernel ofTa is the unique proper maximal (Q,K)-stable 
subspace oflnd(crp\P, G). 

In these circumstances define 

7r(F,(j): = this unique irreducible (g,^)-submodule 

ofInd(a0pP |F°Pp,G). 

An analysis of the dominant asymptotic characters of a representation and the 
relationship with embeddings into representations induced from parabolic sub
groups shows that every irreducible Harish-Chandra module can be embedded 
into some IndOpopp^PP, G) with (a) € X^~(P), and in fact: 
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PROPOSITION 4.8. Every irreducible Harish-Chandra module is isomorphic to 

7r(F, o)for some parabolic subgroup P and a an irreducible essentially tempered 

Harish-Chandra module over (p^KiP)) with (a) in X^~(P). The subgroup P 

and module a are unique up to conjugation by an element of G. 

Any character \ in XR(AP) may be identified with an element of XR{AR) since 
the characters 8Q for maximal proper Q containing P span XR(AP) and may be 
identified also as characters of AR. The closure of X^~(R) is in particular the 
union of the images of the X^~(P) as P ranges over the parabolic subgroups 
containing R. Thus (a) may also be considered as an element of XR(AR). 

PROPOSITION 4.9. [5, IV.4.11—13]. Suppose that o is an essentially tem
pered Harish-Chandra module over ( m , ^ ( M ) ) with (a) in X^iP). If TT is 
an irreducible constituent of the maximal proper (g, K)-stable subspace of 
Ind(ap|P,G), with TT isomorphic to 7T(Q,T), then (r) < (a). 

It follows immediately from Proposition 4.7 that for a essentially tempered 
with (a) in X^~(P) the Harish-Chandra module Ind((jp\P,G) is finitely gen
erated. Something more precise will be needed later on. If a is a character 
of R trivial on K(R), the representation Ind(ap|/?, G) may be identified as a 
A'-representation with the space of A'-finite functions on K(R)\K, so that the 
subspace of vectors fixed by K may be identified with the space of constants 
on K. The intertwining operator Ta when it converges, acts therefore essentially 
as a scalar on the subspace of AT-fixed vectors. This scalar can be calculated 
explicitly (see, for example [37]), and it turns out that that when |<J| lies in 
X^~(AR) it is not zero. Since Proposition 4.7(b) asserts that any element of 
Ind(ap|/?, G) not in the kernel of Ta generates Ind(ap|/?, G), the /C-fixed vectors 
in V — Ind(crp|/?, G) for (a) in X^(R) generate V as a (g,AT)-module, which 
is a well known result of [20] and, in a stronger form, [25]. 

A weaker result than the following will do for the moment, but the strong 
version given will play a role further on: 

LEMMA 4.10. Every finite-dimensional (continuous) representation of R is a 
quotient of a sum of representations of the form 

X^UJ^E 

where E is a finite-dimensional representation of G, \\\ lies in X^{R), and uo 

is a finite-dimensional, indecomposable, unipotent representation of A. 

This relatively elementary result is [38, 4.11]. 
As a consequence of this and the remark made just earlier: 

PROPOSITION 4.11. If P is a minimal parabolic subgroup and (cr, U) any finite-
dimensional representation of P, then Ind(cr|/>,G) is a Harish-Chandra module 
over (Q^K) of finite length. 
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Proof. This representation and its contragredient are both finitely generated, 
so that since U(q) is Noetherian it satisfies both the descending and ascending 
chain conditions. 

5. Completions with respect to n. Let (7r, V) be a Harish-Chandra module, 
P a parabolic subgroup. Define 

x\kV: =the subspace of V spanned by vectors of the form 

7r(ï/i). . .7r(i/*)v, 

with the V[ in n and v in V. If V is finitely generated over /7(g), then it is a 
relatively elementary result (perhaps first pointed out in [13, 2.3]) that V is also 
finitely generated over U(n) when P is minimal. 

PROPOSITION 5.1. If P is a parabolic subgroup of G and (7r, V) a finitely 
generated Harish-Chandra module, then V /nkV is a Harish-Chandra module 
over(p,K(P)). 

Proof. If Q is a minimal parabolic subgroup contained in P then the image 
of Q modulo Np is a minimal parabolic subgroup R of MP, and from the remark 
above V jx\pV is a Harish-Chandra module over (mp,K(MP)) finitely generated 
over U(6). But then xxkV/xxk+lV is the surjective image of the tensor product 
of this and the finite-dimensional M^-module nk/nk+l. 

Now let P be minimal. Define 

V[n]i — the projective limit of the quotients K/rt^V, 

the completion of V with respect to the n-adic topology. Note that each V /nkV 
is finite-dimensional since V is finitely generated over U(n). If 

dt: =the completion of U(n) with respect to powers of the 

augmentation ideal n£/(rt), 

then V[n] may also be identified with the tensor product V ®u{n) 9̂ - As ex
plained in [10], there exists for each X in U(q) an integer d > 0 such that 
XnkV is contained in nk~dV for all k ^ 0, so that although each V /nkV is 
only a (p, AT(P))-module, the projective limit V[n\ inherits from V the structure 
of a module over g. Incidentally, since each V /nkV is finite-dimensional, by 
Lemma 2.3 it possesses the structure of a P-module. The space V[nj is therefore 
simultaneously a module over U(q), P, and the completion 9L I will not make 
explicit the compatibility conditions, but point out instead relations with a better 
known type of g-module. Define 

V[n]: = n-adic dual of V[n] 

= elements of Vtrivial on some nkV 

— the union of the subspaces V^n*] 

= the subspace of n-torsion in V. 
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This is a (g,/^-module, annihilated by the ideal IL if V is annihilated by / Ç 

Z(G). 
Note that each quotient nkV/nk+{V is canonically a module over m (or even 

M). Recall that p:Z(q) -^Z(m) is the Harish-Chandra homomorphism. 

LEMMA 5.2. IfV is a finitely generated Harish-Chandra module over (Q,K) 
annihilated by the ideal I of finite codimension in Z(g), then for k sufficiently 
large the p(I)-primary constituent of nkV/nk+lV is null. 

Proof Since Z(ra) is a finite module over p(Z(g)), the ideal of Z(m) 
generated by p(J) has finite codimension also. The lemma is therefore a conse
quence of these observations: (a) the space x\kV/nk+lV is the canonical image 
of the tensor product of V/x\V and the k-fo\d tensor product r*(n) and (b) since 
the positive roots lie in a non-degenerate cone, the &-fold sums of positive roots 
pass off to infinity as k gets large. 

LEMMA 5.3. Any (q^P)-module X annihilated by an ideal I of finite codi
mension in Z(q) such that each subspace X[nk] has finite dimension is of finite 
length. 

Proof Any (g,P)-subquotient Y has the property that Y[n] is non-trivial and 
annihilated by p(I). Apply Lemma 5.2. 

PROPOSITION 5.4. There exists a finite-dimensional P-space W such that the 
{q,Pymodule V[n] is a quotient of the Verma module U(q) <8>u(p) W. 

Proof. If W is a finite-dimensional F-stable subspace generating V[n\ then 
the canonical map from U(q) <g>u(p) W into V[n] is surjective. 

If / : U —> V is a morphism of finitely generated Harish-Chandra modules, 
then induces for each k a map U /nkU —>• V /nkV hence in the limit a (g, F)-map 

The assignment taking V to V[n] (V a finitely generated Harish-Chandra module) 

is therefore functorial, and similarly for V[n] (which is, however, contravariant). 

Just as for completions of finitely generated modules over Noetherian commu

tative rings: 

PROPOSITION 5.5. The functors assigning V[n] and V[n] to V are exact. 

As in the commutative case, this follows from the Artin-Rees Lemma (as 
proven, say, in greatest generality in [28]). 

Much less trivial: 

PROPOSITION 5.6. If V is a non-trivial finitely generated Harish-Chandra 
module, then the canonical map from V into V[n] is an injection. 

If U is the kernel of the canonical map, then it is clearly g-stable, and since 
K(P) meets all topological components of G it is in fact (g, K)-stab\e. By Propo
sition 5.6 U[n] injects into V[n] so in fact U[n] must be trivial. The result therefore 
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reduces to the assertion that if V is a non-trivial Harish-Chandra module then 
V[„] is also non-trivial. By the £/(rt)-version of Nakayama's Lemma, for this it 
will suffice to know only that V/nV is non-trivial. There are now a number of 
proofs of this: the first argument can be found in [12], but perhaps the most 
elegant one is in [3]. 

COROLLARY 5.7. Ifin, V) is a finitely generated Harish-Chandra module then 
for k sufficiently large the canonical (p,K(P))-projection from V to V/xxkV 
induces an embedding ofV into lnd(V /nkV\P,G). If(n,V) is irreducible then 
there exists a (g, K)-covariant embedding of IT in lnd(V /x\V\P, G). 

COROLLARY 5.8. Any Harish-Chandra module has finite length. 

Proof. It is elementary (Lemma 5.3) that any Verma module has finite q-
length. The module V[n] is the algebraic dual of V[n]. Subspaces of V[n] which 
are closed in the trivial topology correspond bijectively to subspaces of V[n]. 
Therefore if V is finitely generated the Corollary follows directly from Propo
sition 5.5. 

Since for any ideal / of finite codimension in Z(q) the ideal of Z(m) 
generated by p(I) has finite codimension in Z(w), so that for a given ideal / 
only finitely many induced representations are annihilated by /. Therefore Corol
lary 5.7 implies that any increasing chain of finitely generated Harish-Chandra 
modules must be stationary. 

The proof of this sketched here is rather intricate when laid out in detail, and 
Harish-Chandra's argument in terms of possible characters has by comparison 
a good deal to be said for it. 

COROLLARY 5.9. / / V is finitely generated Harish-Chandra module then its 
contragréaient is also finitely generated. 

COROLLARY 5.10. IfU is a finite-dimensional subspace of the Harish-Chandra 
module (7r, V) generating V over (Q,K) then every v in V can be expressed as 
a sum ^7r(fj)uj with the u\ in U and f a function in C^°(G) which is K-finite 
on right and left. 

6. The group SL2(R). Some simple examples with the group G — SL2(R) 
illustrate nicely some of the problems this paper is concerned with. Choose for 
the maximal compact subgroup SO2. The group G acts by projective transfor
mations on the upper half plane in C, and through conjugation by the matrix 

(! -i) 
on both the open unit disc D in C and its boundary S. The group K may then be 
identified with rotations around the origin. The disc may therefore be identified 
with G/K, and as algebraic norm on G one may use the right-AT-invariant norm 
induced from the norm (1 — r 2 ) - 1 on the disc. The boundary is the projective 
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real line, and may be identified with G/P where P is the parabolic subgroup of 
upper triangular matrices, the stabilizer of 1. 

I am going to be concerned with several different representations of both 
G and (G,^) arising naturally in this context. To start, let (7r, V) be the rep
resentation of ($, /0 on the space of AT-finite functions on S and (cr, U) that 
on the space of /C-finite one-forms on S. The first may be extended to several 
continuous representations of G, on the spaces: 

V^: = real analytic functions on S 

V°°: = smooth functions on S 

V~°°: = distributions on S 

V~u: = hyperfunctions on S 

Of course we have inclusions 

yu Q yoo g y-oo Q y-UJ ̂  

Similarly the second may be extended successively to analytic one-forms U", 
smooth one-forms U°°, one-currents £/-°°, and hyperforms U~u. Integration 
of the product gives a canonical duality between the two representations of 
(Q, /C), SO that one is the contragredient of the other. Incidentally, in between the 
analytic functions and the smooth ones lie the Gevrey classes, which are also 
interesting (see [21, Sections 1.3, 8.4] for an elementary account and [17] for 
use in representation theory). 

Let e be this character of K: 

C -;')—• 
Thus K acts on the tangent space at 0 in D according to e 2, the function z on C 
is an eigenfunction with character e2, and the one-form dz on C is an eigenform 
also with character e2. The restrictions to S of the powers of z form a basis v„ 
of V, and similarly the restrictions to S of the one-forms un — zn~2dz form a 
basis of U. In other words, the space V is made up of sums 

(6.1) ^2,cnvn 

where all but a finite number of coefficients are non-zero, and similarly for U. 
The elements of the extensions of V (or U) as well as their topologies may also 
be characterized in terms of the Fourier series expansions (6.1): 

(1) The elements of V^ are those infinite sums (6.1) with 

cn = 0(r-W) 
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for some r > 1. The space Vu is as a topological vector space the inductive limit 
[36, Exercises 13.6, 13.7 on p. 134 and Remark (ii) on p. 514] of the spaces 
of such sums for a fixed r, or equivalently the inductive limit of the spaces of 
functions holomorphic on annuli around S. 

(2) Those of V°° are such that with 

cn = 0(\n\~k) 

for all positive integers k, which is thus a Fréchet space with norms ||v?||£: = 
supn \cnn

k\. 
(3) Those of V~°° are such that 

cn = 0(\n\k) 

for some positive integer k. 
(4) The space of hyperfunctions is by definition the topological dual of that 

of analytic one-forms, so that according to [36, Exercise 13.6, p. 134] those of 
V'^ are such that 

cn = Oir^) 

for all r > 1. This also is a Fréchet space, with norms 

llFll • — sun Ir lr'wl \\r Ik* — ^UP \Ln y •> 
n 

where now r < 1. 
All of these topological spaces are nuclear [36, Chapter 50], in particular 

reflexive. Similar remarks apply to one-forms as well. The representation of G 
on any of these spaces is smooth. 

Any function v = Ylc
nvn in V extends uniquely to a harmonic function 

defined on all of C: it is the restriction to S of the function 

(6.2) Fy = ^ Cnfn 

where now/„ is the monomial zn if n is non-negative but z'w', the conjugate of 
z~n, if n is negative. Restriction to S in fact identifies V with the space of all 
^-finite harmonic functions on D. This identification extends to the spaces of 
the extensions to G: 

PROPOSITION 6.1. The map taking if in V to F\ extends to a unique continuous 
(q^Kymapfrom V~UJ to the space of all harmonic functions on D. Furthermore, 
it induces continuous isomorphisms of: 

(a) V^ with the space of all functions harmonic in a neighborhood ofD; 
(b) V°° with the space of all smooth harmonic functions on D; 
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(c) V °° with the space of all harmonic functions on D of moderate growth 
(with respect to the norm (1 — r2)~x). 

These results are classical, but it may be instructive if I recall the proofs. The 
first assertion is straightforward, since if sup„ |c„|rl"l < oo then the series ^2 cn fn 

clearly converges on the disc \z\ < r. The space of all harmonic functions on D 
is given the topology determined by the norms 

| |F | | r :=sup|F(z) | 

No

where r < 1. The map taking ip to F^ is continuous since for r < p < 1. 

l^>|É£|c»|rM£ î-l^M. 

Conversely, a similar estimate shows that any harmonic function on D is the 
image of some (p. 

The arguments for the remaining assertions are not very different. 
Incidentally, by means of this isomorphism it is easy to see that the represen

tation of G on the Fréchet space V"^ is not of moderate growth: if 

F(z) = e ~ ~ 

then 

\\<ir(g)F\\r ~ e&/2a2 

where 

(a 0 \ 

and a tends to 0. 
The disc D is isomorphic to the quotient G/K, and the extension of (p to F^ 

amounts to associating to (p its matrix coefficient (7r(g~{)(p1 uo), as is shown by 
the classical Poisson (or Cauchy) integral formula. Now if (7r*, V*) is any smooth 
representation of G extending TT and v lies in V* then the matrix coefficient 
(7r*(g-1)v, wo) may be identified with a harmonic functon on D. Therefore: 

PROPOSITION 6.2. The representation 7r_a; of G on V_u; is canonically the 
largest smooth G-extension of the Harish-Chandra module n. 

The representation a°° of G on U°° is of moderate growth, and 7r~°° is its 
dual. In fact, if a* is any Harish-Chandra representation extending a then for 
any continuous linear functional A on U* the matrix coefficient (A,cr(g)wo) will 
be a harmonic function on D of moderate growth. In other words the dual 
of the Fréchet space U* embeds canonically into V~°°. This is a continuous 
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embedding. If U were reflexive, this would imply that U°° embeds into £/*, 
which would mean that U°° would be (canonically) the smallest Harish-Chandra 
representation of G. A variation of this argument will prove this minimality: the 
point is, as will be used later on, that there is always a minimal Harish-Chandra 
extension of any Harish-Chandra module, defined in the following manner. If 
<T* is any Harish-Chandra representation of G extending a given Harish-Chandra 
module a, then, as we have seen already, it is in a natural way a module over 
S(G). If W is a finite-dimensional /^-stable space generating U over (Q,K) then 
integration defines a continuous map S(G) <g>W —» £/*. The kernel is closed, 
and the image contains all of U itself (according to 5.10). The image, assigned 
the quotient topology, will be the minimal Harish-Chandra extension of a, and 
since 5(G) is nuclear so is this quotient, hence reflexive. The argument above 
then shows: 

PROPOSITION 6.3. The representation cr°° is canonically the smallest Harish-
Chandra representation of G extending the Harish-Chandra module a. 

Incidentally, a similar argument using C™(G) instead of the Schwartz space, 
together with Proposition 6.2, shows that a^ is canonically the smallest smooth 
extension of a to G, and equal to the image of Ct°°(G)(g) W. This is the simplest 
case of the result of Schmid mentioned in the Introduction, whereas Proposition 
6.3 is the simplest case of one of the main results of this paper. It is not so 
easy to prove that 7r°° is likewise the smallest Harish-Chandra extension of IT. 
One possible argument uses some relatively intricate analysis realizing U as 
one-forms on D. However, as compensation: 

PROPOSITION 6.4. The Harish-Chandra representation ir°° is the largest 
Harish-Chandra extension oft it. 

The proof goes like this: if 7r* is a Harish-Chandra extension then for every v 
in V* the matrix coefficient Fv(g) = (7t{g~l)v,uo) lies at least in V~°°, so that 
we have an identification of V with a subspace of the space of distributions on 
S. According to [15] the vector v can be represented as a sum ]T)7r(/;)v/ with 
each v; in V, ft in C^°(G). But the v/ can be identified with distributions on S, 
so the 7r(fi)vi are smooth functions on S, and therefore v lies in V°°. 

The upshot of these arguments is that explicit realizations of smooth principal 
series and associated spaces lead to strong characterizations of these principal 
series. In the case of 5L2(R) one can use various accidents to carry out these 
arguments, and it is conceivable that arguments close to the ones given above 
might work for more general groups. Of course it is known already (from, say, 
[23] and earlier results of Helgason and others) that some of these realizations 
can be carried out more generally. Nonetheless, the arguments given in the rest 
of this paper will be somewhat different. 

There is another phenomenon occurring here which is important more gener
ally. On the disc the G-invariant non-Euclidean metric is 

(1 -r2)~2(dx2 +dy2) 
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and the corresponding Laplacian 

^non-Euclidean — V* ' ) ^Euclidean-

Expressing the Euclidean Laplacian in radial coordinates, one can see explicitly 
that the singularity at the origin which arises in radial coordinates is regular. The 
nature of this singularity is implicit in the assertion that every function on the 
disc which is harmonic and AT-finite is the restriction of a harmonic polynomial. 
In [23] much use is made of the explicit form of the Laplacian at infinity onG/K, 
and it is again conceivable that a more detailed analysis of differential equations 
associated to elements of Z(g) could replace arguments from this paper. But 
instead I shall use a relatively elementary idea due to Wallach, incorporating 
simple facts about solutions to ordinary differential equations with constant 
coefficients. 

7. Functorial G-extensions associated to principal series embeddings. 
From Lemma 5.2 it follows directly that for k ^ / sufficiently large the canonical 
G-surjection 

Ind sm(V/n /V|P,G)-^Ind sm(V/n*V|/ , ,G) 

induces an isomorphism of their /-primary constituents. Hence: 

PROPOSITION 7.1. (Wallach). For k ^ / sufficiently large the canonical surjec-
tion 

Ind s m(V/nV|P,G)-^Ind s m(V/nAY|P,G) 

induces an isomorphism between the closures of the canonical copies of V in 
each. 

In other words, it makes sense to define the smooth representation 7f, which 
I shall call the large G-extension associated to principal series embeddings, to 
be that of G on 

V: — closure of the canonical image of Vin 

\xvtfm(y jxLkV\P,G) for k large. 

PROPOSITION 7.2. The assignment taking (7r, V) to (W, V) is functorial and left 
exact. 

Proof. Let U and V be two Harish-Chandra modules. A (g,AT)-map/ : 
U —• V induces a F-map from U /x\kU to V /nkV, hence a continuous G-
map from lndsm(U/nkU\P,G) to lndsm(V/nkV\P,G) such that the following 
diagram commutes: 

U — V 

i i 
\ndsm(U/nkU\P,G) —> lndsm(V/nkV\P,G) 
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For k sufficiently large this clearly induces a map from [/ to V, thus giving 
functoriality. 

Given an exact sequence 

0 -+ U -> V -> W -> 0 

we get also an exact sequence 

0 -> U/U n nkV -» V/n*V -» W/rtA'W -* 0. 

Since all these spaces are finite-dimensional, of course this sequence splits 
linearly. Therefore the corresponding sequence of smoothly induced G-
representations splits linearly (and continuously) as well, and in particular the 
image of lntfm{U/U CmkV\P,G) in lnd*m(V/nkV\P,G) is closed. Now by the 
Artin-Rees Lemma again the subspaces U D nkV are cofinal with the x\kU for 
large k, so this gives also a diagram 

77 -> V —• W. 

Injectivity of the first map is clear. Exactness in the middle means that the image 
of 77 in V is the same as the intersection of V with Indsm(£//U H nkV\P, G) in 
•Indsm(V/n*V|P, G), or that the image of 77 in V is closed. 

COROLLARY 7.3. lfU*—+V is an injection of Harish-Chandra modules, then 
U is a topological linear summand of V. 

Proof This follows immediately from the result just proven together with the 
observation that any closed ^-stable subspace of Indsm(a|/>,G) with a finite-
dimensional possesses a closed, A'-stable, linear complement (the orthogonal 
complement with respect to the usual ^-invariant Hilbert norm on Indsm(cr)). 

If (7T, V) is a finitely generated Harish-Chandra module and (71-*, V*) a smooth 
extension to G, I shall call 7r* a Frobenius extension if the continuous G-
morphisms from V* into the representations smoothly induced from a minimal 
parabolic subgroup are the same as those from (7r, V). More precisely, it is re
quired that the inclusion of V in V* induces an isomorphism of each V /nkV 
with the quotient of V* by the closure of nkV*, or in other words it is required 
that V[n] be isomorphic to the topological n-adic completion of V*, the projec
tive limit V[£\top of the quotients of K* by the closures of the nkV*. If V7* is such 
an extension then, by Frobenius reciprocity, for each k the canonical map 

V -+]nd(V/nkV\P,G) 

extends (uniquely) to a continuous map 

V^-^lndsm(V/nkV\P,G)1 
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and hence V* has a canonical image in V. Furthermore: 

PROPOSITION 7.4. The representation (7T, V) is itself a Frobenius extension of 

This follows immediately from the definition. In other words, in a precise 
sense: 

COROLLARY 7.5. The smooth extension (rf, V) is the largest Frobenius exten
sion of (IT, V). 

The following is a fundamental result: 

THEOREM 7.6. / / a is a finite-dimensional representation of the minimal 
parabolic subgroup P then the representation Indsm(a|/>,G) is a Frobenius ex
tension 6>/Ind(cr|P,G). 

This seems to be highly non-trivial. There are several proofs of this known, 
but the only one written down, apparently, is that in [38], about which I shall 
say something in a moment. Another way of expressing this result is this: 

COROLLARY 7.7. If a and rare two finite-dimensional (p, K(P))-modules, then 
every algebraic (g, K)-morphism from Ind(a\P,G) to lnd(T\P,G) extends to a 
continuous one from Indsm(a\P,G) to Indsm(r|/ ,,G). 

I am not sure to whom the first proof of this is to be credited. It had been 
conjectured in the course of correspondence between myself and M. S. Osborne 
as early as 1975, but I did not find a proof until the spring of 1978, at the begin
ning of the collaboration between myself and Noland Wallach. The proof found 
then is rather close to the one presented in [38]. Independently of this develop
ment, it was proven in the special case where a and r are rt-trivial by Kashiwara 
(who has not, as far as I know, published his result). His proof (explained to 
me rapidly in conversation several years ago) begins with an observation of 
C. Rader (thus anticipating W. Schmid) that the given (g,/C)-morphism could 
be extended to a map between analytic vectors. By Frobenius reciprocity this 
morphism therefore amounts to an n-invariant, P-covariant hyperfunction on G. 
The condition on this hyperfunction amounts to asserting that it is the solution 
to a system of differential equations on G which Kashiwara was able to show 
regular and holonomic, and he concludes with a general result that hyperfunc
tion solutions of such systems are in fact distributions. This argument seems to 
me very natural. It puts the result in an illuminating context, whereas the proofs 
found by Wallach and myself are rather technical. I imagine that many of the 
similarly technical proofs of other results in this paper will eventually possess 
elegant replacements. 

I outline the proof ot the Proposition found in [38]. It must be shown that 
if V is lnd(cr\P,G) then the injection of V into Vsm = Indsm(<r|P,G) induces 
an isomorphism of V[n] with V ^ t . Since V is dense in Vsm, it is clearly a 
surjection, so it remains only to show that it is an injection. There are two steps 
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in the proof of this. Step (1) According to Lemma 4.10, the P-representation a 
may be expressed as a quotient of a sum p of P-representation x ® E, where 
E is a finite-dimensional representation of G and x is t n e tensor product of an 
unramified character in X^~(Ap) and an indecomposable nilpotent representa
tion. Let r be the kernel. Thus we have an exact sequence of finite-dimensional 
representations of P: 

O^r-^p-^a-^0 

which induces two exact sequences in a diagram: 

0 • 1(f) > I(p) • V • 0 

Np Sp Nk 

0 — > / s m ( r ) — • / s m ( p ) — • Vsm — > 0 

where /(r) means Ind(r|F,G) etc. Consider the corresponding diagram of rt-
completions in the top row and topological n-completions in the bottom row. It 
is not exact, but it is sufficiently exact that a simple diagram chase shows that 
in order for the canonical map from V[n] to V^t to be an injection, it suffices 
for the associated map for Ind(p) to be one. But on the one hand Ind(£ (g) 
E) is canonically isomorphic to Ind(£) 0 E, and on the other rt-completion 
commutes with tensoring by finite-dimensional representations. Hence, because 
of the stucture of /(p), it suffices now to prove that the result is true when a is 
of the form \ <g) UJ with |x| m

 ^R~(AP) and UJ indecomposable, nilpotent. An 
easy argument on filtrations reduces this in turn to the case a = x- Thus the 
end of the first step is that it remains only to show that the result is true for 
unramified principal series in the positive cone. Step (2). As I have recalled in 
Section 5, if |x| lies in X^~(Ap) then the one-dimensional space of vectors in 
V = Ind(x|^,G) fixed by K generates V. This means that the canonical map 
from U = U(Q) ®u(t) C to V is surjective, and in fact the finer formulation of 
[20] and [25] asserts that if / is the maximal ideal of Z(g) annihilating V then 
the map induced by this one on the quotient U/IU is an isomorphism (for this, 
the theory of harmonic polynomials on q/t is used to show that the restrictions 
to K are the same). But it is relatively simple (see [38, 4.1]) to see that U/IU 
is free over U(n) of rank equal to the cardinality of the real Weyl group, so 
that V must be free over U(n) as well. This is reasonable since one knows 
already for V the existence of intertwining operators into other principal series 
defined by convergent integrals and parametized by WR. For one conclusion 
to the argument from this point on I refer to [38, 4.8 ff.]. Another possibility 
would be to show that the topological completion of Indsm(x|/>,G!) is free of 
rank equal to the cardinality of WR over the completed ring 9t. This amounts 
to a refinement of Bruhat's thesis which I hope to write up soon. As I have 
already remarked several times, this proof is rather elaborate. But I believe that 
it actually gives a result perhaps stronger than Theorem 7.6: it must imply that, 
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at least in the negative Weyl chamber of characters, all n-nilpotent functionals 
are obtained from the standard ones by the two processes of applying elements 
of U(q) to them and also taking derivatives in the parameter s. 

Yet another formulation of Theorem 7.6: 

COROLLARY 7.8. If (a, U) is a finite-dimensional representation of P and 
7T is the induced representaton Ind(a|P7G) then 7f may be identified with 
IndsnV|P,G). 

Proof. Here is an argument I find curious. Consider, for k large, this diagram: 

V=Ind(a|P,G) 

\n&{VlnkV\P,G) > Ind(a|P,G) 

where the lower map n is induced by Frobenius reciprocity from the canonical 
projection from V to U taking/ t o / ( l ) . This diagram commutes, and thus V 
is a summand of each lnd(V /nkV\P,G). According to Corollary 7.7, the alge
braic map Lk extends continuously to one of the smooth induced representations, 
and the horizontal ones does also for trivial reasons, Indsm(cr|P,G) becomes a 
continuous summand of Indsm(V/n*V|P,G). 

COROLLARY 7.9. If (ir,V) is any Harish-Chandra module embedded in some 
Ind(a|F,G), then the closure ofV in Indsm(cr|P,G) is isomorphic to V. 

This follows from left-exactness and Corollary 7.8. 
As observed in Corollary 5.9, the contragredient of a Harish-Chandra mod

ule is also finitely generated. If one embeds V in the representation h — 
Ind(V/nkV |P, G) for large k, then dually we may express V as a quotient of the 
contragredient h of 7*. Define the small principal series completion V_ of V to 
be the topological quotient of the corresponding smooth induced representation 
/ |m by the closure of the kernel of the map from h to V. Since the assignment 
taking V to V is a contravariant functor, the assignment taking V to V_ is easily 
seen also to be functorial (covariant). If V is represented as a quotient of some 
Ind(<7 | P,G) and V is embedded into some Ind(T | f\G), then the algebraic 
(g, ^-composition 

Ind(a | P, G) -> V —> Ind(r | P, G) 

extends continuously to a smooth map between the associated smooth induced 
representations by Corollary 7.7, and this induces a smooth injection which I 
shall call Ky : V_ <̂-> V. In other words, V_ is a Frobenius extension. Since V is 
dense in V_, the injection Ky is the unique continuous extension from V_ to V of 
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the identity on V itself, hence is canonical and in particular does not depend on 
the choice of a or r. I recall that in the Introduction I defined V to be a regular 
Harish-Chandra module if Ky is a surjection or, equivalently (since both spaces 
are Fréchet), a topological isomorphism. I recall also that eventually it will be 
shown that all Harish-Chandra modules are regular. 

PROPOSITION 7.10. If a is any finite-dimensional (p ,K(P)y module and V = 
Ind(cr|P,G) then V_ = Indsm(a|F,G). In other words lnd(a\P,G) is regular. 

The proof of this claim is almost exactly the same as that of Corollary 7.8. 
The functor taking V to V_ is not obviously either left or right exact. The 

following elementary result shows that its exactness is intimately related to that 
of the earlier functor taking V to V (which, I recall, is left exact): 

LEMMA 7.11. Suppose given a commutative diagram 

0 

0 

0 

0 

0 

1 
A2 — A3 

i 1 
x2 — * 3 

Y2 — Y3 

0 

where all vertical sequences, the top row, and the middle row are exact. Then 
Y\ —• Y2 is infective, Y2 —• F3 is surjective, and 

Ker(F2 — Y3) „ A3 

Im(Fi - • Y2) Im(A2) 

I leave this as an exercise. Taking the middle row to be representations induced 
from P9 one sees first of all: 

PROPOSITION 7.12. Iff : U —*V is a (Q,K)-map of Harish-Chandra modules 
and f: U_^V_is the map induced by it then (a) fis injective iff is injective; 
(b) f is surjective iff is surjective. 

But one also sees that the functor taking V to V_ is exact if and only if that 
taking V to V is exact, and indeed the extent to which one functor is not exact 
measures the non-exactness of the other. This observation, I am afraid, does not 
seem to be other than a curiosity. 
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COROLLARY 7.13. If a is finite-dimensional and \n<\{o\P,G) —> V is a sur-
jection of Harish-Chandra modules, then V_ is isomorphic to the corresponding 
quotient of the induced representation Indsm(G\P, G). 

If U and V are submodules of a third Harish-Chandra module X, their sum 
U+V in X is of course again a Harish-Chandra module, and there exist canonical 
embeddings of U_ and V_ in U + V. 

The following is proven by a straightforward chase around this diagram: 

H <-• v_ — > w_ — > o 

I I I 
0 —y U —• V —> W 

LEMMA 7.15. Let 

0 -* U -> V -^ W -> 0 

be an exact sequence of Harish-Chandra modules. IfU and W are regular then 
so is V', and the sequence 

0-+TJ-^V-+W-+0 

is exact and possesses a continuous linear splitting. 

Consequently: 

LEMMA 7.16. A finite direct sum is regular if and only if each summand is. 
If V possesses a filtration of finite length by Harish-Chandra modules such that 
the associated graded modules are regular, then V is regular. 

8. Extensions associated to matrix coefficients. This section is devoted to 
several results due almost entirely to Wallach, whose methods I shall more or less 
follow. I hope to shorten and clarify his proofs by some slight reorganization. 

Generally, in this section 

(7T, V7*) = a Harish-Chandra representation of G 

V = the subspace of #-finite vectors in V* 

LEMMA 8.1. [38, 5.4]. There exists n > 0, a norm p on V*, and for each 
v G V a constant C = Cy with 

|<7T(g)v,V>|SC||g|n|v||, 

for all v G V*. 
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Proof. By Corollary 5.10 there exist elements v b . . . , vn oîV such that any 
v in V may be represented as ^Tr(fi)vi with the f in C™(G). Since the vt 

are continuous, one can certainly find a semi-norm v such that for each of the 
generators v there exists C with |(v, v)| ^ C||v||^ for all v in V*. Since 

<V,TT(/)V> = Jf(h)(ir{h-l)v,v)dh, 

we have the inequality 

|(V, 7T(/)V)| ^ C SUP II^-^VH, ( [ \f(h)\dh) . 

Hence for any v e V there exists C with |(v,v)| ^ ClMI^. But since n is of 
moderate growth, there exist constants C and n and a norm p such that 

| |7T(g)v||^C||g|r| |v| |p 

for all v in V*. 

For the rest of this section, fix the semi-norm p according to Lemma 8.1. 
This semi-norm is actually a norm, which I shall write simply as ||v||. Fix also 
a norm on V by the formula 

II~II l(*"(s)v,v)| 
v : = S U P H n H H -

gecfev \\g\\n\\v\\ 

This definition is of course somewhat arbitrary since it depends on the choice 
of p, but then it will serve only a rather technical purpose. One of its convenient 
features is that if p is ^-invariant on V, as we may assume, then this norm on 
V will be ^-invariant also. 

The norm on V is defined precisely so that the following is just a reformulation 
of Lemma above: 

PROPOSITION 8.2. There exists n > 0 such that 

|<^(g)v,v>|^||v|| | |v|| |U||" 

for any v £ V , v £ V , g G G . 

Of course as it stands, this n may depend on the particular extension V*. The 
next few steps will show that it may be chosen to depend only on the underlying 
Harish-Chandra module. 

Fix now for the rest of the section a minimal parabolic subgroup R. Suppose 
temporarily that P is a maximal proper parabolic subgroup of G containing R 
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and Q a parabolic subgroup opposite to P. Let A be a basis for the roots of the 
adjoint action of AR on XIR. Let a be the unique element of À such that 

AP = f] Ker(/3). 

Use a to identify AP with Rpos, so that Aj~ corresponds to (0, 1). If e is a positive 
character of AR such that e(a) = 0(\\a\\n) on A^ - , then from Proposition 8.2 it 
follows immediately that 

(D) There exists C > 0 such that 

|<7r(a)v,v|)^C||v||||v||e(a) 

for all v in V*, v in V, a in A~^~. 

Call a character e dominant for (7r, V*) if Condition (D) holds and dominant 
for (7T, V) if it holds with V* replaced by V. 

LEMMA 8.3. If e is dominant for (7r, V*) then for each Y in X\Q there exists a 
constant C such that 

|(7r(fl)v,7r(y)v>|^C||v||||v||e(fl)cr(fl)* 

for all a eA^~,v e V,v G V. 

Proof If Y is an eigenvector in X\Q with respect to the character 7 _ 1 , then 

(7r(a)v, 7r(F)v> - 7(fl)(7r(a)7r(y > , v). 

The result follows since 1(a) ^ a(a)k for a in AR~~, and of course the map TT(Y L) 
is continuous on V*. 

LEMMA 8.4. [38, 5.8]. There exist a finite set S in C, m in N, and formal 
series 

fk,s = ^2fk,s,n(v, v)a(a)n (s eS,k^m) 

whose coefficients fk,s,n are continuous bilinear functions on V* <g)V, such that 
for all v E V*, v GV, the matrix coefficient (7r(<z)v, V) is as a function of a G AQ 
asymptotic to 

Y, fk,sa(a)s log"(a(a)) 
s<ES,k^m 

in the sense that for every N 

RN = (7r(tf)v, v) - 2 fkl5,n(x(aY+n logfe(a(fl)) = o(a(af) 
Re(n+s)^N 

k^m 
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as a(a) goes to 0. 
If e is a dominant character o/(7r, V*) and 

F=fkw(y,v) or F=RN(v,v) 

then there exists a constant C such that 

|F(7r(a)v,v)|^Cc(û)||v||||v|| 

for all v in V*, v in V, and a in A^~. 

Proof Let X be a generator of aP, let v i , . . . v/ be a basis for V/xigV, with 
k assumed large. Define the function O with values on [0, co) with values in 
C/ : O(0 = ((7r(exp(dO)v,v/)). Suppose that 7r(X)v/ = Y^ciJ^j defines the 
action of aP on V/nk

QV. Then according to Lemma 8.3 

X O - C O = 0(c(fl)a*||v||||v||). 

The lemma then follows from Proposition A.l and Equations (A.5)-(A.7) of the 
Appendix to this section, if we let k get larger and larger. 

LEMMA 8.5. Any character of AR dominant for (7r, V ) is also dominant for 
(7T,V*). 

Proof Apply the previous lemma to successive maximal proper parabolic 
subgroups, keeping in mind that the coefficients of the asymptotic expansions 
are continuous. 

This amounts to the earlier remark that the order of growth of matrix coef
ficients of extensions of moderate growth depends on the underlying Harish-
Chandra module. More precisely: 

LEMMA 8.6. There exists a single n depending only on V and for each Harish-
Chandra extension V* ofV norms ||v|| and ||v|| on V* and V such that 

K7r(g)v,v>|S||g|r||v||||v|| 

for all g in G, vinV, and v in V. 

LEMMA 8.7. [38, 6.9]. IfV is essentially square-integrable then so is V*. 

Proof. This follows immediately from Proposition 3.4 and 8.5. 

Suppose that v i , . . . , vm are generators for V. Then the map taking v in V to 
the function ((7r(g)v, v/)) on G with values in Cm is a (g,^)-embedding of ix 
into C^(G)m. According to Lemma 8.6, if V* is any Harish-Chandra extension 
of V then this embedding of V extends to a (unique) continuous embedding of 
V* into Bm, where B is (just for the moment) the Banach space of continuous 
functions on G bounded by a multiple of ||g||w. Define V to be the closure of V 
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in the Fréchet space of smooth vectors in Bm. Thus V is therefore in a precise 
way the largest smooth extension of V of moderate growth. In particular the 
definition of V doesn't depend on the initial choice of generators of V. 

PROPOSITION 8.8. [38, 5.10] The canonical injection of V into V is an iso
morphism. 

Proof. It is required to construct a continuous map from V to V extending 
the canonical embedding of V. Following [38] I do this by induction on the 
semi-simple rank of G. Of course for G compact there is nothing to be done. 
Continue to let F be a maximal proper parabolic subgroup of G. Let e be 
dominant for V. Since the matrix coefficients of A'-finite vectors have converging 
asymptotic expansions, we may choose k so large that every non-trivial ( Q , / 0 -

stable subspace of V has terms of order no more than eak in expansion of 
its matrix coefficients. If U is the canonical P -representation on V* modulo 
the closure of n*V*, then the canonical G-map from V* into Ind((7|P,G) is an 
embedding. 

In view of this result, from now I will identify V with V. 
Define 

A(G) := the strong dual of 5(G). 

It contains all functions of moderate growth on G, i.e., those / such that for 
every X G U(q) 

\Rxf(g)\ ^ 
/U,»» = sup < o o 

gee \\g\\m 

for some m > 0, and this in turn contains the subspace 

^umg(G) := {/ G Ci°°(G)|there exists a single m such that ||/||x,™ < oo 

for all X in (g)}. 

Thus Aumg(G) is the space of smooth functions of uniform moderate growth. For 
a fixed m the subspace Anm^m becomes a Fréchet space with the semi-norms 
||/||x,w Assign to Aumg(G) itself the inductive limit topology as in [36: Exercise 
13.6 and Section 50]. The right- and left-regular representation of G x G on 
each of these spaces is continuous and the one on each Aumgim(G) is of moderate 
growth. 

It is a special case of [9, Theorem 1.16] that the space Aumg is the Gârding 
subspace of the right (or left) regular representation of G on A(G). A dual result 
will be needed here: 

LEMMA 8.9. The Schwartz space S(G) is in turn the Gârding subspace of the 
dual of Aumg(G). 
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Proof. Since the space S(G) is Fréchet and nuclear its dual A(G) is nuclear 
according to [35, Proposition 50.6]. Since C™(G) is also nuclear so is the topo
logical tensor product Cc(G)<ê)A(G) [36, Proposition 50.1]. Let B(G) be for the 
moment the dual of Aung(G). Then the coupling (F , / *£>) induces a continuous 
functional on the topological tensor product of the three spaces Z?(G), CC°°(G)), 
and A(G). If D lies in Aumg then this is the same as ( / * F,D). It is straight
forward to conclude from this that if F lies in B(G) and/ in C™(G) then/ * F 
may be identified with an element of the dual of A(G), which is of course S (G). 
Hence the Gârding subspace of 5(G) is contained in 5(G). The implication in 
the other direction follows from [15, Théorème 3.3]. 

Define V_ to be the subspace of V spanned by the 7r(/)v with / in S (G) 
and v in V. This contains V itself according to Corollary 5.10 and may also 
be expressed as the canonical image of the Fréchet space 5 (G) 0 U if U is a 
finite-dimensional subspace of V generating V as a £/(g)-module. Assigned the 
quotient topology it becomes also an extension of V of moderate growth, which 
clearly possesses a canonical and continuous injection into any other smooth 
extension of moderate growth. It is therefore the smallest smooth extension of 
moderate growth, again in a precise sense. 

COROLLARY 8.10 [38, 6.5]. The canonical injection ofV_ into V_ is an isomor
phism. 

Proof. Let U be the contragredient of V. The definition of V_ implies imme
diately, in view of [15], that it is the Gârding subspace of the topological dual 
of U, while V_ is because of Lemma 8.9 the Gârding subspace of the topological 

dual of V. 

From now on I identify V_ with V_. 

PROPOSITION 8.11. Let (7r, V) be an irreducible square-integrable Harish-
Chandra module, and V* the space of smooth vectors in the associated unitary 
representation of G. The canonical injections ofV_ into V* and ofV* into V are 
isomorphisms. 

Proof. From Lemma 8.7 it follows that V is contained in V*. Hence since V 
is the largest possible Harish-Chandra extension, V* and V must be the same. 
By duality, keeping in mind that V* is the Gârding subspace of its own dual, V* 
must agree with V_. 

COROLLARY 8.12. Every essentially square-integrable Harish-Chandra mod
ule is regular. 

Appendix to section 8. Suppose A to be an m by m matrix with complex 
coefficients and S(x) a continuous function on [0, oo) with values in Cm such 
that for some constant Cs and real number s 

(A.l) \\S(x)\\£Cse> 
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This appendix is concerned with the following elementary result and variations: 

PROPOSITION A.l. Any solution y(x) of the system 

(A.2) dy/dx=Ay+S(x) 

possesses a unique decomposition 

y(x) = y\(x) + y2(x) 

where 
(a) y\ is a solution of the homogeneous form of (A.2), i.e., with S(x) = 0, 

which can be expressed as 

each Pc(x) an m-vector with polynomial coefficients and Re(c) > s for each c, 
and 

(b) y2 satisfies 

\\y2(x)\\^C(l+xd)esx 

for some constants d,C > 0. 

Proof Choose Q so that B = Q~XAQ is a sum of blocks B+ and B- such that 
the eigenvalues b of B+ have real parts larger than s and those of #_ have real 
parts at most s. Then y(x) is a solution of (A.2) if and only if z(x) = Q~ly(x) 
satisfies 

(A.3) dz/dx =Bz + T(x) 

where T(x) = Q~lS(x). Furthermore, this equation splits up, so that in effect the 
Proposition must be proven in the two separate cases when (a) all the eigenvalues 
À of A satisfy Re(A) > s or (b) they all satisfy Re(À) ^ s. In case (a) apply the 
formula 

(A.4a) y(x) = eAx (y(0)+ f e~At S (t)dtj - eAx f e~AtS(t)dt 

= yi0c)+y2(x) 

where 

yi(x) = e** (y(0) + j°°e-
A'S(t)dt\ , 

/•OO 

y2(x) = -e
Ax / e-

AtS{t)dt. 
J X 
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In case (b) apply the formula 

(A.4b) y(x) = eAxy(P) + eAx [ e~AtS(t)dt, 
Jo 

or in other words let y 2 be all of y. 

The proof tells much more about the decomposition. The functions y\(x) and 
y2(x) are linear functions of y(0) and S(x), and one can give good estimates on 
their magnitudes in terms of these data. First of all we have in case (a) above 
the estimate 

I l r°° II r°° 

/ e-A'S(t)dt\\ ^ / ||*-*|| \\S(t)\\dt 
\Jo II Jo 

poo 

^CSCA / {\+t{d~x))e-(a-s)'dt 

\a — s (a — s)aJ 

if CA is chosen suitably, where d is the size of the largest blocks in the Jordan 
decomposition of A, and a is the smallest eigenvalue of A. If the (+)-eigenspace 
of A denotes the sum of A-primary components for Re(À) > s, then without any 
assumption relating s and the eigenvalues of A, this translates to the equation 

(A.5) yi(x) = eAx(y + (0) + ys) 

where y+(0) is the projection of v(0) onto the (+)-eigenspace of A and y$, also 
in the (+)-eigenspace, depends only on S and A (not on y) and satisfies the 
inequality 

(A.6) b U S M ^ ^ ) 

where CA again depends only on A and a is now the least real part of an 
eigenvalue of A greater than s. 

Second, an estimate of the integrals 

/

oo px 

eA{x~l)S{t)dt, I eA{x-°S(t)dt 
leads to the estimate 

(A.7) ||y2(.*)|| Û DA(\ +xd)esx(\\y - (0)|| +C5) 

where Cs and d are the same as before, v_(0) is the projection of y(0) onto the 
(—)-eigenspace of A (the complement of the (+)-eigenspace), and DA depends 
only on A and the difference a — s. 
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9. Analytic families of Harish-Chandra modules. Let X be a complex 
analytic manifold, V the space of a representation of K which is simply the 
algebraic direct sum of irreducible finite-dimensional representations, each with 
finite multiplicity. Suppose for convenience that X is connected. There are two 
equivalent ways to describe an analytic family of Harish-Chandra modules based 
on the pair (X, V). In the first more naïve way it is a family of Harish-Chandra 
modules Vx indexed by X and varying holomorphically with x. Each element 
of q thus corresponds to an infinite-dimensional matrix whose coefficients are 
holomorphic functions on X, with the property that all but a finite number of 
entries in each row and column vanish identically. For the second, define V to 
be the sheaf of germs analytic functions on X with values in V, which is simply 
the direct limit of the sheaves of functions with values in finite-dimensional 
subspaces. Then the analytic family becomes a representation of (q,K) on V 
commuting with O (the structure sheaf on X), such that the associated repre
sentation on each fibre is a Harish-Chandra module, whose restriction to K is 
the given one. 

The fibre Vx at a point x is the (g,£)-module <VxjmxVz, where m* is the 
maximal ideal of Ox and Vx is the stalk of the sheaf V at x. If / is any ideal 
of Ox of finite codimension, then since V is a locally free sheaf we have this 
identification of Oz-modules: 

(9.1) {Ox/I)®V*iVxllVx. 

But as a (g, £)-module the structure of U = VxflVx is a bit more complicated. 
Note that it is a module over both (Q,K) and Ox/I, which commute with each 
other. If / and J are ideals of Ox then the product map at least amounts to a 
(g,^)-morphism 

(9.2) (J/I)®Vx-+JVx/lVx. 

It is straightforward to see: 

LEMMA 9.1. If I Q J are ideals of finite codimension in Ox with rr^J Ç / 
then the map induced from the product map (9.2) 

(J/1)®VX->JVX/IVX 

is an isomorphism of (qjK)-modules. 

As a consequence: 

PROPOSITION 9.2. If I is an ideal of finite codimension in Ox then the (Q,K)-
module l/x/Il/x, filtered by the images of the (q,K)-stable modules mx

n1/x, has 
as associated graded module a direct sum of copies of the fibre representation 

vx. 
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It seems difficult to form an intuitive sense about these local representations. 
The simplest example of an analytic family is in some sense the most impor
tant one, and understanding it may help. Let A be the topologically connected 
component of a split torus over R, and let X be X(A), the space of (Cx-valued) 
characters of A. The canonical family of ^-representations over this base space 
is on the direct product A x C, and associates to each \ in X simply the char
acter x- The universal enveloping algebra U(a) maps canonically onto the ring 
of polynomials on X: to a in a corresponds the function taking \ t 0 ^x(aX and 
the representation of a on the analytic family amounts simply to multiplication 
by this polynomial. If I is m* -primary (hence of finite codimension) then the 
representation of U(a) on Ox/I is that on U(a)/I. Duality might improve one's 
intuition about the nature of the local representations: U(a) acts by differenti
ation on the space of functions on A annihilated by the differential operators 
in / , and the pairing (D,F) = DF(\) identifies this with the dual of U(a)/I. 
The dual of the projective limit of the U(a)/an, where an is the n-th power of 
the augmentation ideal, is thus the space of all polynomials in the logarithms 
of (multiplicative) coordinates on A. If A = Rpos, say, then what this amounts 
to is that the polynomials in log(a) of degree n form the subspace of functions 
on A annihilated by the differential operator ad /da. More generally the func
tions as log" (a) span the space of polynomials annihilated by some power of 
ad/da — s, and form the dual of the projective limit of the U (a)/trig, where trig 
is generated by ad/da — s. 

Suppose for the moment that F is a parabolic subgroup of G, and that (px, 11 ) 
is an analytic family of Harish-Chandra modules of P, over the space X and as
sociated to the K(P)-representation space U. Then one can define in the obvious 
way a family I with lx = Ind (ax\P,G), based on the AT-space Ind(a\K(P),K). 
It is useful to observe that one has the canonical isomorphism (from Frobenius 
reciprocity) 

Ix/mx
kIx ^ I n d {Vx/m^Vx\P,G\ 

If Vx is a regular Harish-Chandra module in the sense of the previous section 
and / is an ideal of finite codimension, then according to Lemma 7.16 and 
Proposition 9.2 the quotient Vx/lVx is regular as well, and the identification 
(9.1) extends to a topological isomorphism: 

(9.3) (0X/I)®V*1>X/IVX. 

This means, for example, that if / is an ideal containing / then the image of 
\VX in Vx/lVx is closed. 

If we have two analytic families of Harish-Chandra modules 11 and V based 
on X then an analytic (g,AT)-map T from the first to the second is simply a 
(^^-morphism of O -sheaves from 11 to <]/, acting say as % on the stalk 11x 

and with fibre map 7^. It is said to be meromorphically invertible when there 
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exists an analytic map S from V to 11 and a scalar analytic function c(x) such 
that the composition of S and T as well as that in the other direction amount 
to multiplication by c(x). 

Assume now that X has dimension one. Fix a point x in X, and let z be 
a parameter for m = m*. To make notation bearable, drop the subscript x 
when not confusing. Assume given two families 11 and V with the fibres 
Ux and Vx regular. For each positive integer m define Um to be the quotient 
ll/m^ll, and similarly for Vm. Assume given an analytic map T from 11 to 
V, 5 a meromorphic inverse such that the composition of 5 and T amounts 
to multiplication with the analytic function c, and let ft be the order of c at 
x. Then the composition of T and S also amounts to multiplication by c. 
By functoriality, each of the maps induced by T from Um to Vw extens to 
a continuous G-map Tm : £/m —> Vm. The following elementary result is the 
lynch-pin of the entire paper: 

PROPOSITION 9.3. Ifm^2n, the image ofTm is closed. 

Proof. Fix m, and just refer to S, T, £/, V, etc. Let CV, CV be multiplication by 
c on U, V. The beginning of the proof is the remark (which follows from (9.3)) 
that the image of the map C u is closed, and in fact the kernel of multiplication by 
zm~n. I now claim that Im(7) is the same as S (Im(Cf/)), which will therefore 
prove the proposition. To verify this claim, the only difficulty is seeing that if 
v lies in V with 5(v) = C(u) for some u in U, then v lies in Im(7). But under 
this assumption T(u) — v lies in Ker(S) on the one hand, and on the other 

Ker(S) Ç Ker(Cv) (since TS = Cv) 
Ç Im(CV) (since m ^ 2n) 
Ç Im(jT) (again since TS = CV). 

This concludes the proof. 

10. The main theorem. The next few results could have just as easily been 
proven earlier. 

LEMMA 10.1. If a is a regular Harish-Chandra module over (p,K(P)) then 
Ind(cr|/%G) is a regular Harish-Chandra module over (Q,K). 

Proof. Let R be a minimal parabolic subgroup contained in P. From regular
ity, a fits into the diagram of (z/t, #(M))-modules 

/ s m ( x | ^ F ) ^ a ^ / s m ( r | / ? , F ) , 

where the first map is surjective and the second has closed image. According to 
Lemma 7.15 there are continuous linear splittings of these maps, so that inducing 
in turn to G we have a corresponding diagram 

Indsm(x|#, G) -> Indsm(cr|/% G) -+ Indsm(r|/?, G), 
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where again the first map is surjective and the second has closed image. 

From Lemma 10.1, Corollary 8.12, the Proposition 4.5 it follows immediately 
that: 

LEMMA 10.2. Every essentially tempered Harish-Chandra module is regular. 

Another technical consequence of earlier results: 

LEMMA 10.3. If U is regular and U —>V is surjective, then V is regular. 

Finally we come to the main result of this paper: 

THEOREM 10.4. Every H arish-Chandr a module is regular. 

According to Lemma 7.15 it suffices to prove this for irreducible Harish-
Chandra modules. The proof will proceed by a kind of induction (used by [5] 
and [40] in different context), based on the classification (recalled in Section 
4) of Langlands, together with the algebraic interpretation in Section 9 of the 
meromorphicity of intertwining operators. 

Define (temporarily) the rank of an irreducible Harish-Chandra module (7r, V) 
in the following recursive manner: If ir is of the form Ind(cr|P, G) with a essen
tially tempered and (a) in X^~(P) (i.e., as opposed to being a proper quotient) 
then the rank of TT is defined to be 0. In general, if TT is a proper quotient TT(P, a) 
then it is one more than the maximal rank of any constituent of Ind(<j|/), G) 
other than n itself. It is Proposition 4.9 that assures that this definition is not 
circular. 

The proof of Theorem 10.4 now goes by induction on the rank of the repre
sentation (7T, V). If it has rank 0 then it is regular by Lemmas 10.1 and 10.2. 
Suppose now that it is a proper quotient n(P, uo). Recall that TT is then the image 
of the intertwining operator 

TU0 : 1nd(uo\P, G) — Ind(u*>|Popp, G), 

which by Proposition 4.6 is analytic and meromorphically invertible in the neigh
borhood of UJQ. Let Su be a meromorphic inverse; i.e., a map running back the 
other way such that the composition ST amounts to multiplication by a holo-
morphic scalar function cu. Let Q be a small one-dimensional line segment 
through the representation LJQ, situated regularly so that the restriction of c^ to 
X is not identically 0. Let n be the order of the zero of cu at UJQ. Introduce no
tation to conform to Section 9: Let Zl be the family lnd(uj\P1 G), V the family 
Ind(o;o|Fopp,G),S and T the maps S^ and T^,x the point a;, etc. Let m — 2n^C 
the endomorphism of either U or V induced by cw. Let 

X = the image of UJC1(U = Umxm in V jC1(V = Vm 

Y — the image of m* V in Vm 

Z = the sum of the two subspaces X and Y in Vm. 
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Thus ix is the quotient of Z/Y. Let X, Y7Z be their closures in Vm (this notation 
is consistent by Corollary 7.9). By Lemma 9.3 the subspace X is the image 
of Um in Vm with respect to T m , and by Lemma 10.3 the representation X is 
regular. In order to show that n is regular, it suffices by Lemma 10.3 to show 
that the subspace Z in Vm is the sum of the closed subspaces X and Y. Since 
the representations X and Y are regular, X = X and F = H, and since Z is the 
linear sum of X and Y_ (by Corollary 7.14), it must in effect be shown that Z is 
regular. 

First of all, the Harish-Chandra module Z has finite length by Corollary 5.8 
and since every occurrence of 7r is already in X, every component of Z/X has 
rank smaller than that of n. So by the induction assumption and Lemma 7.15 
the quotient Z/X is itself regular. I have already remarked that X is regular. 
Therefore Z itself is regular. 

The consequences of this main result I now summarize: 

COROLLARY 10.5 Let (a,U) and (n1 V) be smooth Fréchet representations 
of G of moderate growth such that the underlying K-finite subspace VK is a 
Harish-Chandra module. Any linear (g, K)-map from UK toVK extends uniquely 
to a continuous G-map from U to V, and the image of the extension has closed 
range. 

This is because the quotient of U by the closure of the kernel of the original 
map is a Harish-Chandra representation. 

COROLLARY 10.6. //(7r, V) is a smooth Fréchet representation of G whose 
underlying Harish-Chandra module is generated by the finite-dimensional sub-
space U, then every element in V is a finite linear combination Ylfiui w^n tne 

ut in U and the f in S(G). 

11. The asymptotic behaviour of matrix coefficients. Let (7r, V) be a 
Harish-Chandra module. In Section 8 the main arguments described in rela
tively crude terms the asymptotic behaviour of matrix coefficients 

(7T(g)v,v) 

where v lies in V, the space of the Harish-Chandra representation extending n, 
and v is a ^f-finite vector in the contragredient of ir. This crude description has 
been refined somewhat in Section 7 of [38], but with the same assumption on 
v. In this section a much more precise description of asymptotic behaviour of 
matrix coefficients will be given, and under the much weaker assumption that 
v lies in the space of the contragredient Harish-Chandra representation. This 
description appears to be new. 

The real point is to define local semi-norms on sections of the sheaves As,m 
on the Oshima completion G. I do this first in great generality. For a while, 
let F be a cube \yt\ ^ e in Rq and Z a cube 0 é zt è e in Rn, and let X be 
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Y x Z. I shall label the yi the transverse and the z; the corner coordinates. Then 
for a finitely generated N-stable subset S of C and m in N" define the space 
As,m = As,m(^ ) to be that of all functions on the subspace {z, > 0} of X which 
may be expressed as a finite sum 

(11.1) J2 fs^slogk(z) 
s£S,k^m 

where each/,* is a smooth function on the closed cube Z x F , and it is assumed 
that all but a finite number of the/5^ are null. I want to make A$,m into a Fréchet 
space. 

To make the description a bit easier to follow let me first deal with the one-
dimensional corner X = [0, 1]; i.e., take q = 0, n = 1. Defining a topology on 
As,™ even in this simple case proceeds in several steps. 

Step (1). Let/ in As,m be expressed as in (11.1). The functions fs^ are hardly 
unique, since they may be mutually and easily modified in (0, 1]. However 
I claim that, roughly speaking, the Taylor series of the fs^ at 0 is uniquely 
determined by / , so that the image of each fSik in the ring of formal series 
C[[z]] is essentialy well defined. The roughness in the statement is because two 
of the possible indices s may differ by an integer. However, after combining 
terms it may be seen that every / in As,m determines a unique formal power 
series 

] T cSikz
s\ogk(z) 

seS,k^m 

which is in fact an asymptotic series for/ as z —» 0. It is even a strong asymptotic 
series for/ in the sense that its derivatives give the asymptotic expansions of 
the derivatives of/. The uniqueness of asymptotic expansions is well known but 
I recall the argument here: Let D be for the moment the differential operator 
zd/dz. Thus 

Dzs log*(z) = szs log*(z) + kzs log^^z). 

Suppose that a is the maximum value of Re(>s) as s ranges over S. Then for any 
/ in A$,m and extremal s in S 

,. 1 (U(.D-t))f_ 
^ZMog"(z) H(s-t) ~ *" 

where each product is over all t in S with Re(Y) = <r, t ^ s. An inductive 
argument shows then that in the strong symptotic expansion 

sES,k^m 
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each coefficient cs^ is uniquely determined by the asymptotic behaviour of / 
and its derivatives as z —• 0. 

Step (2). Define CQ°[0,1] to be the subspace of functions in C°°[0,1] vanish
ing of infinite order at 0. It is the kernel of the map taking/ to its formal Taylor 
series/ at 0, hence closed in C°°[0,1]. Furthermore, according to the theorem 
of E. Borel [36, Theorem 38.1] every formal series in z is the Taylor series of 
some smooth function, so that all in all this sequence is an exact sequence of 
Fréchet spaces: 

(11.2) 0 — C0°°[0? 1] — C°°[071] -> C[[z]] — 0. 

The remark that the Taylor series of the fs^ are determined, coupled with this 
remark, means that we also have an exact sequence of Fréchet spaces 

(11.3) 0 -> C n o , 1] — As,m — As,m — 0, 

where A^m is the space of formal series of terms cs^zsklogk(z) (s hboxinS,k ^ 
m). 

Step (3). The space As,m may be identified with the projective limit of the 
finite-dimensional quotients 

(11.4) As,m/mlAs,m, 

where m is the maximal ideal in C°°[0,1] comprising functions vanishing at 0. 
It is a Fréchet space with semi-norms |c.s,*|. The space CQ°[0,1] is also a Fréchet 
space with the semi-norms 

where D is some power of zd/dz, a a positive integer. I claim now that there 
exists a unique topology on the space A^m making the sequence (11.3) into a 
continuous exact sequence of Fréchet spaces. 

If the sequence (11.3) were to possess a continuous splitting, then there would 
be no problem, but of course it does not. The projections onto the quotients 
(11.4), however, do split, and in a rather trivial way. In other words, if/ lies in 
As,m and a is any real number then 

/ - ] T cSikz
slogk(z) = o{z°). 

Re(s)^a 

The semi-norms 

\cs,k\(s £S,k^m) 
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Z \£ J 

define the Fréchet topology required. 
The case where the transverse space Y has arbitrary dimension is almost as 

simple, with the functions fSjk taken in C°°([0,1] x Y ) or, equivalently, the 
coefficients cSik taken as elements of C°°(Y ). 

For the case of higher dimensional corners X = Y x Z, the notation seems 
to be necessarily cumbersome. Let A be the set { 1 , . . . , n} and 0 Ç A. Define 
XQ to be the part of the boundary of X where zz- = 0 for / not in 0 . Thus the z; 
for / in 0 are parameters on Xe, and XA is just X itself. For any z in CA let z© 
be its canonical image in C0 . Finally, let J© be the ideal in C°°(X) of functions 
vanishing along X(A — 0), generated by the z, with / in 0. 

To every function in C°°(X) may be associated its formal power series along 
one of the boundary pieces X(0). Hence every section of As,m(X&) determines 
as well a formal series expansion 

] T cs,kz
s
e\ogk(ze) 

sea(S),k^a(m) 

where each of the coefficients cSik is now a section of A^s\p(m)(X(S)). Define 
A[®1 to be the space of such formal series. By a simple generalization of the 
arguments given above in the one-dimensional case, and in particular by a mild 
extension of the theorem of E. Borel already mentioned (and the simplest case of 
Whitney's extension theorem), the map (P@ taking/ in As,m(XA) to its image in 
ÂJPJj is surjective. The kernel is the subspace which I call momentarily I^As^m 

of functions in As,m(XA) with all the fs^ vanishing of infinite order along Xe-
Hence we have an exact sequence 

(11.5) 0 — l£°As,m — As,m — ft£% — 0. 

Arguing by recursion on 0 one can prove as in the one-dimensional case: 

PROPOSITION 11.1. There exists on the space As,m a unique structure as 
Fréchet space such that all the exact sequences (11.5), as 0 ranges over all 
subsets of IS., are exact sequences of Fréchet spaces. 

In effect the semi-norms are defined by recursion on the dimension of the 
corner. There is a slight different way to phrase this result. The intersection of the 
kernels of all the îfomay be identified with the subspace C™(X) of functions in 
C°°(X) vanishing of infinite order along the corners. This is a Fréchet space. The 
topology on As,m(X) is determined in fact by the conditions that (1) the topology 
induced on the subspace C^°(X) be the usual one and (2) the projections &Q for 
0 the complement of a single element in A are continuous. 

This construction can be applied to define local semi-norms on the sections 
of the sheaf %sm over G. Unless the centre ZQ of G is compact, the space of 
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global sections of this sheaf will not be a Fréchet space, but generally only an LF 
space, since G is only a partial compactification. However, if/ is an ideal of finite 
codimension in Z(g) the sections of this sheaf annihilated by / are completely 
determined by their values in a compact subset of G. More explicitly, any ZG-
finite function on G is determined by its values in an infinitésimal neighborhood 
of G*, the intersection of the kernels of the R-rational characters of G, and the 
closure of G* in G is compact. Hence for any ideal / of finite codimension in 
Z(g) the semi-norms defined locally on this sheaf makes the subspace As,m(I ) 
of such sections into a Fréchet space. It is straightforward to verify that this 
subspace becomes therefore the space of a Harish-Chandra representation of the 
product G x G. 

In the next result, suppose (71-, V) to be a Harish-Chandra module over (g, K) 
annihilated by the ideal / of finite codimension in Z(g). Let U be the contragra-
dient V. Matrix coefficients give a canonical embedding of the tensor product 
V ® U into the space of global sections of Jls,m over G, which extends by 
Theorem 10.4 and functoriality to a continuous map from V<g)U into the same 
space. 

THEOREM 11.2. The image ofV<g)U coincides with the closure of the image 
ofV ®U inAs,m(I). 

This says not only that the matrix coefficients 

(7r(g)v,v) (v eV,v eTJ) 

possess a certain asymptotic behaviour, but yields as well the curious bonus that 
any function with such asymptotic behaviour is a limit in some sense of such 
matrix coefficients. 

The sheaves %s,m occur frequently in harmonic analysis, in particular in the 
theory of Whittaker models. 
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