
SOME APPLICATIONS OF SPACES 
OF ENTIRE FUNCTIONS 

LOUIS DE BRANGES 

A Hilbert space, whose elements are entire functions, is of particular interest 
if i t has these properties: 

(HI ) Whenever F(z) is in the space and has a non-real zero w, the function 
F(z)(z — w)/(z — w) is in the space and has the same norm as F(z). 

(H2) For each non-real number w, the linear functional defined on the 
space by F(z) —> F(w) is continuous. 

(H3) Whenever F(z) is in the space, F*(z) = F(z) is in the space and has 
the same norm as F(z). If E(z) is an entire function satisfying 

(1) \E(z)\ < \E(z)\ 

for y > 0 (z = x + iy), we write E{z) = A (z) — iB(z), where A (s) and B(z) 
are entire functions which are real for real z, and 

K(w, z) = [B{z)A{w) - A(Z)B(W)]/[T(Z - w)]. 

Let !Q(E) be the Hilbert space of entire functions F{z) such tha t 

\\F\\*=f\F(t)/E(t)\*dt< co, 

with integration on the real axis, and 

\F(z)\*< \\F\\*K{z,z) 

for all complex z. For each complex number w, K(w, z) belongs to § ( £ ) as 
a function of z, and 

F{w) = (F(t),K(w,t)) 

for every F(z) in &(E). As shown in (9), a Hilbert space, whose elements are 
entire functions, which satisfies (HI ) , (H2), and (H3), and which contains a 
non-zero element, is equal isometrically to some such &(E). 

A useful quan t i ty associated with a given E(z) is the corresponding phase 
function </>(x). Suppose for simplicity t ha t E(z) has no real zeros and t h a t 
E(0) = 1. Then <j)(x) is to be the continuous determination of the phase of 
E(x) which vanishes a t the origin. The points where <t>(x) = 0 (mod w) are 
jus t the zeros of B{z), which are real and simple. The points where <j>(x) = w/2 
(mod 7r) are the zeros of A (z), which are real and simple and are lodged between 
zeros of B(z). The location of these zeros is significant in the formula of (8) 
for mean squares of entire functions. A phase function is essentially determined 
by a knowledge of these points. 
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THEOREM I. Let Ei(z) and E2(z) be entire functions which satisfy (1), have 
no real zeros, and have value 1 at the origin. Let #i(x) and 4>2(x) be the corre
sponding phase functions. If </>i(x) = faipc) whenever 4>i(x) = 0 (mod TT/2) or 
02(x) = 0 (mod 7r/2), then tan </>2(x)/tan <j>i(x) is a positive constant. There is 
an entire function G(z) which is real for real z and has no zeros, such that 
F(z) —>G(z)F(z) is a linear isometric transformation of §CEi) onto &(E2). 

Under these conditions, the spaces §(-Ei) and &(E2) are equivalent as far 
as any of the deeper structural properties are concerned. Therefore, the phase 
function </>(x) associated with a given E(z) may be regarded as essentially 
determining § ( £ ) , and </>(x) is essentially determined by a knowledge of the 
points where <j>(x) = 0 (mod TT/2). This set contains the origin and has no 
limit points, but is otherwise arbitrary. 

THEOREM II. Let \(/(x) be a continuous, increasing function which has value 0 
at the origin. Then there is an entire function E(x) which satisfies (1), has no 
real zeros, and has value 1 at the origin, for which the phase function <t>(x) agrees 
with \l/(x) whenever <j>(x) = 0 (mod T/2) or \p(x) = 0 (mod T/2). If 

(2) J(l + / 2 ) - i# (0 < » , 
E(z) may be chosen of genus 0 or 1. In this case, if W(z) is the choice of a function 
analytic for y > 0 such that 

(3) |>°sW* + ̂ >l = ï J V f V 7 
and W(0) = 1, we may choose E(z) so that Bf (0) = 1 and E(z)/W(z) is never 
negative for y > 0. Then E{z) is uniquely determined by W{z). 

Entire functions which are real for real z and have only real zeros frequently 
occur in analysis, and then usually in pairs F(z) and G{z) whose zeros separate 
each other. In this case, F{z) — iG{z) need not satisfy (1) since, instead, 
F(z) + iG(z) may satisfy (1). Furthermore, (1) implies a growth restriction 
on the ratio G(z)/F(z). 

THEOREM III. If E(z) is an entire function which satisfies (1), then 

when y 5e 0, with absolute convergence of the integral. 

But if (4) is satisfied, there is always a space of entire functions present. 

THEOREM IV. Let F{z) and G(z) be entire functions which are real for real z 
and have only real simple zeros. Suppose that there is a continuous, increasing 
function yp(x) of real x such that the zeros of F{z) are just the points t where 
xf/ (t) = TT/2 (mod 7r), and the zeros of G (z) are just the points t where \p(t) = 0 
(mod 7r). / / F(z) or G(z) has at least one zero, and if 
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for y ^ 0, with absolute convergence of the integral, then either F(z) — iG(z) or 
F(z) + iG(z) satisfies (1). 

The construction of Theorem II is of special interest for particular choices 
of yp(x). 

THEOREM V. Let \p (x) be a uniformly continuous increasing function which has 
value 0 at the origin. Then, there is an entire function E(z) of genus 0 or 1 which 
satisfies (1), has no real zeros, and has value 1 at the origin, for which the phase 
function <f> (x) agrees with \j/ (x) whenever <j>{x) = 0 (mod T) or \p(x) = 0 (mod x), 
and such that <j>f {x) is bounded. 

THEOREM VI. Let r > 0 be given in Theorem II. A sufficient condition that 
E{z) can be chosen of exponential type r, and not of smaller type, such that 

(6) / ( l +Z 2 ) - 1 l og+ |£ (* ) | ^ < oo 
is that 

(7) / ( l +*2 ) -M*(0 - rt\*dt < oo. 

Applications of these constructions depend on a theorem of Beurling and 
Malliavin (1), which has this consequence for Hilbert spaces of entire functions. 

THEOREM VII. Let E(b, z) be an entire function of exponential type r(b) > 0 
and not of smaller type, which satisfies (1) and (6) and has no real zeros. If the 
phase function 4>(b, x) has a bounded derivative, and if 0 < r{a) < r(b), then 
there is an entire function E(a, z) of exponential type r{a), which satisfies (1) 
and has no real zeros, such that {Q(E(O)) is contained isometrically in § ( J E ( 6 ) ) . 

Now let us consider a problem in Fourier analysis. If c > 0 is given and if 
X is a given closed subset of the real line, does there exist a measure of finite 
total variation, supported in X, whose Fourier transform jeixt dn(t) vanishes 
in [ — c, c] and does not vanish identically? Since this is a difficult question to 
answer for general sets, we shall reformulate the problem using methods from 
the Bernstein problem (7). 

THEOREM VIII. Let c > 0 be given and let X be a closed subset of the real 
line. A necessary and sufficient condition that there exist a measure n of finite 
total variation, supported in X, whose Fourier transform Jeixt dfi(t) vanishes in 
[ — c, c] and does not vanish identically, is that there exist an entire function S(z) 
of exponential type c, and not of smaller type, which is real for real z, has only 
real simple zeros all in X, satisfies (6) and 

(8) E is'(orx<œ-
S(t)=0 

In this case, /JL may be taken with support at the zeros of S(x) and with mass 
<S,,(0~1 at each such zero t. 
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This theorem is interesting because it makes us look at discrete subsets 
of X which have a density. However, (8) is not easily verified from a knowledge 
of the zeros of S(z). Fortunately, there is another formulation of the problem. 

THEOREM IX. Let E(z) be an entire function which satisfies (1), has no real 
zeros, and has value 1 at the origin. Let <j>{x) be the corresponding phase function 
and let c > 0. Then, condition (B) below is a sufficient condition for (A). If 

(9) £ (i + /W(*)<». 
sin 0(0=0 

(B) is also a necessary condition for (A). 

(A) Whenever 0 < a < c, there is a measure n of finite total variation, sup
ported in the set of points t where <t>(t) = 0 (mod w), whose Fourier transform 
jeixt dix(f) vanishes in [ — a, a] and does not vanish identically. 

(B) Whenever 0 < b < c, there is an entire function Eb(z), which satisfies 
(1) and has no real zeros, such that §(£&) is contained isometrically in &(E) 
and 

(10) lim y-1 \og\E(iy)/Eb{iy)\ = b 

as y —» +oo. 

Condition (10) has been discussed previously from a different point of view 
in Theorems VIII, IX, and X of (13). A partial answer to these questions may 
now be obtained by applying Theorem VII. 

THEOREM X. Let r > 0 be given and let \p(x) be a uniformly continuous, 
increasing function of real x which satisfies (7). Whenever 0 < a < r, there is 
a measure \x of finite total variation, supported in the set of points t where \j/(t) = 0 
(mod 7r), whose Fourier transform jeizt dfx(t) vanishes in [ — a, a] and does not 
vanish identically. 

The theorem has applications to a problem of Levinson (17, chapters 
VIII and IX). If X is a given closed subset of the real line, does there exist 
an entire function of minimal exponential type which remains bounded on X 
and is not a constant? 

THEOREM XI. Let a > 0 and let \x be a measure of finite total variation on the 
Borel sets of the real line whose Fourier transform Jeixt dn(t) vanishes in [ — a, a] 
and does not vanish identically. If K{z) is an entire function of minimal ex
ponential type which remains bounded on the support of n, then K(z) is a constant. 

Therefore if ^(x) is a uniformly continuous, increasing function which 
satisfies (7) for some r > 0, an entire function of minimal exponential type, 
which remains bounded at the points t where yf/(t) = 0 (mod 7r), is a con
stant. An existence theorem for entire functions of minimal type, bounded 
on certain sets, can be obtained from a theorem of Levinson as it is formu
lated in (5). 
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THEOREM XII . Let ((an, bn)) be a sequence of disjoint intervals to the right 
of x = 1 such that 

(11) EG»"1*»-1 < « 
and 
(12) E f o - o » ) 2 * » - 1 * » - 1 = » . 

Then, there is an entire function of minimal exponential type which remains 
bounded on the real complement of \J(an, bn) and is not a constant. 

Theorem III will be proved first since it provides an estimate used in the 
proof of Theorem I. Otherwise, the theorems are proved in numerical order. 

Proof of Theorem III. Since E(z) satisfies (1) by hypothesis, the function 
f(z) = B{z)/A(z) is defined and analytic for y > 0, and Re( — if(z)) > 0, and 
|/(0) + i\ > 1. By the Poisson representation of a function positive and har
monic in a half-plane, there is a non-negative measure /* on the Borel sets of 
the real line and a number a > 0 such that 

for y > 0. From a similar representation of Re( — if(z)), we obtain f(iy) = 0{y) 
as y —> +°° , by the Lebesgue dominated convergence theorem, and so a = 0. 
Since /(s) is analytic across the real axis except for poles, /x is an absolutely 
continuous measure with density log|/(x) + i\. We have shown that 

(.3) .osl/W + ^ / f ^ ^ U 
for y > 0, where the integrand is positive since f(z) = f*{z) is real for real 
z. Estimates from this representation will show that f(z) satisfies (6) and that 

(14) lim r~l J log+ \f(reie) \ sin 6 dd = 0 

as r —> °°. The argument of Boas (2, pp. 92-93) now allows us to establish 
the representation 

(15) log\f(x + iy)\ =^~ J log 1/(01 M 
(t-x)2-y2dt 

for y > 0, with absolute convergence of the integral. Since /*(z) = f(z), the 
same formula holds for y < 0, and this establishes (4). 

Proof of Theorem I. By Theorem III, (4) holds with absolute convergence 
of the integral if we take E(z) = Ei(z) or E(z) — E2(z). Therefore, the 
function 

f(z) = [B2(z)/A2(z)]/[B1(z)/Al(z)] 

satisfies (15) when y ^ 0, with absolute convergence of the integral. Since 
A 2 (z) IA1 (z) and B2(z)/Bi(z) are entire functions which have no zeros by 
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hypothesis,/(s) is an entire function and it has no zeros. Because of (15),/(g) 
has minimal exponential type by an estimate of M. G. Krein (cf. Boas 2, 
p. 132). Since this function has no zeros, it is a constant. Since Ei(0) = 1 and 
£2(0) = 1 by hypothesis, /(*) = JB2 '(0)/Si'(0), where 5 / ( 0 ) and J32'(0) are 
positive (cf. 8, Lemma 2). If f(z) = c2, where c > 0, then 

G(z) = (r^B2{z)/B1{z) = cA2(z)/A1(z) 

is an entire function which is real for real z, has no zeros, and satisfies 

K2(w,z) = K1(w,z)G{z)G{w) 

for all complex z and w. If F(z) is a finite linear combination of the functions 
K\{w, z)G(w), with w complex, this identity implies that G(z)F(z) does belong 
to §(£2), where it has the same norm as F(z) in §(£1) . Since such combina
tions are dense in §(.£1), F(z) —» G{z)F(z) is a linear isometric transformation 
of &(Ei) into §(£2). Similarly, F(z)—> G{z)~l F(z) is a linear isometric 
transformation of §(£2) into §(£1) and each transformation is onto. 

Proof oj Theorem II. For each n = 1, 2, 3, . . . , let T/^(X) = ip(x) whenever 
|^(x)| < \n arctan x\ and let ^n{x) = w arctan x otherwise. Let An(z) be the 
unique polynomial with value 1 at the origin, whose zeros are real and simple 
and occur at the points t where yj/n(f) = TT/2 (mod T). Let Bn(z) be the unique 
polynomial with derivative 1 at the origin, whose zeros are real and simple 
and occur at the points t where \[/n(t) = 0 (mod 7r). These polynomials are 
real on the real axis, and An(x) always has the same sign as cosi/^(x), and 
Bn(x) always has the same sign as sin^w(x). A study of sign changes will 
show that 

Bn'(x)An(x) - An'{x)Bn{x) > 0 

whenever \pn(x) = 0 (mod ir/2). If the degree of Bn{z) is no more than that 
of An(z), there is a real number kn such that 

Bn(z)An(zr1 = kn+ £ BnWAn'ity^z-ty1 

An(t)=0 

and so 

Re(-iBn(z)/An(z)) = y E - 5 „ ( 0 An'{t)^ \t - z\~2 > 0 
An(O=0 

for y > 0. This inequality implies that An(z) — iBn(z) satisfies (1). The same 
conclusion can be reached by a partial fraction decomposition of An(z)/Bn(z) 
if the degree of Bn(z) is larger. In any case, 

Re(-iBn(z)/An(z)) > 0 

for y > 0 by (8, Lemma 1). By the Poisson representation of a function 
positive and harmonic in a half-plane, there is a number pn > 0 such that 

Re(-iBn(z)/An(z)) =pny + y £ -Bn(t) An'it)'1 \t - z\~2 

An(l)=0 
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when A„(z) ^ 0. Since An(0) = 1 and Bn'(Q) = 1 by construction, we obtain 

l = Pn+ L -tn-
2Bn(t)/An'(t) 

An(t)=0 

on dividing by y and letting z —> 0. It follows that the functions Bn{z) / An{£) 
are uniformly bounded on any bounded set at a positive distance from the 
real points t where \p(t) = TT/2 (mod ir). By compactness, there is a sub
sequence (fn(z)) of these functions which converges uniformly on any bounded 
set at a positive distance from these real points. The limit function f(z) is 
defined and analytic in the complement of the same set of points. Since 
Re( — ifn(z)) > 0 for y > 0 and every n, we have Re( — if(z)) > 0 for y > 0. 
By the Poisson representation of a function positive and harmonic in a half-
plane, there is a non-negative measure /x supported in the real points t where 
\f/(f) = TT/2 (mod 7r) and there is a number p > 0 such that 

R e ( - i f W ) = £y + y J\t - z\~* dfx(t) 

for y > 0. If i/(t) = 0 (mod ir),fn(t) = 0 for large values of n, and so f(t) = 0. 
We know that /(s) is real for real z since this is true of every fn(z). Since 
fn(0) = 1 for every n,f(0) = 1 and f(z) does not vanish identically. Since 

/'(*) =J(*-*)-*d/x(o >o, 

the function f(x) increases in each interval of continuity. Since f(x) is known 
to vanish on the left and right of each point t where \p(t) = T/2 (mod ir), 
each such point must be a singularity for f(z) and carries a positive mass 
for ix. The uniqueness of the function f(z) with the said properties is clear 
from the proof of Theorem I. Therefore, it was unnecessary to pass to a 
sub-sequence, and 

/(*) =lim Bn(z)/An(z) 

as n —> oo. By the Weierstrass factorization, there exists an entire function 
A (z) which is real for real z and has real simple zeros, all at the points t where 
\f/(t) = T/2 (mod 7r). Then, B(z) = f(z)A(z) is an entire function which is 
real for real z and has only real simple zeros, the points t where \f/(t) = 0 
(mod 7r). Since Re( — iB(z)/A (z)) > 0 for y > 0 by construction, E(z) = A (z) 
— iB(z) satisfies (1). This function clearly has the required properties. 

If (2) holds, A (z) may be chosen of genus 0 or 1 by the Hadamard factoriza
tion. There is a sequence (hn) of real numbers such that 

A (z) = lim An(z) exp(hnz), 

B (z) = lim Bn (z) exp (hnz) 

uniformly on bounded sets. Then, En(z) = An(z) — iBn(z) is a polynomial 
which satisfies (1) for every n and 

E(z) = lim En(z) exp(hnz) 
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uniformly on bounded sets. Since \En(x + iy)\ is a non-decreasing function 
of y > 0 for each fixed x by (11, Lemma 2), \E(x + iy)\ is a non-decreasing 
function of y > 0 for each fixed x. By the same lemma, 

E{z) = F(z) exp(— as2), 

where F{z) is an entire function of genus 0 or 1 which satisfies (1), and a > 0. 
Since 

B(iy)/A(iy) = 0(y) 

as y —> +oo by the Poisson representation, and since 

log\A(iy)\ = o(y*) 

by the choice of A (z) of genus 0 or 1, we have 

(16) log\E(iy)\ = o{y*) 

as y —» +°° . Therefore, a = 0 and E{z) = F(z) has genus 0 or 1. 
In the absence of additional conditions, the function E{z) so constructed 

contains an undetermined factor of exp(fcs), h real. Let W(z) be the choice 
of a function, defined and analytic for y > 0, which satisfies (3). Since \p(x) 
is a continuous, increasing function by hypothesis, the boundary value 
function W(x) = lim W(x + iy) is defined for all real x, as y \ i 0, and 
|W(x)| > 0. The function W(z) is chosen by hypothesis so that W(0) = 1. 
We have seen that \E(x + iy)\ is a non-decreasing function of y > 0 for each 
fixed x and that (16) holds. By the Poisson representation of a function positive 
and harmonic in a half-plane, 

(17) -|;log \E(x + iy)\ = ^ly j \t - z\~*d<j>{t) 

for y > 0. Because of (3), we have 

^- log \E(x + iy)/W(x + iy)\ = TT'V J I* - * r 2 d [ * ( 0 - *(0] 

for y > 0, where — T < <£(x) — \f/(x) < ir for all real x. If the arbitrary 
exponential factor in E(z) is chosen so that 

Re(ilog[E(x + iy)/W(x + iy)]) = ir^yjlt - z\~2[(l>(t) - f(t)] dt 

for y > 0, it follows that E(z)/W(z) is never negative. Of course, this formula 
refers to the continuous determination of the said logarithm, for y > 0, which 
vanishes at the origin. Conversely, if E{z)/W{z) is never negative, this last 
formula certainly must hold and uniqueness follows. 

Proof of Theorem IV. By interchanging F(z) and G(z) and making a trans
lation, if necessary, we may suppose that ^(0) = 0. By multiplying these 
functions by real constants, we may restrict ourselves to the case in which 
7 (̂0) = 1 and G'(0) = 1. These normalizations do not affect the conclusion 
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of the theorem since (1) for F(z) — iG{z) is equivalent to the positivity of 
Re( — iG(z)/F(z)) for y > 0, and since (1) for F(z) + iG(z) is equivalent to 
the positivity of Re(iG(z)/F(z)) for y > 0. Let E{z) be defined for \f/(x) as 
in Theorem II , with A (0) = 1 and 2?'(0) = 1 as in the proof of the theorem. 
Then 

/(*) = [G(z)/F(z)]/[B(z)/A(Z)] 

is an entire function with no zeros, which is real for real z and has value 1 
a t the origin. Since (4) holds by Theorem II I and since (5) holds by hypo
thesis, formula (15) is valid with absolute convergence of the integral when 
y 9e 0. As in the proof of Theorem I, f{z) is a constant , equal to 1 by its value 
a t the origin. Since E{z) satisfies (1) by construction, and since G(z)/F(z) 
= B(z)/A(z) for all complex z, F(z) — iG(z) satisfies (1). 

Proof of Theorem V. Since \f/(x) is uniformly continuous, it satisfies (2), and 
there is an entire function B (z) of genus 0 or 1 which is real for real z, has 
only real simple zeros all a t the points t where \p(t) = 0 (mod x), and has a 
derivative of 1 a t the origin. By Laguerre's theorem (cf. Boas 2, p . 23) the 
function A (z) = Bf (z) is real for real z and has only real simple zeros which 
are distinct from the zeros of B (z). In proving the theorem, Boas shows 
t h a t 

(18) Re(iA(z)/B(z)) = y £ \t - z\~2 > 0 
B(t)=0 

for y > 0. Therefore, E(z) = A (z) — iB(z) is an entire function which satis
fies (1), has no real zeros, and has value 1 a t the origin. The associated phase 
function <f>{x) clearly has the property t ha t $(x) = yp(x) whenever 4>{x) = 0 
(mod 7r) or yf/{x) = 0 (mod T ) , since such points x are jus t the zeros of B(z). 
Since tan </>(x) = B(x)/A(x), the choice of A(z) implies t ha t <//(x) = 1 when
ever <t>(x) = 0 (mod 7r). From (18), we obtain 

(19) 4>'(x) = Y, (t - x)~2 sin2 4>(x). 
sin 0 (0=0 

Since \p(x) is uniformly continuous by hypothesis, there is a number ô > 0 
such t h a t \\p(x) — y//(i)\ < TT whenever \x — t\ < d. Our calculations are 
simplified if we choose ô < TT/2. Then \x — t\ > ô whenever \ip(x) — yp(t)\ > x. 
By the construction of E(z), we have \x — t\ > ô whenever |$(x) — <K0| = * 
and </>(x) == <j)(t) = 0 (mod ir). Let a be any fixed real number such t h a t 
<j>(a) = 0 (mod T ) . When \a — x\ < | ô , (19) yields the est imate 

<t>'(x) < Z) sin2 cj)(x) (x — a + n8)~2 

< 7T2 8~2 sin2 cj)(x) s in_ 2[x(x — a)/8], 

which implies t ha t 

cot<t>(x) — (7r/ô)cot[7r(x — a)/8] 
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is non-decreasing in this interval. Since this function is continuous at x = a 
and has value 0 there, 

cot20(x) > (7r/<5)2cot2[7r(x - a)/d] 

for \x — a\ < §<5, and therefore $'(x) < (ir/ô)2 for these values of x. From 
(19) we see that the same estimate holds when x is at a distance of J<5 or 
more from the zeros of B(z). Therefore, the same estimate holds for all real x. 

Proof of Theorem VI. Since ^(x) is increasing, the convergence of (7) implies 
that 

(20) l im^(x)/x = r 

as |x| —>oo, and therefore \j/(x) satisfies (2). Let E{z) be chosen of genus 0 
or 1. If log E{z) is defined continuously for y > 0 so as to vanish at the origin, 
we have the inequality 

(21) Ke{i?rl log E{z)) > 0 

for y > 0. This inequality is generally true for entire functions of genus 0 
or 1 which satisfy (1), have no real zeros, and have value 1 at the origin. It 
is most easily verified for polynomials; the general case follows on passing 
to a limit by (11, Lemma 1). In the polynomial case, the inequality follows 
from the fact that 1 — z/w satisfies (21) if i(w — w) > 0. By (16) and the 
Poisson representation of a function positive and harmonic in a half-plane, 

(22) Re^iz-1 log E(z)) = TT"1 y J \t - z\~2 <t>(i)/t dt 

for y > 0. By (7) and the theory of the Hilbert transform, there is a function 
f{x) in L2( — oo,00) such that 

Rejf(x) = [0(x) — rx]/x 

for almost all real x, and 

(23) 0 = J(t - z)~lf{t)dt 

for y < 0. If we define 

(24) /oo = (2iriyif(t-zyif(t)dt 

for y > 0, we then have 

/(z) =Tr-iyj\t-z\-*f(t)dt 

for y > 0, and hence 

Re/(z) = Re(i[\ogE(z) + irz]/z). 

By the Cauchy-Riemann equations, there is a real number c such that 

[log E(z) + irz\/z = c — if(z). 
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By altering E(z) by an exponential factor, we may suppose t h a t c = 0. In 
this case, our choice of f(z) implies tha t 

(25) / ( l + / 2 ) - 1 l o g 2 | £ ( * ) | ^ < oo 

and 

(26) log \E(x + iy)\ = ry + ir'1 yf\t - z\~2 log \E(t)\ dt 

for y > 0. By the Krein est imate (cf. Boas 2, p. 132), E{z) has exponential 
type. Since (23) implies (6), we have 

(27) lim r~l log \E(reiB)\ = r sin 0 

as r —> co for 0 < d < w, by the Lebesgue dominated convergence theorem. 
Since E(z) satisfies (1), it has type r and does not have smaller type . 

Proof of Theorem VI I . Let 9ft (a) be the set of all entire functions F(z) of 
exponential type a t most r(a) such tha t 

f\F(t)/E(b,t)\2dt < oo. 

If F(z) is in 2ft(a), then 

; a + *2)-1 iog+ \F(t)/E(b, oi * < « 

by Jensen's inequality. By the absolute convergence of (26) for £ ( 6 , z), F(z) 
satisfies (6) and hence 

lim sup |x | _ 1 log |F(x) | = 0 

as \x\ -> oo by Boas (2, p. 97). By (11, Lemma 11), F{z) belongs to &(E(b)). If 

r(a) - r(b) < h < r(b) - T(O), 

the same argument will show tha t eihz F{z) belongs to JQ(E(b)). By taking 
the limit in the metric of &(E(b)), we see t ha t the same conclusion holds for 

T(O) - r(b) < h < r(b) - 7 » . 

Conversely, a function G (z) in &(E(b)) such tha t eihz G(z) belongs to $£{E{b)) 
whenever 

r(a) - r(b) < h < r(6) - r (a) 

is of exponential type r{a) because of (26) for E(b, z) and the defining inequali ty 
of &(E(b)). I t follows tha t 5D?(a) is a closed subspace of &(E(b)). I t clearly 
satisfies the axioms (HI ) , (H2), and (H3) when considered in the metric of 
&(E(b)). If there is a non-zero element in SDî(a), then 901(a) is equal isometric-
ally to JQ(E(O)), where E(a, z) is an entire function which satisfies (1). Since 
F{z)/(z — w) belongs to 99? (a) whenever F(z) belongs to 9ft (a) and F{w) = 0, 
E(a, z) has no real zeros. Since every F{z) in &(E(a)) has exponential type a t 
most a, E(a, z) has type a. The problem now is to show tha t 9ft(a) contains a 
non-zero element. 
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We shall do this by constructing an entire function K(z) of exponential type, 
which satisfies (6), such that 

(28) j\K(t)E(b,t)\-2dt < oo. 

Then, by a theorem of Beurling and Malliavin (1), there is an entire function 
F(z) of exponential type a, which is bounded on the real axis and does not 
vanish identically, such that K{z)F{z) is bounded on the real axis. In fact, 
the construction can always be made so that F(z) and K(z)F(z) are the 
Fourier transforms of square integrable functions which vanish outside of 
some finite interval. Because of (28), such a function F(z) belongs to SO?(a). 

To construct K(z), let c > 0 be chosen so that <$>' (b, x) < c for all real x. Let 

W(z) = eicz/E(b,z) 

and 

\p(x) = ex — cj)(b, x). 

Then, yf/{x) is a continuous, increasing function of real x which has value 0 
at the origin, and \W(x + iy)\ is a non-decreasing function of y > 0 for each 
fixed x. Since 

log \W(iy)\ < cy} 

Formula (3) holds for y > 0 by the Poisson representation of a function 
positive and harmonic in a half-plane. Since \//'(x) is bounded, (2) holds. Let 
E(z) be chosen for \p(x) as in Theorem II so that E(z)/W(z) is never negative 
for y > 0. Let f(z) be the choice of a function, analytic for y > 0 and con
tinuous in the closed half-plane, such that Re/(s) > 0 and/(s) 4 = W(z)/E(z). 
By the Poisson representation of a function positive and harmonic in a half-
plane, there is a number p > 0 such that 

Ref(z) = py + 7T-1 yj\t - z\~2 Ref(t) at 

for y > 0, and hence 

f(x + iy) = 0{x2) 

as \x\ —>• oo for each fixed y > I. Since \W(x + iy)\ is a non-decreasing function 
of y > 0 for each fixed x, 

\E(x + iy)E(b,x)\-1 = 0(x4) 

as \x\ —» oo for each fixed y > 0. Therefore, (28) holds if we choose 

K(z) = (z + ih)bE(z + ih) 

for some number h > 0. The function K(z) is of exponential type r = c — r(b) 
and satisfies (6) because (26) holds for y > 0 with absolute convergence of 
the integral. This completes the proof of the theorem. 

Proof of Theorem VIII. Let S(X) be the space of continuous complex-
valued functions f(x) of x in X such that limf(x) = 0 as \x\ —> oo, in the 
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non-compact case. We consider S(X) as a Banach space in the uniform 
norm. Let E be the space of entire functions F{z) of exponential type at 
most c such that Km F(x) = 0 as \x\ —> » . If ^ is a measure of finite total 
variation on the Borel sets of the real line, whose Fourier transform Jeixt dixit) 
vanishes in [ — cy c], then J F(t) dixit) = 0 by (5, Theorem I), since e~a]v] F(iy) 
is bounded by Boas (2, p. 82). Conversely, if /x is a measure of finite total 
variation on the Borel sets of the real line such that JF(t) dixit) = 0 for 
every F(z) in £ , then Jeixtdfx(t) = 0 in [-c,c], for [eihz - eihw]/iz - w) 
belongs to £ as a function of z for every complex number w when — a < h < a. 
Since we have 

j[em - eihw]/(t - w) dix(t) = 0 

by the choice of /*> 

feihtdnit) = limwfiw - t)~l em dn(t) 

= limweihwjiw - t)'1 dixit) = 0 

by the Lebesgue dominated convergence theorem if we let \w\ —•» °o with w 
on the upper or lower half of the imaginary axis, depending on the sign of h. 

Let U(E) be the convex set of all real-valued measures of total variation 
at most 1, supported in X, such that JV*' dixit) = 0 in [ — c, c], or equivalently, 
J Fit) dixit) = Ofor every F(z) in E. By the Krein-Milman convexity theorem, 
U(E) is the closed convex span of its extreme points in the weak topology 
induced by Ê(X). A useful property of such measures is given in (6) as a 
lemma to the Stone-Weierstrass theorem. If g(x) is a Borel measurable function 
of x in Xj which is essentially bounded with respect to |/i|, such that 
J Fit) git) dixit) — 0 for every F{z) in £ , then g is equal to a constant a.e. 
with respect to \ix\. Equivalently, if fix) is in LHIMI) and if j'fit) dixit) = 0, 
there is a sequence (Fn(z)) in E such that /(#) = lim Fn(x) in the metric 
of Lli\fx\). These conclusions depend essentially on the fact that F*(z) belongs 
to E whenever F iz) belongs to E. 

If ix is any fixed element of U(E) with j\d/xit)\ = 1, let 

Miz) = sup \Fiz)\f 

where Fiz) ranges in the elements of E with f\F(t) dn(t)\ < 1. Since 

[Fiz) - Fiw)]/iz - w) 

belongs to E whenever F(z) belongs to E, 

f[Ht)-F(z))/(t-z)dv(t) =0 

for all complex z. When z is not real, 

\F(z)j(t - z)-idv(t)\ < M - ' / W f l d/«(0l 

and hence 

(29) jfW|J((-»)-^(0|<W-' 
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by the arbitrariness of F(z). Since /x is real and does not vanish identically, 
j(t — z)'1 dn(t) does not vanish identically for y > 0. Since this function is 
bounded by 1 for y > 1, 

(30) J ( l + x2)-1 log- \j(t - x - i)-1 dix(t)\dx > -co 

by Boas (2, p. 85). Since 1 belongs to E and \x has total variation 1, M(z) > 1 
for all complex z. It follows from (29) and (30) that 

J ( l + t2)'1 log M(t + i) dt < oo. 

By Boas (2, p. 93), the inequality 

log \F(x + £y2)| < c\y2 — 3>i| + 7r~1\y2 — yi| J|/ — x + iy2 — iyi\~2 

X log* \F(t + iyi)\dt 

holds for every F{z) in E when yi F^ y2. If /1^(0 d/x(*)| < 1, then 

log \F(x + iy2)\ < c\y2 - yi\ + ir~l\y2 - yi\f\t - x + iy2 - iyx\-* 

X log M{t + iyi) dt. 

By the arbitrariness of F(z), 

(31) log Mix + iy2) < c|y2 - yi| 
+ TT"1!^ — yi| / |* — x + iy2 — iyx\~

2 log Af (/ + iyi) dt 

when 3̂1 ̂  y2. Since the integral has been shown to be finite when yx = 1, it 
converges for all values of yi by the semi-group properties of the Poisson 
kernels under convolution. Therefore, M(z) is finite and locally bounded in 
the complex plane. 

Let us show that an entire function G{z) which vanishes a.e. with respect 
to |jit| must vanish identically if G(z)/M(z) is bounded in the complex plane. 
To see this, observe that 

g(z) = G(z) / (« - t)-^ dy.it) = j[G(t) - G(z)]/(t - z) dn(t) 

is an entire function. For if [a, b] is any finite interval, 

g{z) = f G(t)/(t - z) dy.{t) - G(z) P l/(t - z) d„(0 
^ -oo J-a, 

+ \[G(t) -G(z)]/(t-z) d^t) 

J»oo /»oo 

G(f)/(t - z) d^it) - GOO l/(f - z) d^it), 
b ^ b 

where the first two terms are analytic in the complement of the real segment 
( -co , a) and the last two terms are analytic in the complement of (b, oo). 
Since the middle term is a limit of Riemann-Stieltjes partial sums, boundedly 
for z in any bounded set, it is an entire function. We have shown that g(z) 
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is analytic for y > 0, for y < 0, and across the real segment (a, b). By the 
arbitrariness of a and b, g{z) is an entire function. If \G(z)/M(z)\ < k, we have 

\g(z)\ < kM(z)\J(t - s)-1^*)! < k bh1 

for all complex z. Since 
/»2TT 

l og |g ( s ) |< (27T)-1 log|g(Z + e")|<W 
«Jo 

J»2TT 

log I s in f l r 1 ^ 
o 

for all complex z, g(z) is a constant by Liouville's theorem and vanishes 
identically by estimates at the far end of the imaginary axis. Since 
/ ( / — z)~l dn(t) does not vanish identically, G(z) vanishes identically. 

With /JL still held fixed, let 9K be the space of all entire functions G(z) such 
that G(z)/M(z) is bounded in the complex plane, and G(x) = lim Fn{x) in 
the metric of L1(|/x|), where (Fn(z)) is a sequence of elements of E. Since 

(32) \F(z)\ <M(z)J\F(t)dfx(t)\ 

for every F(z) in E, by the definition of M(z), every F(z) in E belongs to SDÎ. 
If Fn{x) —» G(x) in the metric of i1(|/x|), 

\Fm{z) - Fn(z)\ < M(z)j\Fm(t) - Fn(t)\dv{t) 

for all complex z and hence H{z) = lim Fn{z) exists uniformly on bounded 
sets. Since H(z) belongs to $1 and since H(x) = G{x) a.e. with respect to |/*|, 
H(z) = G{z) for all complex z. Therefore, 5DÎ determines a closed subspace 
of Ll(\ii\) and (32) holds for every F{z) in 9K. 

The argument depends on showing that certain special functions belong 
to 9W. Let us show that if G(z) is an entire function which belongs to Z,1(|/x|) 
and if G{z)/M{z) is bounded in the complex plane, then [G{z) — G(w)]/(z — w) 
belongs to 9W as a function of z for every complex number w. To see this, we 
must show that if h(x) is any Borel measurable function such that \h(x)\ < 1 
and J>(*) h(t) dn(t) = 0 for every F{z) in £ , then 

L(z) = J[G(t) - G{z)]/{t - z) h(t) dn(t) 

vanishes identically. Since 

F(z) L(z) = j[F(z) G(t) - F(t) G(z)]/(t - z) h(t) dn(f) 

for every F(z) in E, we have 

\F(z) L{z)\ < M-i \F(z)\j \G(t) dn(t)\ + b | " i \G(z)\ 

if f\F(t) dn(t)\ < 1. By the arbitrariness of F(z), 

\L(z)\ < \y\-lf\G(t) d»(t)\ + M-* \G(z)/M(z)\. 

Since G{z)/M{z) is bounded, L(z) vanishes identically by an argument earlier 
in the proof. Since h(x) is arbitrary, [G(z) — G(w)]/(z — w) does belong to SO?. 
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If jit is actually a non-zero extreme point of U{E), we obviously have 
J\dfx(t)\ < 1. Every element/(x) of i1(|/z|) such that Jf(t) dixit) = 0 may be 
identified with a unique element F(z) of 9JÎ. Since jdix(t) = 0, the support 
of IJL contains more than one point. If (a, b) is any finite interval which con
tains at least two points of the support of /x, there is certainly an element f(x) 
of LKH) such that J\f(t) d»(t)\ < 1 and Jf(t) dn(t) = 0, and f(x) = 0 a.e. 
with respect to |/z| outside of (a, 6). Since f(x) is equivalent to an entire 
function F(z) in 9K and since 

r ino^wi=o= r \F(t) dn(t)\, 
the support of IJL is contained in the union of (a, b) with a discrete set. By the 
arbitrariness of a and 5, the support of /x has no finite limit points. 

If to and /i are distinct points in the support of JU, consider the function 
f(x) which vanishes at all other points of the support of /x and has 

/(*o)/*({*<>}) = to-h, 
/ (* I )M({*I}) = h -to. 

Since //(£) d/*(£) = 0, f(x) = F(x) a.e. with respect to /x, where ^(s) is in 
2)t. Therefore, S(z) = (so — £o) (z — ti)F(z) is an entire function which vanishes 
on the support of /x. Let w be any other zero of S(z). Since (z — /0)_ 1( s — h)~lS(z) 
belongs to 9ft and since this space contains difference quotients, 

(z - to)'1 (z - h)'1 (z - «O-tfO*) 

belongs to 9ft. It follows that 

(z - to)'1 (z - w^Siz) = (z - to)'1 (z - h^Siz) 

+ (w - h)(z - to)-1^ - h)~l(z - w^Siz) 

belongs to 9ft. This function vanishes at all points of the support of ju except 
for to and w if w is in the support of /x. Since this function must have mean 
zero with respect to /x and since it has a non-zero value at to, w — tn is a real 
number in the support of /x and 

0 = / ( / - hy^t - tn)-iS(t) dnit) 

= S'{tn) (tn - to)'1 UL({tn}) - (4 - to)-1. 

It follows that S'(tn) ^ 0 and that 

/*({*»}) = S'(tn)-K 

The entire function 

g(z) =S(z)j(z-t)-id»(t) 

has value 1 at the zeros of S(z). If 

|(z - U)-1 (z - / 0 - i 5 ( * ) | < kM(z) 
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for all complex z, then 

| g ( 2 ) |< k \(z - /„)(* - *,)| M(z) |J(2 - 0 - 1 dp(t)\ 

< k\y\-l\(z-t0)(z- h)\. 

An argument above will show that g(z) is a linear function, which is identically 
1 by its value at the zeros of S(z). Since 

JF(t) (z - t)~ldix{t) = F(z)j(z - tyidvtf) 

for every F(z) in 9JJ when y ^ 0, 

(33) E ^ (0 S ' (0 _ 1 (* - t)-1 = F(z) Sizy1 

whenever S(z) ^ 0. When F(z) = 1 an argument similar to the proof of 
Theorem III will show that 

log \S(x + iy)\->- < 7T-1 \y\J\t - z\-Hog \S(t)\~idt 

with absolute convergence of the integral for y > 0. By Boas (2, p. 92), 
there is a number a > 0 such that 

log \S(x + iy)\ = a\y\ + ^ \y\ j\t - z\~* log \S(t)\ dt 

for y ?± 0, with absolute convergence of the integral. In particular, S{z) 
satisfies (6), and it has exponential type by the Krein estimate (cf. Boas, 2r 

p. 132). Since S(z) (z - h)~l (z - h)-1 is in 9K and since (31) and (32) hold, 
S(z) has type at most c. By the Lebesgue dominated convergence theorem 
in (33), 

F(iy) = o(S(iy)) 

as |^| —» oo for every F(z) in 9JÎ, and hence every F{z) in E. By the arbitrariness 
of F(z), S(z) is not of smaller type than c. Since we may choose F(z) = 1 in 
(33), S(z) is real for real z. We have seen that S(z) has real simple zeros and 
that (8) holds with a sum of 1. 

The necessity is now clear since 3Jt(E) must contain a non-zero element. 
Although the argument is essentially the same as that of (7), we have taken 
care to give the proof in detail because our previous argument contains gaps 
which are not easily filled. The sufficiency is quite clear from previous work 
and need not be reproduced so carefully. By (7, Lemma 2) Formula (33) must 
hold for every F(z) in E. If /x is the measure defined in the statement of the 
theorem, we have JF(t) dix(t) = 0 for every F{z) in E by (7, Lemma 1) and 
hence jeixt dfx(t) vanishes in [ — c, c]. 

Proof of Theorem IX. If (B) holds and if a is given, choose b so that 
a < b < c. By (13, Theorem VIII), eihz F(z) belongs to §(E6_a) as a function 
of z when — a < h < a. Because of (13, Theorem X), the orthogonal comple
ment of fQ(Eb-a) in § (E) has dimension greater than 1. Therefore, there is an 
element G(z) of &(E) which is orthogonal to §(£6_ a) and does not vanish 
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identically. By (13, Theorem V) , we may choose G(z) in the closure of the 
domain of multiplication by z in § ( £ ) . By the formula of (8), which is justified 
by (10, Theorem VB) , 

7T X) F{t)eintG(t)Bf{ty1A{t)-l = {F(t)emt,G(t)) = 0 
B(t) = 0 

for — a < h < a, with absolute convergence of the integral by the Schwarz 
inequality. T h e inner product is of course taken in § ( . £ ) . Let /i be the measure 
supported in the zeros of B (z) with mass 

[F(t)G(t)]/[B'(t)A(t)] 

a t each such zero t. Then /JL has finite total variat ion, is supported a t points t 
where <j>(t) = 0 (mod -ir), and jeixtdid(t) vanishes in [ — a, a]. We must show 
t h a t this Fourier transform does not vanish identically. 

Let us argue by contradiction, supposing t h a t \x were identically zero. Then , 
every zero of B{z) is a zero of F(z) or G(z). Bu t G(z) cannot vanish a t all the 
zeros of B(z) since 

l|G||2=ir E \G(t)\V[B'{t) A(t)} 
23 (0 = 0 

and G(z) cannot vanish identically by construction. Therefore, B{z) has a 
zero w which is a zero of F{z) bu t not of G{z). Since Eh{z) has no real zeros 
by hypothesis, F(z)/(z — w) is in § ( £ 6 ) , and so is orthogonal to G(z). Since 
all the zeros of B(z) are zeros of G*(z) F{z)/{z — w), except possibly for the 
zero a t w, w mus t be a zero of F(z)/(z — w). Cont inuing inductively, we may 
show t h a t F(z)/(z — w)n belongs to &(Eb) for every n = 0, 1,2, . . . , and 
vanishes a t w. By analytici ty, F{z) vanishes identically cont rary to con
struct ion. We must therefore grant t h a t ix does not vanish identically. This 
completes the proof t h a t (B) implies (A). 

Conversely, suppose t h a t (A) holds. We shall show t h a t (B) must hold, a t 
least in the case t h a t cj>(x) satisfies (9). If b is given, choose a = b. By hypo
thesis, there is a measure n of finite to ta l variat ion, supported in the zeros 
of B{z), whose Fourier transform vanishes in [ — a, a] and does not vanish 
identically. By Theorem V I I I , there is an entire function S{z) of exponential 
type a, and not of smaller type, which is real for real z, has only real simple 
zeros contained in the zeros of B(z), and satisfies (6) and (8). By the arbi t rar i 
ness of b < c, a similar function could also be constructed of slightly larger 
type , from which it follows t h a t the zeros of S(z) are not all the zeros of B{z). 
Therefore, G(z) = B{z)/S{z) is an entire function which is real for real z, has 
only real simple zeros, and has a t least one zero. T h e values of G(z) a t a 
zero t of B{z) are either 0 if S(t) ^ 0, or Bf{t)/S'(i) if S(t) = 0. Since (9) 
holds by hypothesis and since <£' (t) = B'(t)/A(t) when B(t) = 0, 

£ (l + ^r^'W/iW < », 
B(t) = 0 

and 
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(34) £ (l + ti)-1\G(t)\1/[B'(f)A(t)]< »• 

Le t F(z) = G{z)/{z — wo), where w0 is the choice of a zero of G(z). Since 
*S(s) has exponential type a and satisfies (6), 

(35) \og\F(z)/B(z)\ = -a \y\ + n - 1 M j > - *|"2 l o g | F ( 0 / B ( 0 | * 

with absolute convergence when y 9e 0. Because of (34), 

£ |F(0|7[B'(*M(01< ». 

Under these conditions, the proof of (11, Lemma 11) can be applied, and 
F(z) belongs to § ( £ ) . Let 5D?(a) be the closed span in § ( £ ) of the functions 
F(z)/(z — w), where w ranges in the zeros of F(z). Since $Jl(a) satisfies ( H I ) , 
(H2), and (H3) in the metric of § ( £ ) , it is equal isometrically to &(Ea), 
where Ea(z) is an entire function which satisfies (1). Since L(z)/(z — w) 
belongs to $Jl(a) whenever L(z) belongs to W(a) and L{w) = 0, Ea(z) has no 
real zeros. Since (35) holds when F(z) is replaced by any non-zero element 
of 93?(a), Ea(z) satisfies (10) with b = a. This completes the proof t h a t (A) 
implies (B) when (9) holds. 

Proof of Theorem X . Since (7) holds, \j/(x) is unbounded above and below, 
and this continuous function must take the value zero. By a translation, we 
may suppose tha t ^(0) = 0 to agree with previous normalizations. Since we 
assume tha t yp{x) is uniformly continuous, we may choose E(z), as in Theorem 
V, so t ha t <t>'(x) is bounded. Since (7) holds by hypothesis, we may take E(z) 
of exponential type r so as to satisfy (6). If b is a given number with 0 < b < r, 
then by Theorem VI I , there is an entire function, which we shall now call 
Eb(z)} which is of exponential type T — b, satisfies (1), and has no real zeros, 
such t ha t §CE&) is contained isometrically in &(E). Since E(z) satisfies (6), 
so does Eb(z)y and by Boas (2, p. 116), 

lim 3/ - 1 log|jE(^y)| = r, 

lim y~l \og\Eb(iy) = r — b 

as y —> — oo. Therefore, the condition (B) of Theorem I X is satisfied by E(z) 
with c = T. The theorem now follows from condition (A) of Theorem IX. 

Proof of Theorem X L An entire function of minimal exponential type 
determines a local operator on Fourier transforms. By the lemmas of (4) 
and (5), we must have 

f[K»(t) -K"(z)]/(t-z)d»(t) = 0 

for every n — 1, 2, 3, . . . , since Kn(z) has minimal type and feixt dixit) is a 
function in the domain of Kn(H) which vanishes in an interval [ — a, a]. When 
z is not real, 
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Kn(z) j(z - t)-ldfx(t) = jKn(t) (z - t)~ldn(t) 

and so \Kn(z)f(z - t)~l d»{t)\ < Mn \y\-^\d>i(t)\, 

where M is a bound for K(z) on the support of M- By the arbitrariness of nt 

\K(z)\ < M whenever z is not real and J(z — t)~x dfji(t) ^ 0. Since the Fourier 
transform of ^ does not vanish identically by hypothesis, J (z — t)~l d}i(t) 
does not vanish identically in either the half-plane y > 0, or the half-plane 
y < 0. Since the Fourier transform of jl also vanishes in [ — a, a], |i£(s)| < M 
in both half-planes, and on the real axis by continuity. This entire function 
is a constant by Liouville's theorem. 

Proof of Theorem XII . Our proof will suppose that bn — an > 4 for every 
n. This situation can always be obtained by omitting any of the given intervals 
which are smaller. These omissions cannot affect the divergence of (12) since 
(11) is assumed to hold. In fact, if we let cn = an + 1, dn = bn — 1, the 
sequence of intervals (cny dn) satisfies (12). Let JJL be the absolutely continuous 
measure which has density 0 in the union of the intervals (cn, dn), and which 
has density 1 otherwise. It is clear that 

f (1 + I*)'1 dvi(t) <œ 

and that this non-negative measure does not vanish identically. Because of 
(11, Theorem XII) , there is an entire function E(z) of exponential type, 
which satisfies (1) and (6) and has no real zeros, such that § ( £ ) is contained 
isometrically in L2(fi). Let us now show that E(z) cannot have positive type r. 

If this were the case, and if b were a given number 0 < b < r, then by 
the proof of Theorem IX, there would exist entire functions F(z) and G(z) 
in §CE), which do not vanish identically, such that eihz F(z) is orthogonal 
to G(z) for — a < h < a. Since &(E) is contained isometrically in L 2(A0, it 
follows that 

JV*1 F(t) G(t) dfx(t) = 0 

for — a < x < a. This cannot be, because of a theorem of Levinson (cf. 5). 
Let K(x) be the continuous function of real x defined by 

log K (x) = min (x — cnj dn — x) 

in each interval [cn, dn], and by \ogK(x) = 0 otherwise. Then, log K(x) is 
uniformly continuous, and a quick calculation from (12) will show that 

/ ( l + * 2 ) - 1 l o g i £ ( * ) ^ = oo. 

Since JK(t) \F(t) G(t) dv{t)\ < « , 

F(z) G*(z) must vanish a.e. on the support of /x by (5, Theorem V). By 
analyticity, F(z) G*(z) vanishes identically, contrary to construction. There
fore, we must grant that E(z) has minimal exponential type. 

If g(z) is the choice of an element of § (E ) which does not vanish identically, 
it has minimal exponential type and 
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m = J\(s-o**(*-o* 
is an entire function of minimal exponential type which remains bounded on 
the real complement of U(an, bn) and is strictly positive on the real axis. 
Since lim f(x) = 0 as x —» — °°, this function is not a constant. 

ADDED IN PROOF: Theorem VII was conjectured as a result of work with 
non-self-adjoint transformations, applied to —id/dx in &(E). Although a 
proof has yet to be obtained by these methods, much progress has recently 
been made with the theory (see Some Hilbert spaces of analytic functions I, 
Trans. Amer. Math. Soc. ,106 (1963), 445-468). An announcement of results 
from Part II will appear in the Bulletin of the American Mathematical Society. 
The present proof of Theorem VII depends on an equivalent theorme of A. 
Beurling and P. Malliavin announced at the Stanford Conference on Func
tional Analysis, August 1961, and later published in (1). I wish to thank 
Professor Malliavin for discussing his work with me. It seems to be closely 
related to mine in spite of a great difference in method. 
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