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#### Abstract

We consider interpolation at $2 n$ equidistant nodes in $\left[0, \pi\right.$ ) from the space $\mathscr{T}_{N}$ spanned by sines and cosines of odd multiples of $x$. This interpolation problem is shown to be correct for an arbitrary sequence of derivatives specified at all the nodes. Explicit expressions for the fundamental polynomials are obtained and it is shown that under mild smoothness assumptions on the function $f_{>}$interpolant from $\mathscr{T}_{N}$ converges uniformly to $f$ as the node spacing goes to zero.
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## 1. Introduction

Generally in all problem of trigonometric interpolation, the underlying space of functions considered is spanned by

$$
\begin{equation*}
\{1, \cos x, \sin x, \ldots, \cos N x, \sin N x\} \tag{1.1}
\end{equation*}
$$

or by the functions

$$
\begin{equation*}
\left\{1, \cos x, \sin x, \ldots, \cos N x, \sin N x, \cos \left((N+1) x+\frac{\varepsilon \pi}{2}\right)\right\} \tag{1.2}
\end{equation*}
$$

where $\varepsilon=0$ or 1 . The problem of $\left(0, m_{1}, \ldots, m_{q}\right)$ interpolation on equidistant nodes refers to the above spaces of trigonometric polynomials ( $[3,4,6,7,8,9]$ ).

However there seems to be no a priori reason to choose the above underlying spaces. Recently Goodman and Lee [2] have used a different system of trigonometric functions in their work related to trigonometric splines. They consider the space spanned by $\{\sin x, \cos x, \sin 3 x, \cos 3 x, \ldots, \sin (2 N-1) x, \cos (2 N-1) x\}$. These functions satisfy the condition $f(x+\pi)=-f(x)$ and so in this case it is natural to limit ourselves to the interval $[0, \pi)$ instead of $[0,2 \pi)$ as we do in the earlier literature.

Let us denote the space spanned by $\{\sin (2 j-1) x, \cos (2 j-1) x\}_{j=1}^{N}$ by $\mathscr{T}_{N}$ and let

[^0]$$
x_{k}=\frac{k \pi}{2 n}(k=0,1, \ldots, 2 n-1)
$$
be $2 n$ equidistant nodes in $[0, \pi)$. We propose the following problems:
$P_{1}$. Given integers $0 \leqq m_{1}<m_{2}<\cdots<m_{p}$, find the conditions necessary and sufficient for the regularity of ( $m_{1}, \ldots, m_{p}$ ) interpolation on the nodes $\left\{x_{k}\right\}_{0}^{2 n-1}$ by trigonometric polynomials from the space $\mathscr{T}_{N}$.

It may be observed that since $1 \notin \mathscr{T}_{N}$, the smallest integer $m_{1}$ need not be zero, as happens to be the case in the classical situations.
$P_{2}$. Find the fundamental polynomials of interpolation.
$P_{3}$. If $f(x) \in C[0, \pi]$, find the convergence behaviour of the trigonometric interpolant to the function on $\left\{x_{k}\right\}_{0}^{2 n-1}$ from $\mathscr{T}_{N}$ as $n \rightarrow \infty$.

In Section 2, we state some lemmas on determinants which will be required later. In Section 3, we state and prove the main result. It turns out that regularity (or unique solvability) of this interpolation from $\mathscr{T}_{N}$ is always possible for all choices of distinct integers $\left\{m_{v}\right\}_{1}^{P}$. This is in contrast with the case when the underlying space is (1.1) or (1.2), for then regularity depends upon the difference between the number of even and odd integers in the set $\left\{m_{v}\right\}_{1}^{p}$. In Section 4, we find explicit expressions for the fundamental polynomials. Section 5 is devoted to the properties of two determinants which occur in the expressions for the fundamental polynomials given in Section 4. Finally we state and prove the convergence theorem in Section 6.

## 2. Some lemmas

We shall need the following three lemmas:
Lemma 1. (cf. [1]). If $0<t_{1}<t_{2}<\cdots<t_{s}$ are given real numbers and if $0 \leqq m_{1}<m_{2}<$ $\cdots<m_{s}$ are positive integers, then the generalized Vandermondian $\Delta$ is positive, where

$$
\Delta:=K\binom{m_{1}, \ldots, m_{s}}{t_{1}, \ldots, t_{s}}:=\left|\begin{array}{cccc}
t_{1}^{m_{1}} & t_{2}^{m_{1}} & \ldots & t_{s}^{m_{1}} \\
t_{1}^{m_{2}} & t_{2}^{m_{2}} & \ldots & t_{s}^{m_{2}} \\
\ldots & \ldots & \ldots & \ldots \\
t_{1}^{m_{s}} & t_{2}^{m_{s}} & \ldots & t_{s}^{m_{s}}
\end{array}\right|
$$

If in the above, $t_{i}=t_{i+1}$, we shall be interested in the sign of the determinant $\Delta^{*}$ where

$$
\Delta^{*}:=K\binom{m_{1}, \ldots, m_{s}}{t_{1}, \ldots, t_{i}, t_{i+2}, \ldots, t_{s}}=\left|\begin{array}{ccccccc}
t_{1}^{m_{1}} & \ldots & t_{i}^{m_{1}} & m_{1} t_{i}^{m_{1}-1} & t_{i+2}^{m_{1}} & \ldots & t_{s}^{m_{1}}  \tag{2.2}\\
t_{1}^{m_{2}} & \ldots & t_{i}^{m_{2}} & m_{2} t_{i}^{m_{2}-1} & t_{i+2}^{m_{2}} & \ldots & t_{s}^{m_{2}} \\
\ldots & \ldots & \ldots & \ldots & \ldots & \ldots & \ldots \\
t_{1}^{m_{s}} & \ldots & t_{i}^{m_{s}} & m_{s} t_{i}^{t_{s}-1} & t_{i+2}^{m_{s}} & \ldots & t_{s}^{m_{s}}
\end{array}\right|
$$

Lemma 2. If $0<t_{1}<\cdots<t_{i}<t_{i+2}<\cdots<t_{s}$ and $0 \leqq m_{1}<\cdots<m_{s}$, then $\Delta^{*}>0$.
Since we could not find this stated explicitly in the literature we sketch the proof.
Proof. Suppose $\Delta^{*}=0$. Then there exist $a_{1}, \ldots, a_{s}$ not all zero such that

$$
\begin{gathered}
\sum_{j=1}^{s} a_{j} t_{i}^{m_{j}}=0, j=1, \ldots, i, i+2, \ldots, p \\
\sum_{j=1}^{s} m_{j} a_{j} t_{i}^{m_{j}-1}=0
\end{gathered}
$$

Thus the polynomial $Q(t)=\sum_{j=1}^{s} a_{j} t^{m_{j}}$ vanishes for $t=t_{1}, \ldots, t_{i}, t_{i+2}, \ldots, t_{s}$ and $Q^{\prime}\left(t_{i}\right)=0$. Thus $Q$ has $s$ zeros counting multiplicity in $(0, \infty)$. By Descartes' rule, $Q(t)$ cannot have more than $s-1$ zeros in $(0, \infty)$ and so $\Delta^{*} \neq 0$.

If in (2.1) we set $t_{i+1}=t_{i}+h, h>0$, then the corresponding $\Delta(h)>0$. Subtracting the $i$ th column from the $(i+1)$ th and dividing by $h$, the resulting determinant is still $>0$. Letting $h \rightarrow 0$, we see that $\Delta^{*} \geqq 0$. Thus $\Delta^{*}>0$, which completes the proof.

Lemma 3. (cf. [9]). Let $0<t_{1}<t_{2}<\cdots<t_{s}$ be given real numbers where $s=p+q$. Let $0 \leqq m_{1}<m_{2}<\cdots<m_{p}$ and $0 \leqq m_{1}^{\prime}<m_{2}^{\prime}<\cdots<m_{q}^{\prime}$ be two sets of integers (not necessarily different from each other). If $D$ denotes the determinant given below, then

$$
\operatorname{sgn} D=(-1)^{q(s+p-1) / 2}
$$

where

$$
D:=\left|\begin{array}{cccc}
t_{1}^{m_{1}} & t_{2}^{m_{1}} & \ldots & t_{s}^{m_{1}} \\
\vdots & \vdots & & \vdots \\
t_{1}^{m_{p}} & t_{2}^{m_{p}} & \ldots & t_{s}^{m_{p}} \\
t_{1}^{m_{1}^{\prime}} & -t_{2}^{m_{1}^{\prime}} & \ldots & (-1)^{s-1} t_{s}^{m_{1}^{\prime}} \\
\vdots & \vdots & & \vdots \\
t_{1}^{m_{q}^{\prime}} & -t_{2}^{m_{q}^{\prime}} & \ldots & (-1)^{s-1} t_{s}^{m_{q}^{\prime}}
\end{array}\right|
$$

## 3. Regularity of Problem $P_{1}$

The number of data in this case is $2 N=2 n p$ and so we shall consider trigonometric polynomials from the class $\mathscr{T}_{N}$. More precisely, set

$$
T_{n p}(x):=\sum_{j=0}^{n p-1}\left\{c_{j} e^{-(2 j+1) i x}+d_{j} e^{(2 j+1) i x}\right\}
$$

Equivalently, we may write

$$
\begin{equation*}
T_{n p}(x)=\sum_{\lambda=0}^{p-1} \sum_{j=0}^{n-1}\left\{c_{j, \lambda} e^{-i(2 j+2 \lambda n+1) x}+d_{j, \lambda} e^{i(2 j+2 \lambda n+1) x}\right\} \tag{3.1}
\end{equation*}
$$

The homogeneous interpolation problem is given by

$$
\begin{equation*}
T_{n p}^{\left(m_{1}\right)}\left(x_{k}\right)=0, v=1, \ldots, p ; k=0,1, \ldots, 2 n-1 \tag{3.2}
\end{equation*}
$$

where

$$
x_{k}=\frac{k \pi}{2 n}, k=0,1, \ldots, 2 n-1
$$

Theorem 1. The problem of ( $m_{1}, m_{2}, \ldots, m_{p}$ ) interpolation by trigonometric polynomials from the class $\mathscr{T}_{n p}$ on $2 n$ equidistant nodes $x_{k}(k=0,1, \ldots, 2 n-1)$ is regular for all distinct positive integers $m_{1}, m_{2}, \ldots, m_{p}$.

Proof. Clearly it is enough to show that if $T_{n p}(x)$ is given by (3.1) and satisfies (3.2), then it is identically zero. From (3.1) and (3.2), we see on putting $z_{k}=e^{i x_{k}}$, that

$$
\begin{aligned}
& \sum_{\lambda=0}^{p-1} \sum_{j=0}^{n-1} c_{j, \lambda}(2 j+2 \lambda n+1) m_{v}(-1)^{\left(m_{v}\right)} z_{k}^{-(2 j+1)}(-1)^{\lambda k} \\
& \quad+\sum_{\lambda=0}^{p-1} \sum_{j=0}^{n-1} d_{j, \lambda}(2 j+2 \lambda n+1)^{m_{v}}(-1)^{\lambda k} z_{k}^{2 j+1}=0 .
\end{aligned}
$$

Multiplying both sides by $z_{k}^{2 n-1}$ and changing $j$ into $n-j-1$ in the first summation, we obtain

$$
\begin{align*}
& \sum_{j=0}^{n-1} z_{k}^{2 j}\left[\sum_{i=0}^{p-1}(2 \lambda n+2 n-2 j-1)^{m_{v}}(-1)^{m_{v}+\lambda k} c_{n-j-1, \lambda}\right. \\
& \left.\quad+z_{k}^{2 n} \sum_{\lambda=0}^{p-1}(2 \lambda n+2 j+1)^{m_{v}} d_{j, \lambda}\right]=0, \quad(k=0,1, \ldots, 2 n-1) . \tag{3.3}
\end{align*}
$$

If $k$ is even, $z_{k}^{2 n}=1$, and when $k$ is odd, $z_{k}^{2 n}=-1$. The above conditions (3.3) show that when $k$ is even (and similarly when $k$ is odd), we have an equation of degree $n-1$ having $n$ zeros. This observation leads to the following system of equations:

$$
\begin{align*}
& \sum_{\lambda=0}^{p-1}(2 \lambda n+2 n-2 j-1)^{m_{v}}(-1)^{m_{v}} c_{n-j-1, \lambda}+\sum_{\lambda=0}^{p-1}(2 \lambda n+2 j+1)^{m_{v}} d_{j, \lambda}=0, \\
& \quad(v=1, \ldots, p, j=0,1, \ldots, n-1, \text { when } k \text { is even }) \tag{3.4}
\end{align*}
$$

$$
\begin{align*}
& \sum_{i=0}^{p-1}(2 \lambda n+2 n-2 j-1)^{m_{r}}(-1)^{m_{v}+i} c_{n-j-1, i}-\sum_{i=0}^{p-1}(2 \lambda n+2 j+1)^{m_{r}}(-1)^{i} d_{j, i}=0 \\
& \quad(v=1, \ldots, p, j=0,1, \ldots, n-1, \text { when } k \text { is odd }) \tag{3.5}
\end{align*}
$$

Suppose there are $s$ even and $l$ odd integers in the set $0,1, \ldots, p-1$. Then $s+l=p$ and $s=l$ if $p$ is even, and $s=l+1$ if $p$ is odd. We now rewrite the equations (3.4) and (3.5) after replacing $\lambda$ by $2 \lambda$ or $2 \lambda+1$ as needed. Then adding and subtracting, we get the following two systems of $p$ equations for every $j(j=0, \ldots, n-1)$ :

$$
\begin{equation*}
\sum_{i=0}^{s-1} c_{n-j-1,2 \lambda}(-1)^{m_{v}}(4 \lambda n+2 n-2 j-1)^{m_{v}}+\sum_{i=0}^{i-1} d_{j, 2 \lambda+1}(4 \lambda n+2 n+2 j+1)^{m_{r}}=0, \quad v=1, \ldots, p \tag{3.6}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{i=0}^{i-1} c_{n-j-1,2 \lambda+1}(-1)^{m_{v}}(4 \lambda n+4 n-2 j-1)^{m_{v}}+\sum_{i=0}^{s-1} d_{j, 2 i}(4 \lambda n+2 j+1)^{m_{v}}=0, \quad v=1, \ldots, p \tag{3.7}
\end{equation*}
$$

The system of equations (3.6) (and similarly (3.7)) has $p$ unknowns. Let us denote the determinants of systems (3.6) and (3.7) by $\Delta_{1, j}$ and $\Delta_{2, j}$ respectively.

We now examine $\Delta_{1, j}$ more closely and show that it cannot vanish. Any row of the determinant $\Delta_{1, j}$ is given by

$$
\begin{array}{ll}
(2 j+1-2 n)^{m_{v}} & (2 j+1-6 n)^{m_{\nu}} \ldots(2 j+1-4 s n+2 n)^{m_{v}} \\
(2 j+1+2 n)^{m_{v}} & (2 j+1+6 n)^{m_{\nu}} \ldots(2 j+1+4 \ln -2 n)^{m_{v}}
\end{array}
$$

So the first $s$ terms of the row are decreasing successively and the next $l$ terms are increasing by $4 n$. The absolute values of these terms can be arranged in increasing order as follows:

$$
(2 n-2 j-1)^{m_{v}}<(2 n+2 j+1)^{m_{v}}<(6 n-2 j-1)^{m_{v}}<(6 n+2 j+1)^{m_{v}}<\cdots
$$

If all the $m_{v}$ 's have the same parity, then $\Delta_{1, j} \neq 0$ by Lemma 1 . If some of the $m_{v}$ 's are even and some are odd, then if the columns are arranged so that the terms in each row are increasing in absolute value, then the sign of all terms in a row are positive if the terms have power $m_{v}$ ( $m_{v}$ even) and are alternately positive and negative if $m_{v}$ is odd. It then follows from Lemma 3 that $\Delta_{1, j} \neq 0$. Similar reasoning shows that $\Delta_{2, j} \neq 0$. Indeed a close scrutiny of the determinants shows that

$$
\Delta_{1, j}=(-1)^{\Sigma!m} \Delta_{2, n-1-j}
$$

Since the determinants of (3.6) and (3.7) are not zero, $T_{n p}(x)$ is identically zero which completes the proof.

## 4. Fundamental polynomials

Let us denote the fundamental polynomials of this problem by $\rho_{k, m_{v}}(x)$, ( $k=0,1, \ldots, 2 n-1$ ). They will satisfy the following conditions:

$$
\begin{gather*}
\rho_{k, m_{v}}(x) \in \mathscr{T}_{N}, N=n p,  \tag{4.1}\\
\rho_{k, m_{v}}^{\left(m_{l}\right)}\left(x_{l}\right)=0, \mu \neq v, l=0,1, \ldots, 2 n-1,  \tag{4.2}\\
\rho_{k, m_{v}}^{\left(m_{v}\right)}\left(x_{l}\right)=\delta_{k l} . \tag{4.3}
\end{gather*}
$$

It is clear that $\rho_{k, m_{v}}(x)=\rho_{0, m_{v}}\left(x-x_{k}\right)$. In view of the equations (3.6) and (3.7) which are used in the proof of regularity, we set

$$
\rho_{0, m_{v}}(x)=\sum_{i=0}^{p-1} \sum_{j=0}^{n-1}\left\{c_{j, \lambda} z^{-(2 j+2 i n+1)}+d_{j, \lambda} z^{2 j+2 \lambda n+1}\right\},
$$

where $z=e^{i x}$. From (4.2) and (4.3), it follows that

$$
\rho_{0, m_{v}}^{\left(m_{v}\right)}\left(x_{k}\right)= \begin{cases}0, & \mu \neq v, k=0,1, \ldots, 2 n-1  \tag{4.4}\\ \delta_{0 k}, & \mu=v .\end{cases}
$$

The conditions (4.4) yield the conditions

$$
\begin{aligned}
& \sum_{j=0}^{n-1} z_{k}^{2 j} \sum_{i=0}^{p-1}\left\{c_{n-j-1, \lambda}(2 n+2 \lambda n-2 j-1)^{m_{v}}(-1)^{m_{v}}(-1)^{(\lambda+1) k}\right. \\
& \left.\quad+d_{j, \lambda}(2 j+2 \lambda n+1)^{m_{v}}(-1)^{m_{v}}\right\} \\
& =(-1)^{k} e^{-i(k \pi / 2 n) i^{-m_{v}}} \delta_{0 k}, \quad z_{k}=e^{i k \pi / 2 n}(k=0,1, \ldots, 2 n-1) .
\end{aligned}
$$

Thus if $k$ is even, we have from the above

$$
\begin{equation*}
\sum_{j=0}^{n-1} z^{j} \sum_{i=0}^{p-1}\left\{c_{n-j-1, i}(2 n+2 \lambda n-2 j-1)^{m_{v}}(-1)^{m_{v}}+d_{j, \lambda}(2 j+2 \lambda n+1)^{m_{v}}\right\}=\frac{1}{n} \frac{z^{n}-1}{z-1} i^{-m_{v}} \tag{4.5}
\end{equation*}
$$

and if $k$ is odd

$$
\begin{equation*}
\sum_{j=0}^{n-1} z^{j} \sum_{i=0}^{p-1}\left\{c_{n-j-1, i}(2 n+2 \lambda n-2 j-1)^{m_{v}}(-1)^{m_{v}}(-1)^{i+1}+d_{j, \lambda}(2 j+2 \lambda n+1)^{m_{v}}(-1)^{i}\right\}=0 . \tag{4.6}
\end{equation*}
$$

Hence for every $j,(j=0,1, \ldots, n-1)$, we have from (4.6)

$$
\begin{equation*}
\left\{\sum_{i=0}^{p-1} c_{n-j-1, i}(2 n+2 \lambda n-2 j-1)^{m_{v}}(-1)^{m_{r}}(-1)^{i}-\sum_{i=0}^{p-1} d_{j, i}(2 j+2 \lambda n+1)^{m_{v}}(-1)^{i}\right\}=0 \tag{4.7}
\end{equation*}
$$

From (4.5), we have

$$
\begin{equation*}
\sum_{i=0}^{p-1} c_{n-j-1, i}(2 n+2 \lambda n-2 j-1)^{m_{v}}(-1)^{m_{v}}+\sum_{i=0}^{p-1} d_{j, i}(2 j+2 \lambda n+1)^{m_{v}}=\frac{i^{-m_{v}}}{n} \tag{4.8}
\end{equation*}
$$

Adding and subtracting (4.7) and (4.8) yields

$$
\begin{equation*}
\sum_{\substack{i=0 \\ i \text { even }}}^{p-1} c_{n-j-1, i}(2 n+2 \lambda n-2 j-1)^{m_{v}}(-1)^{m_{v}}+\sum_{\substack{i=0 \\ i \text { odd }}}^{p-1} d_{j, i}(2 j+2 \lambda n+1)^{m_{v}}=\frac{i^{-m_{v}}}{2 n} \tag{4.9}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{\substack{\lambda=0 \\ i \text { odd }}}^{p-1} c_{n-j-1, \lambda}(2 n+2 \lambda n-2 j-1)^{m_{v}}(-1)^{m_{r}}+\sum_{\substack{i=0 \\ i \text { cven }}}^{p-1} d_{j, \lambda}(2 j+2 \lambda n+1)^{m_{v}}=\frac{i^{-m_{v}}}{2 n} . \tag{4.10}
\end{equation*}
$$

Similarly, if we use the property (4.2), we obtain

$$
\begin{align*}
& \sum_{\substack{\lambda=0 \\
i \text { even }}}^{p-1} c_{n-j-1, \lambda}(2 n+2 \lambda n-2 j-1)^{m_{\mu}}(-1)^{m_{\mu}}+\sum_{\substack{i=0 \\
\lambda \text { odd }}}^{p-1} d_{j, \lambda}(2 j+2 \lambda n+1)^{m_{\mu}}=0,  \tag{4.11}\\
& \sum_{\substack{\lambda=0 \\
i=0}}^{p-1} c_{n-j-1, \lambda}(2 n+2 \lambda n-2 j-1)^{m_{\mu}}(-1)^{m_{\mu}}+\sum_{\substack{\lambda=0 \\
i=v e n}}^{p-1} d_{j, \lambda}(2 j+2 \lambda n+1)^{m_{\mu}}=0, \tag{4.12}
\end{align*}
$$

for $\mu=1,2, \ldots, p, \mu \neq v$. From (4.9) and (4.11), we obtain the values of $c_{n-j-1, i}$ ( $\lambda$ even) and of $d_{j, i}(\lambda$ odd $),(\lambda=0,1, \ldots, p-1)$. The values of $c_{n-j-1, \lambda}(\lambda$ odd $)$ and $d_{j, \lambda}$ ( $\lambda$ even) are given by (4.10) and (4.12). The determinants of the system of equations (4.9) and (4.11) and of (4.10) and (4.12) agree with $\Delta_{1, j}$ and $\Delta_{2, j}$ respectively as defined in Section 3.

Let $\Delta_{1, j, v}(z)$ denote the determinant obtained from $\Delta_{1, j}$ by replacing the $v$ th row by the following

$$
\left(\begin{array}{llllllll}
z^{2 j+1-2 n} & z^{2 j+1-6 n} & \ldots & z^{2 j+1-2 n(2 s-1)} & z^{2 n+2 j+1} & z^{6 n+2 j+1} & \ldots & z^{2 n(2 t-1)+2 j+1}
\end{array}\right) .
$$

Similarly, $\Delta_{2, j, v}(z)$ will denote the determinant obtain by $\Delta_{2, j}$ after replacing the $v$ th row by the row

$$
\left(\begin{array}{lllllll}
z^{2 j+1-4 n} & z^{2 j+1-8 n} & \ldots & z^{2 j+1-4 i n} & z^{2 j+1} & z^{2 j+1+4 n} & \ldots
\end{array} z^{2 j+1+4 n(s-1}\right) .
$$

If we set

$$
\rho_{0, m_{v}}(x)=\sum_{j=0}^{n-1}\left(P_{j, m_{r}}(z)+Q_{j, m_{v}}(z)\right)
$$

where

$$
\begin{aligned}
& P_{j, m_{l}}(z)=\sum_{\substack{i=0 \\
i \text { even }}}^{p-1} c_{n-j-1, \lambda} z^{2 j+1-2 \lambda n-2 n}+\sum_{\substack{i=0 \\
i \text { odd }}}^{p-1} d_{j, i} z^{2 j+1+2 i n}, \\
& Q_{j, m_{l}}(z)=\sum_{\substack{\lambda=0 \\
i \text { odd }}}^{p-1} c_{n-j-1, \lambda} z^{2 j+1-2 \lambda n-2 n}+\sum_{\substack{i=0 \\
i=v e n}}^{p-1} d_{j, \lambda} z^{2 j+1+2 \lambda n},
\end{aligned}
$$

then it follows from (4.9), (4.11) and (4.10), (4.12) that

$$
\begin{aligned}
& P_{j, m_{v}}(z)=\frac{i^{-m_{v}}}{2 n} \frac{\Delta_{1, j, v}(z)}{\Delta_{1, j}} \\
& Q_{j, m_{v}}(z)=\frac{i^{-m_{v}}}{2 n} \frac{\Delta_{2, j, v}(z)}{\Delta_{2, j}}
\end{aligned}
$$

It may be observed that for $1 \leqq \alpha \leqq s$, the $(i, \alpha)$ th term of $\Delta_{1, n-1-j}$ equals the $(i, \alpha+l)$ th term of $\Delta_{2, j}$ multiplied by $(-1)^{m_{i}}$, while the $(\nu, \alpha)$ th term of $\Delta_{1, n-1-j, v}(z)$ equals the $(v, \alpha+l)$ th term of $\Delta_{2, j, v}(z)$ with $z$ replaced by $z^{-1}$. Similarly for $1 \leqq \alpha \leqq l$, the $(i, s+\alpha)$ th term of $\Delta_{1, n-1-j}$ equals the $(i, \alpha)$ th term of $\Delta_{2, j}$ multiplied by $(-1)^{m_{i}}$, while the $(v, s+\alpha)$ th term of $\Delta_{i, n-j-1, v}(z)$ equals the $(v, \alpha)$ term of $\Delta_{2, j, v}(z)$ with $z$ replaced by $z^{-1}$. Thus

$$
\left\{\begin{array}{l}
\Delta_{1, n-1-j}=(-1)^{\Sigma श m_{m}} \Delta_{2, j}  \tag{4.13}\\
\frac{\Delta_{1, n-1-j, v}(z)}{\Delta_{1, j}}=(-1)^{m_{v}} \frac{\Delta_{2, j, v}\left(z^{-1}\right)}{\Delta_{2, j}}
\end{array}\right.
$$

Thus we have

$$
\rho_{0, m_{v}}(z)= \begin{cases}\frac{(-1)^{m_{v} / 2}}{n} \sum_{j=0}^{n-1} \frac{\operatorname{Re} \Delta_{1, j, v}(z)}{\Delta_{1, j}}, & m_{v} \text { even }  \tag{4.14}\\ \frac{(-1)^{\left[m_{v} / 2\right]}}{n} \sum_{j=0}^{n-1} \frac{\operatorname{Im} \Delta_{1, j v}(z)}{\Delta_{1, j}}, & m_{v} \text { odd. }\end{cases}
$$

## 5. Properties of $\Delta_{i, j}$ and $\Delta_{1, j, v}(z)$

In the following two sections we shall take $m_{1}=0$.

Determining the convergence behaviour of this type of interpolation depends upon examining the nature of the determinant $\Delta_{1, j}$ and the polynomial $\Delta_{1, j, v}(z)$ more carefully. In order to do so, we rearrange the columns of $\Delta_{1, j}$ and set $((2 j+1) / 2 n)=t$. Then if $p=2 r-1$ or $2 r$, we set

$$
\phi(t):=2^{-\Sigma\left\{m_{j}{ }_{j}\right.} \Delta_{1, j}=\left|\begin{array}{cccc}
1 & 1 & \ldots & 1  \tag{5.1}\\
(t-2 r+1)^{m_{2}} & (t-2 r+3)^{m_{2}} & \ldots & (t-2 r+2 p-1)^{m_{2}} \\
\ldots & \ldots & \ldots & \ldots \\
(t-2 r+1)^{m_{p}} & (t-2 r+3)^{m_{p}} & \ldots & (t-2 r+2 p-1)^{m_{p}}
\end{array}\right|
$$

If we denote by $\phi_{k l}(t)$ the co-factor of the $(k, l)$ term in $\phi(t)$, we can show that
$\rho_{0, m_{v}}(z)=\left\{\begin{array}{l}\frac{(-1)^{m_{v} / 2}}{n} \operatorname{Re} \sum_{j=0}^{n-1} \frac{1}{(2 n)^{m_{v}}} \sum_{i=0}^{p-1} \frac{\phi_{v, \lambda}((2 j+1) / 2 n)}{\phi((2 j+1) / 2 n)} z^{2 j+1-2(2 r-1) n+4 i n}, m_{v} \text { even, } \\ \frac{(-1)^{\left[m_{v} / 2\right]}}{n} \operatorname{Im} \sum_{j=0}^{n-1} \frac{1}{(2 n)^{m_{v}}} \sum_{\lambda=0}^{p-1} \frac{\phi_{v, \lambda}((2 j+1) / 2 n)}{\phi((2 j+1) / 2 n)} z^{2 j+1-2(2 r-1) n+4 i n}, m_{v} \text { odd. }\end{array}\right.$
It follows from Lemma 3, that $\phi(t) \neq 0$ for $0<t<1$. To see this one must rearrange the columns of (5.1) as is done in the proof of Theorem 1. The following Lemma describes the multiplicities of its zeros at 0 and 1.

Lemma 4. If the polynomial $\phi(t)$ in (5.1) has zeros of multiplicity $\alpha$ and $\beta$ at 0 and 1 respectively, then the polynomial $\phi_{k l}(t)$ has zeros of multiplicity at least $\alpha-1$ and $\beta-1$ at 0 and 1 respectively.

Proof. Without loss of generality we may suppose that $m_{1}, m_{2}, \ldots, m_{s}$ are even and $m_{s+1}, \ldots, m_{p}$ are odd. We shall prove the lemma for the case when $p$ is even $(=2 r)$ and $s \geqq r$. We then show that $\phi(t)$ has a zero of exact multiplicity $s-r$ at 0 . To see this, we observe that the $i$ th row of $\phi(t)$ is

$$
(t-2 r+1)^{m_{i}} \quad(t-2 r+3)^{m_{i}} \quad \ldots \quad(t-1)^{m_{i}} \quad(t+1)^{m_{i}} \quad \ldots \quad(t+2 r-1)^{m_{i}}
$$

Subtracting the $(p+1-j)$ th column from the $j$ th column for $j=1,2, \ldots, r$, then dividing the first $r$ columns by $t$ and multiplying the last $p-r$ rows by $t$, we see that $\phi(t)$ has a factor $t^{r-(p-s)}=t^{s-r}$. Thus

$$
\phi(t)=t^{s-r} \psi(t)
$$

where $\psi(t)$ is a determinant of order $p$ (which is a polynomial in $t$ ). We claim that $\psi(0) \neq 0$.

Indeed we have

$$
\psi(0)=(-2)^{r}\left|\begin{array}{ll}
A & B \\
C & 0
\end{array}\right|
$$

where $A, B$ matrices of order $s \times r, C$ is a matrix of order $(p-s) \times r$ and 0 is the zero matrix of order $(p-s) \times r$. More precisely if $A=\left(a_{i j}\right), B=\left(b_{i j}\right)$ and $C=\left(c_{i j}\right)$ then

$$
\begin{aligned}
& a_{i j}=m_{i}(2 r+1-2 j)^{m_{i}-1}, \quad i=1, \ldots, s ; j=1, \ldots, r, \\
& b_{i j}=(2 j-1)^{m_{i}}, \quad i=1, \ldots, s ; j=1, \ldots, r, \\
& c_{i j}=(2 r+1-2 j)^{m_{i}}, \quad i=s+1, \ldots, p ; j=1, \ldots, r .
\end{aligned}
$$

We may arrange the first $r$ column of $\psi(0)$ in increasing order and then use Laplace expansion in terms of the last $p-s$ rows. If we denote by

$$
D_{\psi}\binom{i_{1}, \ldots, i_{k}}{j_{1}, \ldots, j_{k}}
$$

the determinant of order $k$ obtained from the rearranged $\psi(0)$ with rows $i_{1}, \ldots, i_{k}$ and columns $j_{1}, \ldots, j_{k}$, then

$$
\psi(0)=2^{r} C \sum(-1)^{j_{1}+\cdots+j_{p-s}} D_{\psi}\binom{s+1, \ldots, p}{j_{1}, \ldots, j_{p-s}} D_{\psi}\binom{1, \ldots, s}{j_{1}^{\prime}, \ldots, j_{s-r}^{\prime}, r+1, \ldots, p}
$$

where the summation runs over $1 \leqq j_{1}<j_{2}<\cdots<j_{p-s} \leqq r$ and $\left\{j^{\prime}, \ldots, j_{s-r}^{\prime}\right\}=$ $\{1, \ldots, r\} \backslash\left\{j_{1}, \ldots, j_{p-s}\right\}$ and $C$ is a constant with absolute value 1 . The determinant

$$
D_{\psi}\binom{1, \ldots, s}{j_{1}^{\prime}, \ldots, j_{p-r}^{\prime}, r+1, \ldots, p}
$$

is formed from the rows and columns of the matrix $\left[\begin{array}{ll}A & B\end{array}\right]$ and its $r$ columns from the $(r+1)$ th to the last are identical with those of $B$. The columns $j_{1}^{\prime}, \ldots, j_{s-r}^{\prime}$ are from $A$. The elements of these columns are the derivatives of corresponding elements in certain columns from $r+1$ to $p$. More precisely, column $j_{v}^{\prime}$ is the derivative of the column $r+j_{v}^{\prime}$ ( $v=1, \ldots, s-r$ ). If therefore we juxtapose these columns into new positions so that a column is followed by its derivative column (if any), then by Lemma 2, the rearranged determinant will be positive. Thus

$$
D_{\psi}\binom{1, \ldots, s}{j_{1}^{\prime}, \ldots, j_{s-r}^{\prime}, r+1, \ldots, p}=(-1)^{\Sigma_{i}^{\varepsilon_{i}^{\prime}-j^{\prime}} D_{\psi}^{*},}
$$

where $D_{\psi}^{*}>0$ is the juxtaposed matrix. Thus we see that

$$
\psi(0)=C 2^{r} \sum(-1)^{\Sigma \Sigma^{f}-j_{j}+\Sigma_{1}^{\prime}-\gamma_{r}} D_{\psi}\binom{s+1, \ldots, p}{j_{1}, \ldots, j_{p-s}} D_{\psi}^{*} \neq 0
$$

Consider now the polynomial $\phi_{k l}(t)$. For $1 \leqq j \leqq r$, if $1 \leqq l \leqq r$ and $j \neq l$ or $r+1 \leqq l \leqq 2 r$ and $j \neq p+1-l$, then subtract the column with $(t+2 r+1-2 j)^{m_{i}}$ from the column with $(t-2 r-1+2 j)^{m_{i}},(i=1, \ldots, p, i \neq k)$ and divide each of the resulting columns by $t$. Then multiplying the last $p-1$ rows by $t$ gives

$$
\phi_{k l}(t)=t^{s-r-1} \psi_{k l}(t)
$$

where $\psi_{k l}(t)$ is a determinant of order $p$ which is a polynomial in $t$.
We have thus shown that at $0, \phi(t)$ has a zero of exact multiplicity $s-r$ and $\phi_{k l}(t)$ has a zero of multiplicity at least $s-r-1$. Similarly, we can show that at $1, \phi(t)$ has a zero of exact multiplicity $s-r-1$ and that $\phi_{k l}(t)$ has a zero of multiplicity at least $s-r-2$.

The same reasoning as above can be easily used mutatis mutandis to prove the lemma in the remaining cases.

As an example, consider $p=4, m_{1}=0, m_{2}=2, m_{3}=6, m_{4}=3$. Then $r=2, s=3$ and

$$
\begin{aligned}
& \phi(t)=\left|\begin{array}{cccc}
1 & 1 & 1 & 1 \\
(r-3)^{2} & (t-1)^{2} & (t+1)^{2} & (t+3)^{2} \\
(t-3)^{6} & (t-1)^{6} & (t+1)^{6} & (t+3)^{6} \\
(t-3)^{3} & (t-1)^{3} & (t+1)^{3} & (t+3)^{3}
\end{array}\right| \\
& =t\left|\begin{array}{cccc}
0 & 0 & 1 & 1 \\
-12 & -4 & (t+1)^{2} & (t+3)^{2} \\
-12.3^{5}+0(t) & -12+0(t) & (t+1)^{6} & (t+3)^{6} \\
-54+0\left(t^{2}\right) & -2+0\left(t^{2}\right) & t(t+1)^{3} & t(t+3)^{3}
\end{array}\right|
\end{aligned}
$$

So

$$
\psi(0)=4\left|\begin{array}{cccc}
0 & 0 & 1 & 1 \\
6 & 2 & 1^{2} & 3^{2} \\
6.3^{5} & 6 & 1^{6} & 3^{6} \\
27 & 1 & 0 & 0
\end{array}\right|=4\left[27\left|\begin{array}{ccc}
1 & 0 & 1 \\
1^{2} & 2.1 & 3^{2} \\
1^{6} & 6.5 & 3^{6}
\end{array}\right|+\left|\begin{array}{ccc}
1 & 1 & 0 \\
1^{2} & 3^{2} & 2.3 \\
1^{6} & 3^{6} & 6.3^{5}
\end{array}\right|\right]>0,
$$

by Lemma 2.

## 6. Convergence

The convergence problem requires estimates on the sum

$$
\sum_{k=0}^{2 n-1}\left|\rho_{0, m_{v}}\left(x-x_{k}\right)\right|
$$

and to this effect we prove
Lemma 5. If $0=m_{1}, m_{2}, \ldots, m_{p}$ are distinct integers then

$$
\begin{equation*}
\sum_{k=0}^{2 n-1}\left|\rho_{0, m_{v}}\left(x-x_{k}\right)\right|=O\left(n^{1-m_{v}}\right), v=1, \ldots, p \tag{6.1}
\end{equation*}
$$

Proof. From (4.14) and (5.2), we see that

$$
\left|\rho_{0, m_{v}}(x)\right| \leqq \frac{1}{(2 n)^{m_{v}}} \sum_{i=0}^{p-1}\left|\frac{1}{n} \sum_{j=0}^{n-1} \frac{\phi_{v, \lambda}((2 j+1) / 2 n)}{\phi((2 j+1) / 2 n)} z^{2 j+1}\right|, z=e^{i x} .
$$

Since $\phi_{v, \lambda}(t)=t \phi_{v, i}(t)+(1-t) \phi_{v, \lambda}(t)$, we have

$$
\begin{equation*}
\left|\rho_{0, m_{v}}(x)\right| \leqq \sum_{\lambda=0}^{p-1} \frac{1}{(2 n)^{m_{v}}}\left(\left|S_{1, \lambda}\right|+\left|S_{2, \lambda}\right|\right), \tag{6.2}
\end{equation*}
$$

where

$$
S_{1, \lambda}=\sum_{j=0}^{n-1} r\left(\frac{2 j+1}{2 n}\right) \frac{z^{2 j+1}}{2 j+1}, \quad S_{2, \lambda}=\sum_{j=0}^{n-1} r\left(\frac{2 j+1}{2 n}\right) \frac{z^{2 j+1}}{2 n-2 j-1}
$$

and

$$
r(t)=\frac{2 t(1-t) \phi_{v, \lambda}(t)}{\phi(t)}
$$

By Lemma 4, $r(t)$ is continuous on [0,1] and hence of bounded variation. By summation by parts, we have

$$
S_{1, i}=\sum_{j=0}^{n-1}\left\{r\left(\frac{2 j+1}{2 n}\right)-r\left(\frac{2 j+3}{2 n}\right)\right\} \sum_{v=0}^{j} \frac{z^{2 v+1}}{2 v+1}+r\left(\frac{2 n+1}{2 n}\right) \sum_{v=0}^{n-1} \frac{z^{2 v+1}}{2 v+1}
$$

so that

$$
\begin{equation*}
\left|S_{1, \lambda}\right| \leqq C \max _{0 \leqq j \leqq n-1}\left|\sum_{v=0}^{j} \frac{z^{2 v+1}}{2 v+1}\right| . \tag{6.3}
\end{equation*}
$$

Similarly, $\left|S_{2, i}\right|$ is also bounded by the same expression with $z$ replaced by $\bar{z}$.

In order to estimate $\left|S_{1, i}\right|$ we see that for $0<x<\pi$, we have

$$
\begin{aligned}
\left|\sum_{v=0}^{j} \frac{\cos (2 v+1) x}{2 v+1}\right| & =\left|\sum_{v=0}^{j} \int_{x}^{\pi / 2} \sin (2 v+1) t d t\right| \\
& =\left|\int_{x}^{\pi / 2} \sum_{v=0}^{j} \sin (2 v+1) t d t\right| \\
& \leqq\left|\int_{x}^{\pi / 2} \frac{d t}{\sin t}\right|=\frac{1}{2}\left|\log \cot ^{2} \frac{x}{2}\right|=: \frac{1}{2} g(x)
\end{aligned}
$$

Since it is well known that

$$
\left|\sum_{v=0}^{j} \frac{\sin (2 v+1) x}{2 v+1}\right|
$$

is uniformly bounded on $[0, \pi)$, we see that

$$
\left|S_{i, \lambda}\right| \leqq C+\min \left(\log n, \frac{1}{2} g(x)\right), \quad i=1,2 .
$$

Hence from (6.2) we obtain

$$
\begin{aligned}
\sum_{k=0}^{2 n-1}\left|\rho_{0, m_{v}}\left(x-x_{k}\right)\right| & \leqq \frac{p}{(2 n)^{m_{v}}} \sum_{k=0}^{2 n-1}\left[C+\min \left(2 \log n, g\left(x-x_{k}\right)\right)\right] \\
& \leqq c n^{1-m_{v}}\left[2 C+\sum_{k=0}^{2 n-1} \min \left(\frac{2 \log n}{n}, \frac{1}{n} g\left(x-x_{k}\right)\right)\right] .
\end{aligned}
$$

Since it can be seen as in [3] that

$$
\sum_{k=0}^{2 n-1} \min \left(\frac{2 \log n}{n}, \frac{1}{n} g\left(x-x_{k}\right)\right) \leqq \frac{4 \log n}{n}+\frac{2}{\pi} \int_{0}^{\pi} g(t) d t
$$

the proof of (6.1) is complete.
Now let $J_{n}(x ; f)$ denote the Jackson polynomial of $f$ of degree $n$. Note that if $f(x+\pi)=-f(x)$, then $J_{n}(x+\pi ; f)=-J_{n}(x ; f)$ and so $J_{n}(x ; f) \in \mathscr{T}_{n}$.

Lemma 6. If $f(x)$ in $C(\mathbb{R})$ satisfies the Zygmund condition

$$
\begin{equation*}
f(x+h)-2 f(x)+f(x-h)=o(h) \tag{6.4}
\end{equation*}
$$

then

$$
\begin{gather*}
\sup _{x}\left|f(x)-J_{n}(x ; f)\right|=o\left(\frac{1}{n}\right),  \tag{6.5}\\
\left|J_{n}^{j)}(x ; f)\right|=o\left(n^{j-1}\right) \text { for } j \geqq 2 . \tag{6.6}
\end{gather*}
$$

Moreover if $f$ is in $C^{1}(\mathbb{R})$, then

$$
\begin{equation*}
\left|f^{\prime}(x)-J_{n}^{\prime}(x ; f)\right|=o(1) \tag{6.7}
\end{equation*}
$$

Proof. It is known ([5, p. 56]) that

$$
\begin{equation*}
\sup _{x}\left|f(x)-J_{n}(x ; f)\right| \leqq A \omega_{2}\left(f, \frac{\pi}{n}\right) \tag{6.8}
\end{equation*}
$$

So if $f$ satisfies (6.4), then (6.8) gives (6.5). It is also known ([10, see 4.8 .6 formula (18)]) that for any trigonometric polynomial $T_{n}$ of degree $n$,

$$
\begin{equation*}
\sup _{x}\left|T_{n}^{\prime \prime}(x)\right| \leqq B n^{2} \sup _{x}\left|\Delta_{n / n}^{2} T_{n}(x)\right| \tag{6.9}
\end{equation*}
$$

From the definition of the Jackson polynomial, we have

$$
\begin{equation*}
\sup _{x}\left|\Delta_{\pi / n}^{2} J_{n}(x ; t)\right| \leqq \omega_{2}\left(f, \frac{\pi}{n}\right)=o\left(\frac{1}{n}\right) \tag{6.10}
\end{equation*}
$$

so that from (6.9) and (6.10), we have

$$
J_{n}^{\prime \prime}(x ; f)=o(n)
$$

which yields (6.6).
If $f$ is continuously differentiable, then

$$
\begin{equation*}
\left|f^{\prime}(x)-J_{n}^{\prime}(x ; f)\right|=\left|f^{\prime}(x)-J_{n}\left(x ; f^{\prime}\right)\right|=o(1) \tag{6.11}
\end{equation*}
$$

Theorem 3. If $0=m_{1}<m_{2}<\cdots<m_{p}$ be integers, suppose that $f \in C(\mathbb{R})$ satisfies $f(x+\pi)=-f(x)$ and the Zygmund condition (6.4). Moreover if $m_{2}=1$, then suppose $f \in C^{1}(\mathbb{R})$.

Let $T_{n p} \in \mathscr{T}_{N}$ satisfy the interpolary conditions

$$
T_{n p}\left(x_{k}\right)=F\left(x_{k}\right), \quad k=0,1, \ldots, 2 n-1
$$

and for $k=0,1, \ldots, 2 n-1, j=2, \ldots, p$,

$$
T_{n p}^{\left(m_{j}\right)}\left(x_{k}\right)= \begin{cases}f^{\prime}\left(x_{k}\right), & \text { if } m_{j}=1 \\ o\left(n^{m_{j}-1}\right) & \text { otherwise }\end{cases}
$$

Then $T_{n p}$ converges uniformly to $f$ on $\mathbb{R}$.
Proof. From Theorem 2, we have

$$
\begin{aligned}
T_{n p}(x)= & \sum_{k=0}^{2 n-1} f\left(x_{k}\right) \rho_{0,0}\left(x-x_{k}\right) \\
& +\sum_{j=2}^{p} \sum_{k=0}^{2 n-1} T_{n p}^{\left(m_{j}\right)}\left(x_{k}\right) \rho_{0, m_{j}}\left(x-x_{k}\right)
\end{aligned}
$$

Now

$$
f(x)-T_{n p}(x)=f(x)-J_{n}(x ; f)+J_{n}(x ; f)-T_{n p}(x)
$$

and

$$
\begin{aligned}
J_{n}(x ; f)-T_{n p}(x)= & \sum_{k=0}^{n}\left(J_{n}\left(x_{k} ; f\right)-f\left(x_{k}\right)\right) \rho_{0,0}\left(x-x_{k}\right) \\
& +\sum_{j=2}^{p} \sum_{k=0}^{2 n-1} J_{n}^{\left(m_{j}\right)}\left(x_{k} ; f\right) \rho_{0, m_{j}}\left(x-x_{k}\right) \\
& -\sum_{j=2}^{p} \sum_{k=0}^{2 n-1} T_{n p}^{\left(m_{j}\right)}\left(x_{k}\right) \rho_{0, m_{j}}\left(x-x_{k}\right)
\end{aligned}
$$

The result now follows from Lemmas 5 and 6.

## 7. Remarks

It seems natural to ask why we consider only the case when the number of nodes is $2 n$. When the number of nodes is $2 n+1$, we have to consider again two cases: (i) when $p$ is even and (ii) when $p$ is odd.

The case (i) when number of nodes is $2 n+1$ and $p$ is even can be treated the same way as above. The case (ii) when $p$ is odd will be discussed elsewhere.
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