
WEIGHTED QUADRATIC NORMS AND LEGENDRE 
POLYNOMIALS 

I. I. HIRSCHMAN, JR. 

1. Introduction. Let œn(x) = {n + f)^Pn(x), n = 0, 1, . . . , be the nor­
malized Legendre polynomials. If f(x) G Ll{ — 1, 1) and if 

On = J C0n(x)/(x) . dx 

then we write 

oo 

0 

Let T = {tn\ (0 < n < oo) be a sequence of real constants. T determines a 
linear transformation on setting Tf(x) = g(x) if g(x) € Ll{— 1, 1) and if 

CO 

g(*) ~ Z) tnanun(x). 
0 

(In general 7" will not be defined for eve ry / £ Ll( — 1, 1)). Let 

^w = [ £ I 2 

where — 1 < a, fi < 1. 9la,/3 will also be used to denote the space of functions 
f(x) for which ^«^[J] is finite. Because of the special role played by x = ± 1 
in Legendre series such norms are quite natural. Our objective in the present 
paper is to give a rather general sufficient condition for T to be a bounded 
linear transformation of 5la,/s into itself. 

The origin of this problem lies in the fact that T is a multiplier transforma­
tion and multiplier transformations for Fourier series have been extensively 
studied. Let, just as above, T = {tn} (— oo < n < oo) be formally defined as 
that linear transformation which carries 

f(6) ~ É ane
in° 

—oo 

into 

77(0) ~ £ tnaneM. 
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WEIGHTED QUADRATIC NORMS 463 

Let 

\\f(6)\\p = [f_Jf(e)\pde]UP. 

T is said to be of type [p, q] if there exists a constant A such that ||r/||(Z<^4||/,||p 
for every/ for which \\f\\p is finite. Many classical investigations in the theory 
of Fourier series have been concerned with the problem of showing that a 
particular multiplier transformation is of some prescribed type. Thus the con­
jugate function theorem of M. Riesz asserts that {isgnn} is of type [p, p] 
for 1 < p < oo, and the fractional integration theorem of Hardy and Little-
wood is equivalent to the assertion that {(in)-*}' is of type [p, p(l — pv)~l] 
for 1 < p < <J~1 < oo. (Here the prime indicates that the term corresponding 
to « = 0 is omitted.) An investigation of particular relevance to the present 
paper is that of Marcinkiewicz (4) who, by making use of some very difficult 
researches of Paley, Littlewood, and later Zygmund, was able to prove that 
T is of type [p, p]} 1 < p < oo, if 

1.1 \tn\ <A (« = 0, ± 1 , ± 2 , . . . ) , 

E | / * - * * - i | <A (« = 0 , 1 , 2 , . . . ) -
±2" 

Marcinkiewicz's result plays a central role in the theory of multiplier trans­
formations in that many of the other results can be deduced from it. Let 

\\f\u,1> = [fjf(emerdd]1'p. 
T will be said to be of type [(a, p), (/?, q)] if there exists a constant A such that 
||7jf||/3,ff < -^ll/lla.p f° r all/(0) for which ||/||afP is finite. The author has recently 
proved that if the conditions (1) hold then T is of type [(a,p), (a, p)] for 
1 < p < oo, —p-1 < a < 1 — p"1. See (3). The arguments used depend 
heavily upon the connection between Fourier series and power series, and thus 
cannot be extended to other orthogonal expansions. However it can be shown 
that the conditions 1.1 imply that T is of type [(a, 2), (a, 2)] by quite different 
arguments. This is, of course, the case of weighted quadratic norms. In the 
present paper we shall apply these arguments to Legendre series. It will be 
convenient to state our principal result. 

DEFINITION. T = {tn} (0 < n < oo) is said to belong to class M(C) if: 

(a) \tn\ < C (« = 0 , 1 , 2 , . . . ) ; 

(b) E fe-4-i|<C (« = 0 , 1 , 2 , . . . ) . 

We shall show that if T belongs to class M(C) then 

WaATf] < D(a, P)CWa*[f\ ( - * < «, P < i) 

where D(a} ft) depends only upon a and /?. The restriction — J < a, fi < \ 
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here is essential and the result is not otherwise true. As an example let SN = 
{SN,U} where sNtîl is 1 for 0 < n < N and is 0 for N < n < oo. SN belongs to 
M(Î) . Thus 

1.2 ftajÀSrf] < D(a, m«Af] (-£ < «, £ < i). 
For the sake of comparison we recall that Pollard has shown in (6) that 

| | 5 « f | | , < 2 ? ( ^ ) | | / | | p ( § < * > < 4), 

the result being false for other values of p. See also in this connection the paper 
of Newman and Rudin (5). 

Our method of demonstration depends upon the following inequalities, 
valid for 0 < a < §, 

E\a) < 5Ro.«[fT2£ Mj+ÏT* - ak(k + i)^]2Q(kJ) < E"(a), 
k>j 

£'(«) < %»,o[/r2Z [(- i )^(j+ i)~*-(-i)*o*(* + ir*]'c(*,j) < £"(«), 
where 

<2(*,i) = (* + *)(;' + i)l* -il"1"2-^ + i)"1-
Here £ ' (a) and E"(a) are positive constants depending only upon a. 

2. Preliminary estimates. The present section is devoted to establishing 
results which are needed to prove the identities announced at the end of §1. 
Let us write <j>(x) ~ ^ ( # ) (x £ X) if there exist finite positive constants 
C\ and c2 such that C\ < <j>(x)/\p(x) < c2 (x Ç X). Similarly <f>{x) < ~ ^ ( # ) 
(x £ X) if there exists a positive constant c such that <j> (x) < q^ (x) for (# Ç X). 
We define 

LEMMA 2a. .For a fixed 0 < a < % we have 

Qa(x) ~ (1 - *)« ( - 1 < x < 1). 

Proof. Let go = 1, 
_ 1.3 . . . (2m - 1) 

gm 2 . 4 . . . 2m ; 

then (8, p. 92) 
n 

Pw(cos 0) = ] £ gmgn-mcos(n - 2m)6. 
7n=0 

Setting 0 = Owe see that 
w 

and thus 
n 

1 — Pn(cos 0) = X) £™gn-m[l ~ cos(« — 2ra)0]. 
m=0 
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Distinguishing between even and odd, we find 

oo oo  

E [1 - P2B(cos^)](2W)-1-2a = 2 £ [1 - cos(27)0]£ VnY^g^a*,, 
n=l j=l n>j 

£ [1 - P2re+i(cos 0)](2n + I)""1" 2a 

= 2 £ [1 - cos(2i + 1 ) 0 ] £ (2» + l r 1 " 2 ^ - ^ . 
j=0 n>j 

•+1+J-

Since 
gmijmfi -> 1 ( > Z — > oo ) 

it is easy to establish that 

g (2W)-1-2"&_& + ,~ (2J)-1-2", 

£ (2» + l ) - 1 - 2 ^ - ^ ^ ! c~ (2j + l)-1-2", 

and thus that 

S [1 ~ Pn(cosd)]rTl-2a~ ë [1 - cos(70)] j - 1 " 2 " . 
n = l .7=1 

Let 

/>(*) = ë [i - cosC/^r1-2*; 

then 

/>'(») = e [ s i n ( j 0 ) ] j - 2 a . 

It follows (10, pp. 112-116) that p/(6)c^d2a-1 ( 0 - ^ 0 + ) and thus that 
p{B) ~ 62a (0 < 0 < IT) . Combining these results we have the conclusion of 
our lemma. 

LEMMA 2b. / / a is fixed, (0 < a < §), / t o 

J Qa(x) Pk{x) Pj(x) dx~-(k- JT1-2"^ + j)'1 {k > j > 0). 

Proof. The integral 

J P*(x) P,(a) P r(*) dx (k > j) 

is zero except for those values of r such that k — i < r < & + j and such 
that the parity of r equals the parity of j + k. In these cases the value of the 
integral is given by the formula (1, p. 311) 
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Thus 

J 12a(x) Pk(x) Pj(x) dx = - S(k,j), 

where 

We have 

s=0 

If jfe > 3//2, 0 < s < 7, then (k + 1 - s) ~ jfe, (jfe + 7 - 2s) ~ &, so that 

5(*,i) ^ ÀT2-2«É u + 1 - 5)-»(5 + 1)-* ~ r2-2a, 
s=0 

which can be rewritten as 

S(k,j) ~ (* - j ) " 1 " 2 ^ + j ) " 1 ( i > 3i/2). 

On the other hand if j < k < Sj/2 then 

S(k,j) = S1(kJ) + S2(k,j) + S*(k,j) = E + E + E • 

If j < k < Sj/2 and if 2j - k < s < j then (fe + 1 - 5) ~ (k - j ) , 
(& +j — 2s) c^ (& — j), and (5 + 1) ~ fe, so that 

If j < k < 3j/2 and j/2 < s < 2j - k then (k + 1 - 5) ~ (k - 5), 
(& + j - 2s) ~ (ft - s), (s + 1) ~ ft, and (j + 1 - s) ~ (ft - s), so that 

Si(k, j) c~ k-1 E (* - *r2~2a ̂  (* - i)"1_2a(* + j). 
JK*<2J-Jt 

Finally if j < k < Sj/2, 0 < s < \j, then (k + 1 - s) ~ &, (j + 1 - s) ~ ft, 
and (& + 7 — 2s) ~ &, so that 

s3(ft, j) ~ r5/2-2a Z (s + D~* < =* (* - i)~1_2a(* +i)_1-

It follows that 
S(kJ) ~ (* - j ) " 1 " 2 " ^ + j ) " 1 (j < « < 3J/2), 

and our demonstration is complete. 
Let us set 

f Qa(x)(ft + | ) Pk(x) (j + i) P,(*) ix = { _ ^ * = -J/ 

Since Qa > 0 it is clear that dfc > 0, while ckj > 0 by Lemma 2b. 
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LEMMA 2C. 
CO 

2^/ ckj = dj. 
k=0 
k^j 

Proof. We have (9, p. 332). 

P(h, X) = s **(*+1) P,( .) = (1 :{l~%m. 
If - 1 < h < 1 then 

X I CO 

®a(x)(j + | ) Pj(x) p(h, x) dx = djhj - £ ckjh\ 
-1 *=«0 

k^j 

It is easily verified, by integrating term by term, that 

I p(h, x) dx = 1, — 1 < h < 1, 
- l 

and it is easy to see that 

lim p(h, x) = 0 

uniformly for — 1 < x < 1 — e for any fixed e > 0. From these relations we 
have 

lim f Qa(x)U+î)Pj(x)P(h,x)dx=Qa(l)(j+$)PJ(l)=0; 

that is, 
CO 

lim ^ ckJh* = dj, 
fc->l- k=0 

k^j 

and since the ckj are positive the series on the left is not only Abel summable 
but actually convergent. 

3. Some inequalities. The following result is demonstrated in (2): 

THEOREM 3a. If <t>n(0) n = 0, 1, . . . is a uniformly bounded orthonormal set on 
0 < 0 <land if for F (S) Ç L^O, 1) 

an = J Q F(0) <j>n{B) dOy 

£ al(nk + l)~2a <A(a) f F(d)2d2add (0 < a < J) , 
o */o 

then 

where Wo, »i, n2, . . . is any rearrangement of 0, 1, 2, . . . 
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In order to apply this theorem to Legendre polynomials let us define 

<j>n{6) = <^(cOS 7T0)[7T SHI 7T0]* 

Pifi) = /(cos 7T0) [T sin 7 i# 

(0 < 0 < 1). Setting x = cos ird we see that 

The functions <t>n(d) are evidently orthonormal, that they are uniformly 
bounded follows from (8; p. 161). Thus 

oo /» 1 

E o t
, ( » t + l ) - t e < 4 ( a ) F(fi) 

0 t / 0 

2"2V0. 

We have 

f F(6)Vde = f /(x)2| ~ arc cos xJ <fce ~ ^ .« [ / l * . 

Combining these results we have proved (7) 

THEOREM 3b. If 0 < a < \ then 

£ a / K + l ) - 2 "<5(a )9 l „ , a [ / ] 2 , 
0 

where n0y « I , w2, . . . w aw^ rearrangement of 0, 1, 2, . . . . 

We proceed to prove 

LEMMA 3C. If 0 < a < \ and if 

(i) / (*) G 5R0f«, 
oo 

(ii) / (*) ~ X) a»co„(a;), 
o 

lim E a2(iV - » + l )" 2 a = 0. 
iV^oo 0 

Proof. Given e > 0, let us choose a finite sum 
M 

g 00 = J 3 &n«nO0 
0 

such that 9lo,o[/ — g]2 < €. By Theorem 3b, 

£ (aw - &n)
2(iV - » + I)"2" < 4 ^o.aLf - gf < 4e 

o 

where bn is defined as 0 if n > M". Now 
N N M 

D aî(iv - « + i)-2a = E K - &n)2(̂  - n + i)-2a + £ al(N -n + iy2a. 
0 Af+1 w = l 
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Thus 
2V 

lira sup Z al(N — n + l)~2a < Ae. 
N->œ 0 

Since e is arbitrary our desired conclusion follows. 

4. The basic norm relations. We need the following version of the Riesz 
Fischer theorem, the proof of which is omitted : 

LEMMA 4a. Let a( — 1 < a < 1) be fixed. If constants {an}™ are given and 

if 

lim inf 9Î0,J X MnW < A, 
r->oo L 0 J 

then there exists a (unique) function f(x) such that 

CO 

3lo.«[/] < -4, /(*) ~ Z) 0n«n(*). 
0 

THEOREM 4b. If, for 0 < a < J, a fixed 

(i) /(*) 6 Stto.«, 
oo 

(ii) / (*) ~ X On«n(x), 
o 

k>j 

Proof. Let 

0 

then by Lemma 2a, 

Using Lemma 2c we see that 

f va(x)[g(x)]2dx = è d*6î(* + i)"1 — Z **A(* + i)"%0'+*)"*, 

= £ [M* + è)_i - b,(j + *)"*]%„ 

where in this sum & and j vary from 0 to <», bk being equal to zero, for k > n. 
Applying Lemma 2b we have 

%,«[g]2^ Z [h(k + *)-* - b,U+ IT^Qihj). 
Jc>j 

Thus our theorem is true for finite sums of Legendre polynomials. 

https://doi.org/10.4153/CJM-1955-050-x Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1955-050-x


470 I. I. HIRSCHMAN, JR. 

Letf(x) £ 9̂ o,a and let 
r 

hr(x) = Z ) ar.tf»k(x) 
k=0 

be a series of polynomials such that 

lim 5R0l«|y - hr] = 0. 

Note that this implies that 

limar,k = ak (k = 0, 1, . . .). 
r->oo 

We have, if N is fixed, 

0<j<k<N 

Letting r increase without limit, we obtain 

E [«*(* + *)"*-OiO" + \ThfQ{k,j) < A SRo..[/]*. 
0< ;<*<#" 

and finally, since iV is arbitrary, 

E [o»(* + i)-* - oj(j + kTh?Q(k,j) < A vioM?-
k>j 

To establish the converse inequality let 

r 

0 

We have 

%a/v]2^ E K(̂  + i r è - ^ ( j + irè]2<3(^j) 
0 < ; < f c < r 

+ÉoJy + ir1Ee(*,i). 
,7=0 * > r 

Now 

0<j<k<r 

< E [o*(* + i)~* - OiO' + hThÎQ(hj) 
k>j 

and 

E «JO' + i)"1 E Q(*,i) < A E o?(r - j + ir ta. 
.7=0 k>r j=0 

Applying Lemma 3c, we see that 

lim sup WoAfr? <A"Z [ak(k + *)"* - a,(j + hT^fQik, j). 
r-^oo k>j 

The desired conclusion now follows from Lemma 4a. 
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This theorem is equivalent to the first relation announced at the end of §1. 
The second relation there can be obtained from the first on noting that 
Sft«.o[/(*)] = MoAf(-x)]. 

5. Bounded multiplier transformations. We are now in a position to prove 
our main theorem in the case /3 = 0, 0 < a < | . Let S» be the multiplier 
transformation which carries 

oo iV 

f(x) ~ YLanUn(x) into SNf(x) = J^ana)n(x). 
0 0 

LEMMA 5a. If 0 < a < \ then 

3la,0[SNf]<A(a)ma,0[fl 

Proof. We may suppose a > 0, since the case a = 0 is trivial. By Theorem 
4b we have 

^o,«[^/] 2 < A £ [an(n + è)~è - am(m + ir*]2<2(m, n) 
m,n*CN 

+ A^ am(m + è)-1<20> n). 
n>N 

Using Theorem 4b again we see that 

S [a»(« + *)~* ~ *™(m + i)-*]2Q(m, n) < AWoAf]2. 
m.nKN 

Further 

X) al (m + i)_1<2(^» ») < A ] £ a^Z) (w - w)~1_2a, 

< A m0,a[ff, 

by Theorem 3b. These inequalities imply our desired result. 
Let b^ = 3.2M~2, rM = 2"_1, let ô  be the set of integers ôM — rM < k < &M + r^, 

and let 

If 

(x) = [1 - r / ( x - 6M)2]. 

o 
then we define 

77 C £ T M 

LEMMA 5b. / / 0 < a < \ then 
oo 

Proof. We may again suppose a > 0. By Theorem 4b, 
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where 

Z)i = Z) [PMO) &n(n + J)"* - pM(m) am(m + h)~h]2Q(n, m), 
n>m 

X2 = Z) P^mfam{m + | ) _ 1<20, m), 
n><Tn 

£ 3 = Z) PM(») <40 + i)_ 1<20, w). 

Let us begin w i th in 2. For m G cM we have 

X) (?(̂ > w) < AmÇbp + rM — w)~2a 

where 4̂ is indepdnent of m and ju. Since 

P/i(m)2 < 4(6M + rM - ra)V~2 (m 6 o>) 

it follows that 

Z) Pn(m)2(m + \Y1Q{n, m) < A (&„ + r„ - mf~2ar~2 (m € O -

Making use of the inequalities 

(h + r„ - m)2"2* < 4 (m + 1)2"2« (m € o-M), 

w + 1 < A r^ (m Ç orM), 

we obtain 

£ P,(m)2(m + i r 1 ^ , w ) < 4 (m + l ) " 2 a (m Ç O , 
w>crM 

and thus 

E 2 < ^ Z \am\\m + I)'2". 
mt<Tfl 

We next turn to X)3, which follows the pattern established for £ 2 . For 
w G O"M we have 

YJ Q(n,m) < A n(n — h» + ^ ) ~ 2 a , 

*(n)2 < 4(» - b, + rtfr'2 

where A is independent of n and fx. Since 

PM( 

it follows that 

E PM(^)2(^ + i ) _ 1 e ( ^ , tn)< A{n - &M + r M ) 2 " 2 V. 

Making use of the inequalities 

(n-b,+ rM)2"2« < A (n + 1)2~2« (» 6 cr„), 

rM > i4(» + 1) in e crM)f 
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we obtain 

£ PÀn)\n + I ) Q(n, m)< A (» + l)~2 a (» € o>), 

and thus 

Z3<^Zki2(** + ir2a. 

It remains to treat £ i . Since 

anPll(n)(n + § ) - * - amPli(m)(m + §)-* = K O + s ) ~ * - 0m (w + §)-*] pM(w) 

+ am(m + i H t p ^ ) - pM(w)], 

and since 0 < pM(«) < 1, we have 

E i < 2 E K O + *)"* - am(m + i)-*]2G(», m) 

+ 2]T) aw(m + è ) " " 1 ^ » ) - PÀ™>)ÎQ(n> w). 

We assert that 

£ O + i r W » ) - P,(«)]'G(», « ) < A (m + l)~2a (m € «•„). 

To verify this we note that 

pM(») — puitn) = - (« - m){n + m - 26M) r~2, 

|pM(rc) - pM(m)| < A(n - m) r~l. 

It follows that 

S ( « + § ) _ 1 [ P , ( « ) - PÀm)ÎQ(n, m) < ^ 2 £ '(» - m)1"2" , 
n—m+1 n=m+l 

< A F? 0 , + r„ - m)2-2", 

< ^ ( m + l ) - 2 a , 

as desired. Thus 

£ < 2 £ [a,(« + i )"* - am(m + *re]2<2(«, « ) + A £ <£(» + l)~2a. 
1 w,m€<r„ wcor/u 

Summing and applying Theorems 3b and 4b, we have 

S 5Ko.«[£J2 < il 9î0(«m2. 

and our lemma is proved except for the fact that /z starts at 2 instead of 0, 
which is evidently without significance. 

Let 5M be the set of integers 2**-1 < k < 2*, JJL = 1, 2, . . . ; So is the integer 
& = 0. 
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LEMMA 5C. If 0 < a < \ and if n» 6 S» then 
OO  

Z E am(h - n,\ + I)"2" < A(a)KoAf}2-

Proof. By Theorem 3b, 

Z PÀm)2am(\m - w„| + l)~2 a < A KoAErf. 

For m Ç 5M pM(w) > 4 and thus 

Z û4(|m - «M | + l)"2a < ^ Z PM(W)2O2»(|W - »^| + l)"2a, 
m ta. 

2 
< ^ 3to.«[E„r 

Summing over /* and using Lemma 5b we obtain our desired result. Note that 
a similar inequality holds for 9^,0. 

THEOREM 5d. If 

CO 

(i) f(x) ~ J2 On<*n(x) f € 5fto.«, 0 < « < | , 
0 

(ii) T = {*„}? belongs to class M(C), 
oo 

(iii) Tf(x) ~ X) 4awcow(x), 
o 

m0ATf]<ACWoAf]. 
Proof. We set 

$M(*0 = Z ) aJnUnix) 

for M = 0, 1, 2, If 

M=0 

then, by Lemma 4a, it is enough to prove that 

WOAFM] <AC VloM] (M = 1, 2, . . .). 

We have 

9 l û , a [ ^ ] 2 ^ f Çta(x)[FM(x)]*dx; 

and since 

X
I M pi 

Ua(x)[FM{x)fdx = S fi0(x)[5„(x)]2<fe 
-1 /x=0 «/~1 

+ Z I °«(*0 5M(*0 M*) dx, 
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it is sufficient to show that 

5.1 

and 

< AC2yio,«U]\ 

5.2 

Let us set 

CO /»1 

S I ®a(x) 8n(x) ôv(x) dx 
,p=Q,Hjéy\ •/—1 

£ f Û«(x)fe(x)]2&<4CXa[/f. 

I r 1 

ly,» — I &a(x) 5M(x) 8P(x) dx 
0*^0; 

then 
!..,= £ - aHaJJm(n + f ) è(w + è) *cm,M 

and thus by Lemma 2b, 

I,., < AC2 £ M»l(» + i)~*(» + *)"*(?(», m), 

< AC' £ tknl2 + K|2](« + \Y\m + è)-JÇ(«, « ) . 
niSv,miSyL 

From this we obtain 
CO CO CO  

£ !„., < ^ E I k, |2£ £ (m + i)"*(n + i)-*Q(«, »). 
/Lt, y=Q,pj4v M=0 mtSu v=0 ne S 

Now 
(» + è)"è(w + §)-*(?(», w) < il|» - m]-1-2", 

and if m Ç 5M then 

É I» - H_1~2a < il[(w - < + l)"2a + « - m + l)"2a], 

where nj and nj' are the first and last points of 5M. Applying Lemma 5a it 
follows that 

CO CO ^ ^ 

£/„ . ,< AC2T, £ K\*[(\m - »;| + ir2a + (|« - < | + ir2a], 

< AC2Ko,a[f)\ 

and^.l is seen to hold. 

Let us next consider 

For n fixed we set 

I Qa(x)[8tl(x)]2dx. 

s{n,x) = X OmPnitn) <*m(x). 
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It follows from Lemma 5a that 

5.3 Wo.a[s(n,x)] <i4Sfto,«[£|.]-

We have, if u(n) = tn/pfi(n), 

£/*(*) = 23 u(n)[s(n, x) — s(n — 1, x)]. 
neSp 

Summing by parts we find that 

5M(*0 = Z s{n, x) [u(n) - «(» + 1)] + w(2M) s(2M - 1, x) 

- u(2"-1) 5(2"-1 - 1,*), 

from which using 5.3 it follows that 

g&o.«[«„] < ^ 3to.„[E,,]{ E |«(«) - «(« + 1)| + |w(2")| + | M ( 2 " - 1 ) | } . 

Now it is easily verified that 

£ |«(») - «(n + 1)| + |«(2M)| + |^(2M"1)| < 4 C 

and thus 

5«oi«[«l,]<ilC9flo.«[£l.]. 

Squaring and summing over n we see using Lemma 5b that 5.2 holds. 

6. Multiplier transformations, continued. Let P(fi, a) stand for the pro­
position that if T e M(C) then %,a[Tf] < AC%,a{f] where A depends only 
on a and ft. Theorem 5d shows that P(0, a) is valid if 0 < a < \. We wish to 
show that P(/3, a) is valid for ( — J < P, a < J). We begin with two general 
principles. 

LEMMA 6a. If P(/3, a) is valid so is P (a , 0). 

Proof. -Let/C») € 9 ^ ; then, if F(x) = / ( - * ) , 

9^Lf] = ft/Un 5»«^[37] = %ATF]. 

LEMMA 6b. If P(/3, a) is valid so is P(—p, —a). 

Prw/ . Le t / (*) 6 %,«. Let 
r 

g(«0 = YJ bkuk{x). 
0 

We have 

J [P/CxO]gOO^ < ^.«[Pf] 9U-«te ] < AC%>a[f] 9t-*.-«te], 

and since 

J ^ [7J(x)] g(x) Jx = J_ i / (x ) [ rg (x) ] <fc, 
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this can be rewritten as 

f(x)[Tg(x)]dx £ < CA %,a[f] 3fU-«[g]f 

which, since it is true for every/ G %,«, implies that yi-p-a[ Tg] < CA 9l-p,-a[g]. 
An evident approximation argument enables us to remove the restriction 
that g(x) be a finite sum of Legendre polynomials. 

Lemmas 6a and 6b together imply that P(0, a) and P(0, 0) are true for 
- i <<*,&< h 

LEMMA 6C. P(0 , a) is valid if — J < a, p < 0. 

Proof. L e t / 6 9fy.a. We have 

WpATfl < A WoATfl + A %,o[Tf\, 
< CA gfl0.«l/] + G4 SR^oL/], 

where we have used the fact that P(0, a), P(#, 0) are true for — J < a , /3<0. 
Since 

SKo.a[fl < ^ ^ , a [ / ] , ^ , o [ / ] < ^ 9 W / J , 

we have 
%ATf] < CA %,a[f], 

as desired. 
Lemma 6c in conjunction with our previous results shows that P (/?,«) is 

valid if — J < a, ft < J, and if a/3 > 0; that is if a and /5 are of the same sign. 
The case where a and ft are of different signs is slightly more difficult. 

LEMMA 6d. If 0 < a, 0 < 1, # P € M(C), and # 

P(*) = (1 - x) T[f(x)] - P[( l - *)/(*)] 

w&e/'e A depends only on a and p. 

Proof. I t is enough to prove this in the case where f{x) is a finite sum of 
Legendre polynomials. We have 

oo oo 

f(x) = £ ako)k(x) = ]C PkPk(x), Rk = ak(k + | )* . 
0 0 

Since (9, p. 308), 

(1 - *) Pn(x) = - (* + 1) (2n + l J -^+i&c) + P»(*) - *z(2rc + l ) - ^ . ! ^ ) , 

we find, after a short computation, that F(x) = Pi(x) + F2(x) where 

FiW = Ê (» + 1)(2» + 1 ) _ 1 P«[ -^ + Wi] Pn+i(x), 
0 

https://doi.org/10.4153/CJM-1955-050-x Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1955-050-x


478 I. I. HIRSCHMAN, JR. 

Note that these series are only formally infinite. Let g(x) £ 9^,0
 a n d let 

oo oo 

g(x) ~ E &*>»(*) = E R'kP*{x)R'k = M* + i)è-
0 0 

We have 

J l co 

Fx(») g(x) dx = 2 E (» + 1)(2» + i r x (2« + i r ^ X + i t - 4 + tn+1], 
- 1 0 

I / » 1 oo 

F(x) g(x)dx\ < A^, X) kA+i| |4 - 4+iI-
If aM = l.u.b. \an\ îorn £ 5Mand^M = l.u.b. |6n| for w Ç 5Mthen (see the remark 
following the proof of Lemma 5c) 

J_i F1(x) g(x) dx\ < A X) <*,*(& + /W) Z) l*n - k+i\ 
M=0 n e 5 M 

oo / oo \%/ °° \ i 

< ACT, «n(ft. + AM-X) < AC[ E «Î ) I E tf ) 

<ACSft0la\f\%.0\g]. 
Since this is true for every g Ç ^ , 0 it implies that ÏÏL^oIPi] < ACWlo.a [/]. 
Similarly we can show that ÎL /MI-^] < 4Cït0,a[/]. 

LEMMA 6e. P(/3, a) is valid if — | < / 3 < 0 < a < è -

Proof. We have 

3 W r / ] < ^ ?io.«[r/] + ^ ^.o[(i - *) Tf\. 
Since P(0, a) is valid 

WoATf]<Acyio,a[f]-

If P(x) is defined as in Lemma 6d, then 

5RM[(1 - *) 7y] = %,o[T{(l - *)/(*)} + F(x)] 
< %,o[T{(l - *)/(*)}] + %,o[F(x)]. 

By P (0,0) 

^ .o[ r{( l - *)/(*)}] < ilCSftM[(l - *)/(*)] 
<AC%.a\f(x)]-

Since/ G 9îo,a, Lemma 6d implies that 

%,o[F(x)] < ACWo,a[f] < AC%,a\fl 

Thus combining these results 

%ta[Tf]<AC%,a[fl 
as desired. 

Our lemmas yield 

THEOREM 6f. P{a, 0) is valid for — | < a, 0 < J. 
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It is to be noted that there is another general principle which we have not 
invoked. It is easily shown by arguments like those used in the Riesz-Thorin 
convexity theorem that if P(a', pf) and P(a", P") are valid then so is P(a, P) 
where a = a'(l - 0) + a"6, p = p'(I - d) + /3"0, 0 < 0 < 1. However this 
would not have shortened our arguments. 

We shall now indicate briefly and without going into detail how it can be 
seen that the restriction — J < a, P < \ is essential in Theorem 6f. If Theorem 
6f were valid for a and P not satisfying the above restriction then 1.2 of §1 
would hold. That this is impossible can be seen using the methods of Newman 
and Rudin (5). 

7. Fractional integration. Le t / (x ) 6 9ta,/9 where — \ < a, p < J and let 
f(x) have mean value zero so that 

CO 

f{x) ~ 2 Qn<ûn(x). 
1 

We set 

1(a) f(x) ~ Ë [n(n + l ) r / 2 W * ) . 
l 

1(a) is a fractional integration operator if a is positive and a fractional differ­
entiation operator if a is negative. Note that 

I (-2) f(x) = [ ( * * - 1)/ ' (*)] ' . 

In the present section we shall apply our results to the study of 1(a). 

THEOREM 7a. Let f(x) have mean value zero. If 

(i) - i < au Pi < h - i < «2, ft < J, 
(ii) 0 < 0 < 1, 

(iii) a = o-20, a = (1 - 0) ai + 0a2, 0 = (1 - 0) Pi + 6p2, 

then 

where A depends only upon au Pu a2, P2, #2 and 0, but not upon f. 

Using Theorem 6f we can show that, if f(x) has mean value zero and if 
- J < a, P < J, then 

yiaAI{ir)f]<A(r)^aAf\ 
where A (r) = 0(|r|) as r —> ± °°. Note that although Theorem 6f is stated 
for real multipliers, it evidently holds for complex multipliers as well. This can 
be seen by decomposing into real and imaginary parts. The inequality we 
have just established asserts that "fractional integration" of purely imaginary 
order is a bounded transformation of SStafi into itself. It now follows from a 
general theorem on groups of multiplier transformations that this property 
of fractional integration of purely imaginary order implies (3; 11) the con­
clusion of Theorem 7a. 
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We shall now use Theorem 7a to prove an analogue of a classical theorem of 
Hardy and Littlewood (10, p. 227). The method employed here could also 
be used to give a new demonstration of their result. 

THEOREM 7b. Let f(x) have mean value zero. If 

(i) ai = a - (7,/3i = 0 - a (<7>0), 

(ii) a, 0 < h — §• < ai ,0i , 

then 

%1«JI(<r)f]<A%,a[f}, 
where A depends only upon a, 0 and a but not upon f. 

Proof. I t is enough to prove this for f(x) a finite sum of Legendre poly­
nomials. We first assert that if — \ < a < § then 

7.1 %tai[I(a)f]<Ayio,a[f], 

where <r > 0, a\ — a — cr, «i > — f. Suppose first that ai < 0 < a. Let 
^o,-ajg] < 1, where 

oo 

0 

We have 

»i 

x 1 

< A[ £ O5(« + l)-2"]'[ £ bl(n + l)+2a']è 

<Ayio.a[f]Wo,-«Ag] 

< A 5R0.«[/]. 

Here we have used Theorem 3b. Since this is true for an arbitrary g such that 
Sfto.-ajg] < 1, it implies 7.1 for — \ < ax < 0 < a < | . 

Next assume that 0 < «i < a < \, where ax = a — <r. We have from the 
case already considered, 

5R. .o [ I (a ) / ]<4 %,<,[/]• 

By Theorem 7a, if a = Sa 

%,«, [!(*)/] < ^ %,«[/]1-*9Vo[/(a)/]9 < ^ 9lo,«[f]. 

Thus 7.1 is true if 0 < «i < a < §. If - \ < ax < a < 0, let Wo.-ajg] < 1-
We have 

f ' [I(<0/(*)] g(x) dx\ = \ f / (*)[ / (*) g(x)] dx\ < SR...I/] 5tto.-„[/(<r) g(x)]. 
I J - l I I * / - l I 
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But 
%,-a[I(a) g(x)] < A 9V-ai[£(*)] < A 

(because —a = — ai — a, 0 < — a < — a± < J), so that 

I r 1 I 

Since this is true for every g with -Ko,-«Jg] < 1» it implies 7.1 for 
— | < ai < a < 0. Thus, finally, 7.1 is true if — \ < ai < a < \. Similarly 
we can show that if - \ < 0i < 0 < §, ft = /3 - o- (cr > 0), then 

7.2 ^ . 0 1 / W / K i l ^ . o L / ] . 

Let us set 

/ i W = l [ l - sgn *] / (*) , 

/ 2W = | [1 + sgn *] / (*) . 

We have from 7.2 that 

7.3 5fy1|0[/(er)/i] < il 9^,o(/i] < A %Af]-

Since 7(o-) G M(C) (for some C) Theorem 6f gives 

7.4 ^ . « J / W / J < A %,at[fi] < A %,a[f]-

The inequalities (3) and (4) together yield 

7.5 Sffo,ai[1(a) / J < i l SttA .o[/00 /1] + ^ ^ [ 1 ( a ) fi] 

< A %>a[fl 

Similarly from 7.1 we have that 

7.6 9*0.0, [/(*)/,] < il %,«[/2] < il %,«[/]-

Again, since 1(a) Ç M(C) (for some C), 

7.7 9^.«[/(*)/2] < A %lta[f2] < A %ta[f\, 

and hence 

7.8 9 W / M M < il SRo,<J/(er)/2] + i4 9W/(<r) / 2 ] 

< il ?»,.„[/]. 

Making use of 7.5 and 7.8, we obtain 

as desired. 
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