
A STIELTJES-VOLTERRA INTEGRAL 
EQUATION THEORY 

D. B. HINTON 

Suppose S = [a, b] is a number interval and F is a function from S X S to 
a normed algebraic ring N with multiplicative identity / . We consider the 
problem of finding, for appropriate conditions on F, a function M from S X S 
to N such that for all t and x, 

M(*,*) = J + (L) j daF(t,s).M(s,x) 

where the integral is a Cauchy-left integral. 
In §2, a class g of functions F is defined in which the above homogeneous 

equation is uniquely solvable. This gives rise to a mapping 6 on § defined by 
@(i0 = M where M is the unique solution of the above integral equation. 
The mapping @ has the property that (§(S(F)) = F, which implies that it is 
one-one and onto. The non-homogeneous equations 

and 

Y(t) =G{t)+ (L) VdsF(t,s).Y(s) 

Z(t) = G(0 + (L) f Z(s).ds F(s, t) 

have solutions that are representable in terms of M and G. Moreover, the 
solution M of the homogeneous equation has representations in terms of 
solutions of non-homogeneous equations. 

This paper is a continuation of an integral equation theory studied by H. S. 
Wall (10) and developed extensively by J. S. MacNerney (5-8). Wall's theory 
has been expanded by T. H. Hildebrandt (3), where a Lebesgue-Stieltjes 
integral is used. A non-linear version of Wall's work has been developed by 
J. WT. Neuberger (9). The principal distinction between the equations here 
and the other linear theories is that in the above references the function F is 
a one-place function, i.e., a function M on 5 X 5 is sought such that 

M(t,x) = 1+ j dF(s).M(s,x). 

The connection with the previous work is primarily with the mapping 
developed by MacNerney in (7). For the application of MacNerney's theory 

Received December 7, 1964. Presented to the American Mathematical Society on August 
29, 1963. 

314 

https://doi.org/10.4153/CJM-1966-035-3 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1966-035-3
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to number intervals, the class g contains properly the multiplicative functions 
D5DÎ and additive functions OSÏ (under a trivial embedding) used in (7). An 
approximation theorem proved in §5 gives as corollaries the existence of a 
continued sum for members of OS0Î and a continued product for members of 
©21. This, coupled with properties of (§, gives as a further corollary parts (i) 
and (ii) of Theorem 3.3 and Theorem 4.3 of (7). 

1. Cauchy left and right integrals. Hereafter let a and b denote numbers, 

c = minja, b}, d = max{a, b}, S = [c, d], 

and let N be a non-degenerate ring, with additive identity element denoted 
by 0 and multiplicative identity element denoted by I. Suppose || • || is a norm 
for N, i.e., a function from N to the non-negative numbers such that for all 
x and y in N, 

(i) \\x\\ = 0 if and only if x = 0, 
(ii) ||x + :y | |< ||*|| + IMI, and 

(iii) \\xy\\ < \\x\\ | b | | , 
and suppose that N is complete with respect to this norm. The norm of / is 
then > 1 since 0 < | | / | | = | |/2 | | < ||/ | |2. A function F from the number interval 
S to N is quasi-continuous if it has left and right limits at each interior point 
of 5 and one-sided limits at each end point of S] and F is of bounded variation 
on S if there is a number K such that 

ê l l ^ O - ^ 1 - O I K . K : 

for all sequences {st}
n increasing from c to d. The least such number K is 

denoted by V[F, a, b] or V[F, b, a]. A function of bounded variation is also 
quasi-continuous. 

A number sequence is monotone if it is either non-decreasing or non-increas
ing, and a chain \si}^ from the number x to the number y is a monotone 
sequence such that SQ — X and sn = y. The chain {£*}<? is a refinement of the 
chain {st}l if {st}l is a subsequence of {ti}t. 

If both F and G are functions from S to N, then 
(i) the Cauchy-left integral 

(L) f dF(x).G(x) 

denotes an element Y of N with the following property: for each positive 
number €, there is a chain 5 = {s ĵo from a to b such that if / = {tt}™ is a 
refinement of s, then 

Il Y - (L)ZtdF.G\\ < e 
where (L)YltdF-G denotes the sum 

m 

E [F(tt) - F^om^). 
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(ii) the Cauchy-right integral 

(R) f dF(x).G(x) 
J a 

denotes an element Y of N with the following property: for each positive 
number e, there is a chain s = {st}l from a to b such that if t — {ti\r£ is a 
refinement of s, then 

l | F - ( R ) E i ^ - G H < e 

where (R)J^tdF.G denotes the sum 

m 

E [F(tt) - F(tl.l)\G{tt). 

The Cauchy-left and right integrals 

(L) f G(x).dF(x) and (R) f G(x).dF(x) 

are defined similarly. For each integral, classical arguments show that if the 
integral exists it is unique. 

The Cauchy-left and -right integrals are simply related by 

(L) f dF(x).G(x) = - ( R ) \a dF{x).G(x) 

and 

J *b /*a 

G(x).dF(x) = - ( R ) G(x).dF(x). 
a "b 

If F is a bounded function from a set K to iV, then \F\K denotes the number 
sup{ | l/̂ C f̂) 11 :x G K). In particular, a quasi-continuous function from a 
number interval to N is bounded. If F is a function of bounded variation 
from 5 to TV and G is a quasi-continuous function from S to iV, then j> = [si}ln 

is called an (F — G — e)-chain from a to b if € is a positive number and s is 
a chain from a to b such that for i = 0, . . . , n — 1, 

(i) llG t̂f) — G(y)|| < e if x and y are between s2i+i and s 2^2 or equal to 
S2H-1, a n d 

(ii) F[F, x, 52<+i] < e/2^ if x is between $2* and S2i+i> 
The existence of such chains is easily established by using the following theorem 
about quasi-continuous functions. The theorem is a consequence of (4, Lemma 
4.1b). 

THEOREM 1.0. If F is a quasi-continuous function from S to N and e is a 
positive number, then there is a chain s = {Si)1from a to b such that 

\\F{x) - F(y)\\ < a 

if x and y are between adjacent terms of s. 
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To construct an (F — G — e)-chain, first choose a reversible sequence 
So» s2, . . . , s2M from a to 6 so that if x and y are between s2i and s2*+2 for some i, 
then ||G(#) — G(y)\\ < e. Then choose s2i+i between s2t and $21+2 so that 
condition (ii) will hold. The Cauchy integrals defined above are known to 
exist if F is of bounded variation and G is quasi-continuous (2). The following 
approximation theorem will be of use, however. 

THEOREM 1.1. If F is of bounded variation from S to N} G is quasi-continuous 
from S to N, s = {si}ln is an (F — G — e)-chain from a to b, and t = • {/<}? is a 
refinement of s, then 

\\{L)Y.tdF.G - (L)ZsdF.G\\<e(\G\s+ V[F,a,b]). 

Remark. It follows that, under the assumptions of Theorem 1.1, 

(L) ( dF(x).G(x) - (L)J2.dF.G[\<e(\G\a+ V[F, a,b]). 

Since for a chain 5 from a to b, 

(L)£ ,dF .G + (R)£« F.dG = F(b)G(b) - F(a)G(a), 

we have the equality 

\\(L)Y,tdF.G - (L)Z*dF.G\\ = \\(R)ZtF.dG - (R)Zs F.dG\\y 

and hence an approximation theorem for right integrals. 
In addition to the linearity and additive properties of the Cauchy integrals, 

a few other properties are needed and these are stated below without proof. 
The use of an integral symbol in the conclusion of a theorem implies the exist
ence of the integral. 

THEOREM 1.2. If F and G are functions from S to N and 

(L) f dF(s).G(s) or (R) f F(s).dG(s) 

exists, then 

(L) fdF(s).G(s)+(R) f F(s).dG(s) = F(b)G(b) - F(a)G(a). 

THEOREM 1.3. If F is of bounded variation from S to N, G is quasi-continuous 
from S to A7, / and g are real functions on S such that for x < y, 

V\F, x, y] < f(y) -f(x) 

and ||G(.x)jj = g(x), then 

(L) fdF(s).G(s) < (L) fdf(s)g(s) < V[f,a,b]\g\ 

The following theorem is a generalization of a well-known inequality in 
differential equations (1, p. 107): it is useful in deriving properties of solutions 
of the integral equations studied here. 
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THEOREM 1.4. If K is a non-negative number, h is a real function on S non-
decreasing in the order from a to b, and m is a real function on S bounded above 
by the positive number T and such that for each x, 

(1.1) m(x)<K+(L) j m(s)dh(s)y 

then m(x) < K exp[h(x) — h(a)]for each x. 

Proof. I t is sufficient to suppose that h (a) = 0. If a0, . . . , an is a non-
decreasing sequence of non-negative numbers and p is a non-negative integer, 
then 

n i n 

X) ai-ifai - at-i) < 7-777 Z) ($ + ^ ~ V - i + . . . + a*-i)(a* - a M ) 
iTi p + 1 f=i 

Hence if x is in S and 5 = {s*}? is a chain from à to x, 

( L ) E W * = è ft(^i)*[*(*i) - 4 ( ^ 1 ) ] < 7 r r r A ( O l H ' 1 , 

from which we conclude that 

(1.2) (L) £ *(*)'<**(*) < — ^ Mx)P+1. 

By replacing m(s) by JT in (1.1), it follows that 

m(s) < K + Th(x). 

Assuming that for some positive integer n, 

m(x) <K + Kh(x) + . . . + [K/(n - l)!]ft(*)»-i + [T/n\)h(x)>\ 

then substitution of the above inequality into the right side of (1.1) for s = x 
and applying (1.2) yields 

m(x) < K + Kh(x) + . . . + [K/n\)h(x)n + [T/(n + l)l)h(x)n+l. 

Hence, m{x) < K exp[h(x)]. 

2. The kernel functions. Let g be the set of all functions F from S X S to 
the complete normed ring N such that (i) F(x, x) = I for all x, (ii) F is quasi-
continuous with respect to its first place, and (iii) there is a real non-decreasing 
function g on S such that g(c) = 0 and 

\\F(t, x) - F(t, y)\\< \g(x) - g(3OI for all t, xy and y. 

Such a function g is called a super function for F. 
For F in g let G F be the collection of all super functions for F and let gF 

be defined on S by : 

gF(x) = inî{g(x):g £ GF}. 
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THEOREM 2.1. If F G S> then gF is a super function for F. 

Proof. For x < y and g'mGF,gF(x)<f g(x) < g{y). Hence 

gF{x) < inf{g(;y):g 6 £ F } = gF(;y) 

and g F is non-decreasing. For x < y, g £ G F , and t Ç 5, 

||F(*, y) - F(/, *) | | < £ « - *(*) < *60 - gF{x) 

since £>(#) < g(x). Thus 

| | ^ , y ) - F(*,*)|| < mî{g(y):g G G^} - gF(x) = *FGV) - «,(*). 

THEOREM 2.2. If F £ g, ^ew .F w bounded. 

Proof. Since a one-place quasi-continuous function on S is bounded, there 
is a number L such that \\F(t, c)\\ < L for all /. Hence 

\\F(fi, x)\\ < | | / ^ , x) - F(t, c)\\ + \\F(t, c)\\ < gF(d) + L. 

THEOREM 2.3. (i) / / F in % is continuous with respect to its first place and 
has a continuous super function g, then F is continuous, (ii) If F is continuous, 
then gF is continuous. 

Indication of proof, (i) The continuity of F at (t, x) follows from the in
equality 

\\F(r,s) - F(t,x)\\ < \\F(r,s) - F(r,x)\\ + \\F{r,x) - F{t,x)\\ 

<\g{s)-g{x)\ + \\F{r,x) - F{t,x)\\. 

(ii) If gF has a discontinuity at x, then the function h defined below is a 
super function for F. 

[gp(y) iiy < x, 
h(y) — ih is defined by continuity at x, 

[gF(y) - [gF(x+) - gF(x-)] iix < y. 

But then h{d) < gF(d), which contradicts the minimality of gF. 

THEOREM 2.4. If F £ 3> Q ^s quasi-continuous from S to N} X = L or 
X = R, and P is defined on S by: 

P ( / ) = (X) f'dsF(t,s).Q(s), 
"a 

then P is quasi-continuous. Moreover, if F is continuous with respect to its first 
place y then P is continuous. 

Indication of proof. To prove P has a left limit at the number /, let {si}ln 

be a (gF — Q — e)-chain from a to t such that s2n-i ^ S2n- For r and y between 
S2n-i and S2ny define the chains u and v by ut = vt = Sfii 0 K i K sn — 1 and 
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U2n = y and V2n = y> Then both u and v are (gF — Q — e)-chains; by Theorem 
1.1, the sums 

X) [F(r,Wi) - F(r, Wi_i)]Q(w^i) 
2 w - l 

= Z [*"('. *0 - ^(r, s*-i)]Q(s*-i) + [I - F(r, s2n^)]Q(s2n^) 

and 

2n 

£ [ * ( y , v , ) - F C y , n - i ) ] Q ( » t - i ) 
i = l 

2 w - l 

= £ [^(y, *0 - F(y, *«-i)]Q(5«-i) + [/ - F(y, s ^ O l Q ^ i ) 
1 = 1 

are approximations to the integrals 

(L) f d ,F( r , s ) .Q(s) and (L) f d, F(y, s).Q(s) 

respectively. Since F is quasi-continuous in its first place, each of the differences 
\\F(r,Si) — F(y,Si)\\ can be made as small as desired by choosing r and y 
sufficiently close to /. Hence, P has a left limit at the number /. The other cases 
are proved similarly. 

THEOREM 2.5. If F £ $, Q is of bounded variation from S to N, X = L or 
X = R, and P is defined on S by: 

P(t) = (X) V dQ(s).F(s,t), 

then P is of bounded variation. 

Proof, I f a < x < ^ < 6 o r è < j < x < a , then 

P(y) - P(x) = (L) fdQÇ.s).[F(s,y) - F(s,x)] + (L) f dQ(s) .F(s, y). 

Hence, by Theorem 1.3, 

11 (P60 -P(x)\\ < V[Q,a,x]V[gF,x,y] + V[Q, x, y]\F\sxs < KV[L, x, y] 

where K = V[Q, a, b] + \F\SXS and L(S) = V\Q, a, s] + V\gF, a, s]. Hence P 
is of bounded variation. The proof for X = R is similar. 

THEOREM 2.6. If P £ 5> Q is of bounded variation from S to N, and K is 
quasi-continuous from S to N, then 

(2.0) (L) fdQ(s).(R) P P(s,v).dK(v) 

= (R) £ { ( L ) £dQ(s).P(s,v)\.dK(v). 
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Proof. First suppose that a < b and e and / are numbers such that 
aKe<fKb,K has value T on (e,/), and K has value zero elsewhere. 

Let 

and 

D(v) = - ( R ) fdQ(s).P(s,v) 

E(s) = (R) f P(s,v).dK{v) 

J a 

= K(s) - P(5,a)i£(«) - (L) f S ^ P ( 5 , ^ W . 

Then by Theorem 2.4 E is quasi-continuous and by Theorem 2.5 Z) is of 
bounded variation. A calculation of E{s) gives 0 if s < e, P(s,e+)T if 
e < s < f and P(s, e-\-)T — P(s,f)T if / < 5. An additional calculation gives 

(R) f D(v).dK(v) = £>(H-)r - D( / )7 \ 

Hence, 

(L) fdÇ(5).£(5)-(R) f*P(»).dK(J 
II •>a •>a II 

= (L) f+idQ(s).E(s)+ (L) f* d Q ( 5 ) . [ P ( 5 , e + ) - P ( j , e + «)]r 

- [ 2 ) ( e + ) - Z > ( « + «)]r 

for every ô > 0. Considering the approximating sums, we obtain 

dQ(s).E(s) 
e 

By Theorem 1.3, we have 

(L) f dG(*)- [P(s, «+) - P(s, e + 8)]T\ 

< V[Q,a,b][gP(e + 8) - gP(e+)]\\T\\. 

Thus equation (2.0) holds for K. The proof is similar for b < a and K constant 
on a segment of [b, a] with value zero elsewhere. 

The proof that equation (2.0) holds for a function K that has value zero 
on 5 except possibly at one point is similar to the proof above. Since a step 
function is a finite sum of functions of the above two types, and the integrals 
of (2.0) are additive with respect to K, we have equation (2.0) for step 
functions. 

An application of Theorem 1.0 proves that if K is quasi-continuous, then 
it is the uniform limit of a sequence K\, K%, . . . of step functions. After an 

< V[Q,e+,e + ô]\E\s. 
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integration by parts (i.e., Theorem 1.2), equation (2.0) is seen to be equivalent 
to the equation 

(2.1) (L) f dQ(s).(L) ('dvP(s,v).K(v) 

= (L) £dQ(s).K(s)+(h) £dv[(L) £dQ(s).P(s,v)YK(v). 

Application of Theorem 1.3 yields 

(L) FdQ(s).(L) fSdvP(s,v).[K(u)-Kt(u)}\ 
II *Ja *>a II 

< V[Q,a,b]V[gP,a,b]\K-Kt\s, 

(L) J dQ(s).[K(s)-Ki(s)]l < V[Q,a,b]\K-Kt\8, 

and 

(L) f 4<L> £ dQ(s).P(s,v)\.mv) - Kt(v)] < V[D,a,b]\K-Kt\8. 

Hence the uniform convergence of the sequence Ki, K2, . . . implies that (2.1) 
and hence (2.0) holds for K. 

3. The mapping Ë. Let F £ %. In this section we construct a function M 
from SX S to N such that 

(3.1) M(t, x) = I + (L) J ds F(/, 5). M(s, x) for all £ and x. 

THEOREM 3.1. Given F £ g, 2/zere w 0^e awd on/^ owe function AI that is 
quasi-continuous with respect to its first place and that is a solution of (3.1). 
Moreover, if F is continuous with respect to its first place, then so is M. 

COROLLARY 3.1. If M is the solution of (3.1) which is quasi-continuous in its 
first place, then 

\\M(t,x)\\<\\I\\^p\gF(t) - gF(x)\. 

Proof of uniqueness. Suppose M\ and M2 are solutions of (3.1) and are quasi-
continuous in their first places. Let P = Mi — M2 and p(t,x) = \\P(t, x)\\. 
Then 

P(/,tf) = (L) J d8F(t,s).P(s,x) 

and by Theorem 1.3 (for x < t), 

p(t,x) < 0 + (L) f dgr(s).p(s,x); 

thus p(t,x) < 0 by Theorem 1.4. Similarly, p(tfx) < 0 for t < x. Thus 
Mx = M2. 
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Proof of existence. By Theorem 2.4, there is a sequence of functions M0, 
M\, . . . such that each Mt is quasi-continuous in its first place, and for all 
/ and x in S and n = 0, 1, . . . , Mo(t, x) = I and 

Mn+1(t,x) = 7 + (L) J dsF(t,s).Mn(syx). 

By the definition of Mo and Mi, 

||Mi(*,*) - J M / , * ) | | = P ( U ) ~ 7 U * ) | | < M f l - M * ) | . 

If w is a positive integer and 

HJI/.a *) - ilfre-i(/,x)|| < [l/nl]\gr(t) - gF(x)\n, 

then by Theorem 1.3 and inequality (1.2) respectively (for x < t), 

\\Mn+1(t, x) - Mn(t, x)\\= (L) f ds F(t, s)[Mn(s, x) - M_i(s , x)] 
II Vj; 

<[i/»!](L) r^(5) i« , (5)-g y (*)r 

<[i/(n + iy.]\gAt)-gAx)\n+1. 
Then, for p > n, 

(3.2) | |A f , ( / , * ) -Af f , ( / , * ) | | < f ) \\Mt(t,x) - M^x^l 
i—n+l 

< z [i/*!]i«F(o-«^(*)r 

< £ gr(d)/il 

Similarly, the above inequalities follow for t < x. Inequality (3.2) ensures that 
the sequence M0, Mi, . . . converges uniformly on 5 X S to a function M 
since TV is a complete metric space. Since each Mt is quasi-continuous with 
respect to its first place and the convergence is uniform, M must be quasi-
continuous with respect to its first place. The uniform convergence implies 
that M is a solution of equation (3.1). If F is continuous with respect to its 
first place, then by the second part of Theorem 2.4, M is continuous in its 
first place. 

From equation (3.2), 

| |M(*,*)| | < | |M 0( / f*) | | + \\M(t,x) - M0(t,x)\\ 

< H/||+E[iA"!]M0-^(x)|f 

< | | / | | e x p | g , ( 0 - g , ( * ) | 

since 1 < | | / | | . The corollary implies that I f is bounded. 
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THEOREM 3.2. / / F £ % and M is the solution of (3.1) which is quasi-con
tinuous in its first place, then M G %. Moreover, if F is continuous, then M is 
continuous. 

Proof. To prove M has a super function, let t, x, and y be in S, x < y < /. 
Define m on 5 by : 

m{v) = \\M(v,y) — M(v,x)\\. 

From equation (3.1), we obtain for y < v 

M{v, y) - M(v, x) = (L) P ds F(v, s). [M(s, y) - M(s, x)] 

- ( L ) J dsF(v,s).M(s,x). 

Hence, by Theorem 1.3, 

m{v) < L[gF(y) - gF(x)] + (L) dgF(s)m(s) 
*Jy 

where L is a bound for M. Let i£ = Lexp[gF(d)]. Then applying Theorem 
1.4 to the above inequality we obtain m(v) < K[gF(y) — gF(x)] for y < v and 
thus for v = t. The same result follows if t < x. For x < £ < y, the result 
follows by applying the first two cases in conjunction with the triangle in
equality. Thus KgF is a super function for M. 

If F is continuous, Theorem 2.3 implies that gF is continuous. Hence by 
Theorem 2.3 and the second part of Theorem 3.1, M is continuous. 

If F G S» then S (M) is defined as the unique member M of % which is a 
solution of equation (3.1). Let I* denote the member of % which has value / 
everywhere. Then (§(/*) = J*. 

THEOREM 3.3. If g (F) = M, then g (M) = F. 

Proof. Define Z on 5 X 5 by : 

(3.3) Z(*,x) = I - (R) f Àf(J,s).dsJF(5,x). 

Integrating the right side of (3.3) by parts, we obtain by Theorem 2.4 that 
Z is quasi-continuous with respect to its first place. By Theorem 2.6, 

(L) J dsF(t,s).Z(s,x) 

= [I-F(f,x)]- (R) J[ '{(L) J ^ . F ^ ^ . M ^ ^ I . ^ F ^ x ) . 
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Since M is the solution in g of equation (3.1), the above reduces to 

(L) f d,F(t,s).Z(s,x) = [I - F(t,x)] - (R) f [M(t,v) - I].dvF(v,x) 

= - (R) J M(t,v).d,F(v,x) = Z(t,x) - I. 

Thus Z is a solution of equation (3.1), and hence Z = M. We now integrate 
the right side of (3.3) by parts obtaining 

F(t, x) = I + (L) f ds M{t, s). F(s, x) 

or F = @(M). 

4. The non-homogeneous equations. Two non-homogeneous equations 
are solved below. The proofs are similar and only the second is given. 

THEOREM 4.1. If M = &(F) and G is a quasi-continuous function from S to 
N, then there is a unique quasi-continuous function Y on S such that 

(4.1) Y(t) = G(t) + (L) ('ds F(t, s). Y(s). 
•Sa 

Moreover, 

Y(t) = G(t) - (L) rdsM(t,s).G(s). 

THEOREM 4.2. If M = ©(F) and G is a function of bounded variation from 
S to N, then there is a unique function Z of bounded variation on S such that 

(4.2) Z(t) = G{t) + (L) f Z(s).d, F(s, t). 
*Ja 

Moreover, 

Z{t) = G{t) - (L) ( G(s).dsM(sj). 
"a 

Proof. If both Z\ and Z2 are solutions of bounded variation of the above 
equation and P = Z\ — Z2, then P(a) = 0 and 

P(t) = (L) rP(s).dsF(syt). 
"a 

An integration by parts gives, for each /, 

0 = _ ( R ) J dP(s).F(sJ) = (L) j 0 dP(s).F(s,t). 
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Hence by Theorem 2.6, for each x, 

0 = (R) J * { ( L ) f dP(s).F(s,t)j.dtM(t,x) 

= (L) fdP(s).(R) f F(s,t).dtM(t,x). 
Jx Jx 

Interchanging the order of integration in equation (3.1), we obtain 

(R) ( F(s,t).dtM(t,x) = I - F{s,x) 
so that 

0 = ( L ) (adP(s).[I- F(s,x)] = P(a) -P(x) - (L) f dP(s).F(s, x) 
*J X *sX 

and hence P(x) ~ 0. 
If Z is defined by : 

Z{t) = Gif) - (L) ( G(s).dsM(sj) 

= G(a)M(a, t) + (R) f dG(s). ilf (s, 0 , 

then Theorem 2.5 shows Z to be of bounded variation. Interchanging an order 
of integration, we obtain 

(L) f Z(s).d9F(s, t) = G(a)(L) f itf(a, s).ds F(s, t) 

+ (L) J ^ G ( z ; ) . ( R ) J f J l f (» f 5) . r f 8 F(5,0-

Utilizing the equations of which M and F are solutions, the right-hand term 
is reduced to 

G(a)[M(aJ) - I] + (L) J*dG(v).[I - M(v,t)] = Z(t) - G(t). 

Thus Z is a solution of (4.2). 

The following two theorems give representations in % of solutions of 
homogeneous and non-homogeneous equations. The proofs are similar to that 
of Theorem 4.2. 

THEOREM 4.3. If M = (S(F), J = @(£), and P is the function quasi-con
tinuous in its first place such that 

P(t,x) = E(f,x) + (L) I dsF(t,s).P(s,x) for all tandx, 
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then 

and 

P(t,x) = E(tfx) - (L) j dsM(t,s).E(s,x) 

M(t,x) = J(s,x) - (L) j dsP(t,s).J(s,x). 

•sx 

THEOREM 4.4. If M = ©(F), J = ©(£), and P is the function of bounded 
variation in its second place such that 

P(t,x) = E(t,x) - (R) J P(t,s).dsF(s,x) for all t andx, 

then 

P(t, x) = E(t, x) + (R) j E(t, s).ds M(s, x) 

and 

M(t,x) = J(t,x) + (R) J J(t,s).dsP(s,x). 

5. An approximation theorem. The homogeneous equation (3.1) is 
solvable by a Cauchy polygon process. In this process the integral equation 
(3.1) is replaced, for a chain {r^™ from x to t, by a system of m + 1 equations 
in w + Î unknowns. 

If F Ç g, { r ^ i s a chain from the number x to the number t and 

qtJ = F(r if r,) - F(ru r,_i) for i, j = 1, . . . , n, 

then P?(F) denotes the element zm in iV where JS0, *I, • . • , zm are denned re
cursively by ZQ — I and 

zv = I + gpi z0 + qp2 z\ + . . . + gpp zp^ for 1 < p < m. 

THEOREM 5.1. If M = g(F) , i4(y) = M(y, a) /or «w* y, 5 = {st}ln is a 
(gF — A — e)-chain from a to by r = {r*}™ is a refinement of s, and 

m 

\\Pr(F) - M(6, a) | | < « ' I I [1 + l«F(r«) - g , ( fw) | ] . 

Proof. Let g^ and zf be denned as in the definition of Pr(F) and let 
dt = IgF^i) — gfO'i-i)! for each i. Let k be an integer 0 < k < m. Let £ be 
the least integer i such that r* < s^ The chain 5' is defined as 5o, Si> • • • » Sp—1, ffc 
if £ is even and as s0, $i, . . . , sp_i, r*, ^ if £ is odd. Then s' is a (gF — A — e)-
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chain from a to rk. The chain rf = r0, . . . , rk, rk is a refinement of s'. Hence, 
by Theorem 1.1, 

< € ' . J *rk k 

dvF{rk,y).A{y) - E f t ^ ( r w ) 
We shall prove by induction that 

(5.2) i^w-^iK^nii + î 
2 = 1 

for 2; = 1, . . . , m. First suppose v = 1. Then by equation (5.1), for k = 1, 

P(n) - si|| - (L) f f l W i , y M ( y ) - gn J < e ' < e ' ( l + d i ) . 

Then if w — 1 is a positive integer and equation (5.2) holds for v < u — 1, 
we have by equation (5.1) for k = u, 

\\ (*Tu u 

I \A {ru) - zu\ I = (L) d, F(r„ y) . A (y) - £ 1m ««-
II «^a 2 = 1 

<e '+Êl l« . iM(» '* - i ) -* t - i ] | | . 
2 = 1 

Using ||gtt*|j < ^z and the induction hypothesis, we obtain 

\\A(ru) - « . I K e'(l + di) + e ' Ê d , f i (1 + *,) = e'fl (1 + dt). 
2 = 2 J = l 2 = 1 

Thus (5.2) holds for v = m. Since A (rm) = M(b,a) and zm = Pr(F), this 
completes the proof. 

In (7), MacNerney defines a function V from S X 5 to N to be D-additive 
if and only if 

V(x9 y) + V(y, z) = V(x, z) and V(z, y) + V(y, x) = V(z, x) 

for all x < y < s. For such a function F there is a unique pair ( Vu Vz) (7, 
p. 149) with the following properties: 

(i) Vi and F2 are from S to N and satisfy Fi(a) = V2(a) = 0. 

(ii) V(x, y) = "^i(y) — ^ i W if * < 3% 
F2(;y) — F2(x) if y < x. 

The set OSl is the set of all £)-additive functions V such that, if 

(*, y) € 5 X 5, 

there is a number m such that 

E 117(̂ ,̂ 1)11 <m 

https://doi.org/10.4153/CJM-1966-035-3 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1966-035-3


STIELTJES-VOLTERRA INTEGRAL EQUATIONS 3 2 9 

for every chain {si}n from x to y. This condition on V is equivalent to both 
Vi and V2 being of bounded variation. Thus if F G OH, then I* — V Ç gf. 
Moreover, if 7? 6 g and V = I* - F is ©-additive, then V € £)% since 

|| F(*, 3OII = | | J - F(x,y)\\ = \\F(x,x) - F(x,y)\\ < \gF(pc) - g*(y)\. 

MacNerney defines a function M from S X 5 to N to be D-multiplicative 
if and only if 

M(x, y)M(y, z) = M(x, z) and M(z, y)M(y, x) = M(z, x) 

for all x < 3; < z. 
The set D5DÎ is the set of all O-multiplicative functions M such that, if 

(x, y) £ S X S, there is a number m such that 

X) ||Af(5if 5i_i) - J | | < m 

for every chain {st}l from x to y. Such an M satisfies Mix, x) = I for all x; 
cf. (7, p̂  152). 

Let C'9K+ denote the set of all O-multiplicative functions /* from S X S to 
the ring of real numbers such that /*(/, x) > 1 for all 2 and x. Then ilf £ £>9K 
if and only if there exists a y. £ D5DÎ+ such that ||Af (*, x) — J|| < /i(/, x) — 1 
for all £ and x; cf. (7, Lemma 3.2). 

If M € OSW4", then /* is bounded since for x < 3;, 

/*, *.\ p(d,y)n(y,x)ii(x,c) n(d, c) M 
H{y, X) = 73 r—7 r = -73 r—7 r < ju(#> C), 

»(d,y)n(x,c) n(d,y)n(x,c) 
and for 3/ < x we have ju(3>, x) < /x(c, d). Let 

&(x) = /*(c, X) — IJL(C, C) — ;ii(d, X) + jji(d, c) 

for all x. Then h is non- decreasing since for x < y, 

n(c, y) — /*(<;, x) = n(x, x)[fi(xt y) - 1] > 0 

and 

/i(d, 3/) - /i(d, x) = /x(d, y)[l - /i(y» *)] < 0. 

The function h is a super function for /JL. For the case x < 3/ < /, this follows 
from 

0 < /*(*, x) - M(^, 3O = [/*(<*, *0 - M(^I y)]/n(d, t) 

< /z(d, x) - n(d, y) < A(y) — h(x). 

The other cases are similar. The function n has the additional property that 
ju(x, x) = 1 since 

1 < n(x, x) = M(^> #)2. 
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From (7, Lemma 3.2), it follows that if M G ©9ft, then M is bounded. If 
L is a bound for M and x < y < t, then 

\\M(t,x) - M(t,y)\\ = | |M(/,y)[M0y,x) - J ] | | < £[/*(?,*) - 1] 

= L(n(y, x) - n(y, y)] < L[h(y) - h(x)] 
and 

||M(x, /) - M(y, OH = ||[M(*. y) - J]M0y, OIK £[/*(*, y) ~ 1] 

< L[ft(y) - h(x)]. 

The same inequalities follow for / < x and x < t < y. Thus M Ç g. 
If M 6 5 is ©-multiplicative, then M 6 ©9)î since 

| | J - M(x,y)\\ = | |M(x,*) - M(*,;y)|| < \gM(x) - gM(y)\. 

If x and y are in 5, {s*}? is a chain from x to y, V £ ©3Ï and I f Ç ©9W, 
then we compute inductively 

PS(I* - V) = [I + V(sn, s^)] . . . [ / + V(slt so)) 

and 
P9(M) = I - [M(5l, 50) - I] - . . . - [M(snf sn^) - / ] . 

MacNerney defines the continued sum XJ2 * [h] and the continued product 
aril'[A] for a function h from S X 5 to N as the cr-limit over chains [s(\* from 
x to / of sums 

n 

Yi, Hsu st-i) = h(so, si) + . . . + h(sn-h sn) 

and products 

n 

Y[h(su 5i_i) = A(S0> Si) . . . fcfoi-1, S„), 

respectively. Standard arguments show that the continued sum r]T)'[&] is 
©-additive and the continued product «11'[A] is ©-multiplicative. 

As a consequence of Theorem 5.1 and the above remarks we have the 
following two corollaries. 

COROLLARY 5.1. If V Ç ©21 and M = (£(/* - F), *Aen 

M(t, x) = JIX[J* + F] /or m i / a ^ x. 

Moreover, M £ ©9ft. 

COROLLARY 5.2. I / ¥ f ©9ft a«d 7* - F = @(M), Jfte» 

VO, x) = ,E*[M - I*] for each t and x. 

Moreover, V 6 ©21. 
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The mapping (g* from £)§l into 09JÎ is defined by: 

<g*(V) = g(7* - F). 

Corollaries 5.1 and 5.2 and Theorem 3.3 yield Corollary 5.3, which is identical 
with the parts (i) and (ii) of Theorem 3.3 and with Theorem 4.3 of (7). 

COROLLARY 5.3. The mapping ®* is reversible from ©21 onto OW and each 
of the following is a necessary and sufficient condition that M — @* ( V) : 

(i) M(t, x) = tU
x[I* + V]for each t and x. 

(ii) V(t, x) = tZx[M - I*] for each t and x. 
(iii) For each t and x, 

M(t,x) = I - (L) J dVi(s).M(stx) ift<x 

and 

M(t,x) = J - (L) J dV2(s).M(s,x) ifx<t. 

(iv) For each t and x, 

M(t,x) = I - (R) J M(t,s).dVi(s) ift<x 

and 

M(t, x) = I - (R) f Af(J, 5).d72(5) ifx < L 
vx 
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