# THE MODULAR GROUP ALGEBRAS OF $P$-GROUPS OF MAXIMAL CLASS 
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Introduction. The isomorphism problem for modular group algebras of finite $p$-groups appears to be still far from a solution (see [7] for a survey of the existing results). It is therefore of interest to investigate the problem for special classes of groups.
The groups we consider here are the $p$-groups of maximal class, which were extensively studied by Biackburn [1]. In this paper we solve the modular isomorphism problem for such groups of order not larger than $p^{p+1}$, having an abelian maximal subgroup, for odd primes $p$.

What we in fact do is to generalize methods used by Passman [5] to solve the isomorphism problem for groups of order $p^{4}$. In Passman's paper the case of groups of maximal class is actually the most difficult one.

In [2] the isomorphism problem is solved for 2-groups of maximal class. For odd primes the situation is not as manageable, and in fact the case of an arbitrary $p$-group of maximal class, even possessing an abelian maximal subgroup, appears to us to be quite difficult.

However, the results of Section 1 are fairly general, and do not apply only to $p$-groups of maximal class. It is also worth noting that almost everywhere we use the information provided not by the full group algebra, but by the factor algebra over the square of the ideal generated by the Lie commutators.

Notation. Our notation follows in general that of [3] and [6], except as specified below.

We write $G_{i}$ for the $i$-th term of the lower central series of the group $G, i \geqq 2$. We denote by $[a, b]=a b-b a$ the (Lie) commutator of two elements $a, b$ of an associative algebra, and by $(g, h)=g^{-1} h^{-1} g h$ the (group) commutator of two elements $g, h$ of a group.
Our group algebras $\mathbf{F} G$ are always taken over the field $\mathbf{F}$ with $p$ elements. We write $I(G)$ for the augmentation ideal of $\mathbf{F} G$, and $U(G)=1+I(G)$ for the group of normalized units of $\mathbf{F} G$.
We will use the following well-known formula

$$
\begin{equation*}
\left[u, v^{t}\right]=\sum_{k=1}^{t}\binom{t}{k} v^{t-k}[u, v, \ldots, v] \tag{*}
\end{equation*}
$$

where $v$ appears $k$ times in the commutator.

[^0]By analogy with group theory we define, if $A$ is an associative algebra, $B, C$ are subalgebras of $A$, and $D$ is an ideal of $C$, the centralizer in $B$ of $C / D$ as the following subalgebra of $A$

$$
C_{B}(C / D)=\{b \in B \mid[b, c] \in D, \text { for all } c \in C\} .
$$

We refer to the original paper [1] and to III. 14 of [3] for the theory of $p$ groups of maximal class. We refer to [6] for the theory of Jennings' basis, and the concept of weight of an element.

1. Let $G$ be any finite $p$-group. We define a series of ideals of the group algebra $\mathbf{F} G$ by

$$
\begin{aligned}
J_{2} & =\mathbf{F} G I\left(G_{2}\right), \text { and } \\
J_{k} & =J_{k-1} I(G)+I(G) J_{k-1}
\end{aligned}
$$

for $k>2$.
We show that

$$
J_{k}=\sum_{i=2}^{k} I(G)^{k-i} I\left(G_{i}\right),
$$

where $I(G)^{0}=\mathbf{F} G$, so that

$$
J_{k}=I(G) J_{k-1}+\mathbf{F} G I\left(G_{k}\right)
$$

We first prove that, for all $k$,

$$
\begin{equation*}
I(G) I\left(G_{k}\right)+I\left(G_{k}\right) I(G)=I(G) I\left(G_{k}\right)+\mathbf{F} G I\left(G_{k+1}\right) . \tag{1}
\end{equation*}
$$

To prove that the right hand side is contained in the left hand side, we note that by the modular analogue of Lemma 3.4.29 of [9], the map $g \rightarrow g-1$ induces an isomorphism

$$
\frac{G_{k}}{G_{k+1} G_{k}^{p}} \cong \frac{\mathbf{F} G I\left(G_{k}\right)}{I(G) I\left(G_{k}\right)+I\left(G_{k}\right) I(G)}
$$

so that in particular $I\left(G_{k+1}\right)$ is contained in the left hand side of (1).
To prove the opposite inclusion, we first record the formula, for subgroups $H, K$ of the group $G$,

$$
\begin{equation*}
[I(H), I(K)] \subseteq \mathbf{F} G I((H, K)) . \tag{2}
\end{equation*}
$$

Thus if $a \in I\left(G_{k}\right), b \in I(G)$,

$$
a b \in I(G) I\left(G_{k}\right)+\left[I\left(G_{k}\right), I(G)\right] \subseteq I(G) I\left(G_{k}\right)+\mathbf{F} G I\left(G_{k+1}\right),
$$

and this proves (1).
Now assume by induction

$$
J_{k-1}=I(G)^{k-3} I\left(G_{2}\right)+\cdots+I(G)^{k-i-1} I\left(G_{i}\right)+\cdots+\mathbf{F} G I\left(G_{k-1}\right) .
$$

We get

$$
\begin{align*}
J_{k} & =I(G)^{k-2} I\left(G_{2}\right)+\cdots+I(G)^{k-i} I\left(G_{i}\right)+\cdots+I(G) I\left(G_{k-1}\right)  \tag{3}\\
& +I(G)^{k-3} I\left(G_{2}\right) I(G)+\cdots+I(G)^{k-i-1} I\left(G_{i}\right) I(G)+\cdots+I\left(G_{k-1}\right) I(G) .
\end{align*}
$$

Now since, using (1),

$$
\begin{aligned}
I(G)^{k-i} I\left(G_{i}\right) & +I(G)^{k-i-1} I\left(G_{i}\right) I(G) \\
& =I(G)^{k-i-1}\left(I(G) I\left(G_{i}\right)+I\left(G_{i}\right) I(G)\right) \\
& =I(G)^{k-i-1}\left(I(G) I\left(G_{i}\right)+\mathbf{F} G I\left(G_{i+1}\right)\right) \\
& =I(G)^{k-i} I\left(G_{i}\right)+I(G)^{k-i-1} I\left(G_{i+1}\right),
\end{aligned}
$$

all the terms in the second row of (3) are superfluous, except the last one. For this we have, by (1),

$$
I(G) I\left(G_{k-1}\right)+I\left(G_{k-1}\right) I(G)=I(G) I\left(G_{k-1}\right)+\mathbf{F} G I\left(G_{k}\right) .
$$

Lemma 1.1. Let $\alpha_{1}, \ldots, \alpha_{n} \in U(G), n \geqq 2$. Then

$$
\begin{aligned}
& {\left[\alpha_{1}, \ldots, \alpha_{n}\right] \in J_{n}, \text { and }} \\
& \left(\alpha_{1}, \ldots, \alpha_{n}\right)-1 \equiv\left[\alpha_{1}, \ldots, \alpha_{n}\right] \bmod J_{n+1}
\end{aligned}
$$

Proof. The first formula follows immediately by induction from the definition of $J_{n}$.

We prove the second one also by induction. For $n=2$ we have

$$
\begin{aligned}
\left(\alpha_{1}, \alpha_{2}\right)-1 & =\alpha_{1}^{-1} \alpha_{2}^{-1}\left[\alpha_{1}, \alpha_{2}\right]=\left[\alpha_{1}, \alpha_{2}\right]+\left(\alpha_{1}^{-1} \alpha_{2}^{-1}-1\right)\left[\alpha_{1}, \alpha_{2}\right] \\
& \equiv\left[\alpha_{1}, \alpha_{2}\right] \bmod J_{3} .
\end{aligned}
$$

Assume

$$
\left(\alpha_{1}, \ldots, \alpha_{n-1}\right)-1 \equiv\left[\alpha_{1}, \ldots, \alpha_{n-1}\right] \bmod J_{n},
$$

that is,

$$
\left(\alpha_{1}, \ldots, \alpha_{n-1}\right)=1+\left[\alpha_{1}, \ldots, \alpha_{n-1}\right]+\beta, \text { for some } \beta \in J_{n} .
$$

We have

$$
\begin{aligned}
\left(\alpha_{1}, \ldots, \alpha_{n}\right)-1 & =\left(\alpha_{1}, \ldots, \alpha_{n-1}\right)^{-1} \alpha_{n}^{-1}\left[\left(\alpha_{1}, \ldots, \alpha_{n-1}\right), \alpha_{n}\right] \\
& =\left[\alpha_{1}, \ldots, \alpha_{n-1}, \alpha_{n}\right]+\left[\beta, \alpha_{n}\right] \\
& +\left(\left(\alpha_{1}, \ldots, \alpha_{n-1}\right)^{-1} \alpha_{n}^{-1}-1\right) \\
& \cdot\left(\left[\alpha_{1}, \ldots, \alpha_{n-1}, \alpha_{n}\right]+\left[\beta, \alpha_{n}\right]\right) \\
& \equiv\left[\alpha_{1}, \ldots, \alpha_{n}\right] \bmod J_{n+1}
\end{aligned}
$$

because $\left[\beta, \alpha_{n}\right] \in J_{n+1}$ and $\left[\alpha_{1}, \ldots, \alpha_{n}\right] \in J_{n}$.
Proposition 1.2. For every finite p-group G, the two groups

$$
\frac{G}{\Phi\left(G_{2}\right)}, \quad \frac{U(G)}{1+I(G) I\left(G_{2}\right)}
$$

have the same nilpotency class. Therefore, the nilpotency class of the first group is determined by the group algebra $\mathbf{F G}$.

Proof. Let $n$ be the class of $G / \Phi\left(G_{2}\right)$, i.e., $n$ is the smallest natural number such that $G_{n+1} \leqq \Phi\left(G_{2}\right)$. By the lemma, we have, for all $\alpha_{1}, \ldots \alpha_{n} \in U(G)$,

$$
\left(\alpha_{1}, \ldots, \alpha_{n+1}\right) \in 1+J_{n+1} .
$$

But

$$
\begin{aligned}
J_{n+1} & =I(G)^{n-1} I\left(G_{2}\right)+\cdots+I(G)^{n-i+1} I\left(G_{i}\right)+\cdots+\mathbf{F} G I\left(G_{n+1}\right) \\
& \subseteq I(G) I\left(G_{2}\right)+\mathbf{F} G I\left(G_{n+1}\right),
\end{aligned}
$$

and

$$
\mathbf{F} G I\left(G_{n+1}\right) \subseteq \mathbf{F} G I\left(\Phi\left(G_{2}\right)\right) \subseteq \mathbf{F} G I\left(G_{2}\right)^{2} \subseteq I(G) I\left(G_{2}\right),
$$

so that

$$
\left(\alpha_{1}, \ldots, \alpha_{n+1}\right) \in 1+I(G) I\left(G_{2}\right)
$$

and thus the class of

$$
\frac{U(G)}{1+I(G) I\left(G_{2}\right)}
$$

is at most $n$.
On the other hand, we will prove that the image of $G$ in this latter group is isomorphic to $G / \Phi\left(G_{2}\right)$. This will show that the class of this group is at least $n$, and thus exactly $n$, as required.

In fact, we need only to prove that

$$
\begin{equation*}
G \cap 1+I(G) I\left(G_{2}\right)=\Phi\left(G_{2}\right), \tag{4}
\end{equation*}
$$

and this follows from 3.1.19 of [9].
Corollary 1.3. Let $G$ be a p-group with the property that $G / \Phi\left(G_{2}\right)$ has maximal class. Let $H$ be another p-group, with

$$
\frac{\mathbf{F} G}{\mathbf{F} G I\left(G_{2}\right)^{2}} \cong \frac{\mathbf{F} H}{\mathbf{F} H I\left(H_{2}\right)^{2}}
$$

Then $H / \Phi\left(H_{2}\right)$ is also a p-group of maximal class.
In particular, if $G$ is a p-group of maximal class with $G_{2}$ elementary abelian, so is $H$.

This follows immediately from Proposition 1.2, since $I(G) I\left(G_{2}\right) \supseteq I\left(G_{2}\right)^{2}$. Note that by III.14.14 and III.14.16 of [3], the condition $G_{2}$ elementary abelian is equivalent to $G_{2}$ abelian, and $|G| \leqq p^{p+1}$.

The method of proof of the next proposition is related to Lemma 10 of [5]. See also Proposition 2.1 below.

Proposition 1.4. Let G be a finite p-group, and assume that the subgroup

$$
N=C_{G}\left(\frac{G_{2}}{\Phi\left(G_{2}\right)}\right)
$$

is maximal in $G$. Then

$$
I(N)+\mathbf{F} G I\left(G_{2}\right)=C_{I(G)}\left(\frac{\mathbf{F} G I\left(G_{2}\right)}{\mathbf{F} G I\left(G_{2}\right)^{2}}\right) .
$$

In particular
(i) the subring $I(N)+\mathbf{F} G I\left(G_{2}\right)$ is determined by $\mathbf{F} G$, i.e., is canonical in the sense of Passman ([5]), and
(ii) the algebra

$$
\frac{I(N)+\mathbf{F} G I\left(G_{2}\right)}{\mathbf{F} G I\left(G_{2}\right)^{2}}
$$

is commutative if and only if the section

$$
\frac{N}{\Phi\left(G_{2}\right)}
$$

of $G$ is commutative.
Proof. Let

$$
S=I(N)+\mathbf{F} G I\left(G_{2}\right), \quad U=C_{I(G)}\left(\frac{\mathbf{F} G I\left(G_{2}\right)}{\mathbf{F} G I\left(G_{2}\right)^{2}}\right) .
$$

To show that $S \subseteq U$, we expand

$$
\left[I(N), \mathbf{F} G I\left(G_{2}\right)\right] \subseteq[I(N), \mathbf{F} G] I\left(G_{2}\right)+\mathbf{F} G\left[I(N), I\left(G_{2}\right)\right] .
$$

Now the first term is clearly contained in $\operatorname{FGI} I\left(G_{2}\right)^{2}$, and for the second we have, using (2) and the definition of $N$

$$
\left[I(N), I\left(G_{2}\right)\right] \subseteq \mathbf{F} G I\left(\left(N, G_{2}\right)\right) \subseteq \mathbf{F} G I\left(\Phi\left(G_{2}\right)\right) \subseteq \mathbf{F} G I\left(G_{2}\right)^{2}
$$

We now prove the opposite inclusion, $S \supseteq U$.
Let $g \in G-N$, and take $h_{1}, \ldots, h_{k} \in N$ such that the elements

$$
(g-1)^{i}\left(h_{1}-1\right)^{i_{1}} \ldots\left(h_{k}-1\right)^{i_{k}},
$$

$0 \leqq i, i_{1}, \ldots, i_{k}<p$, form a Jennings' basis of $I(G)$ modulo $\mathbf{F} G I\left(G_{2}\right)$.
Let $n$ be the smallest natural number such that

$$
I(G)^{n} \subseteq \mathbf{F} G I\left(G_{2}\right)
$$

and let $u$ be an element of $U$. Write $u$ with respect to a Jennings' basis of $I(G)$ assuming that no terms from $S$ occur in the representation of $u$. By induction on $t$, we show that if $u \in I(G)^{t}$, then $u \in I(G)^{t+1}$, for all $t<n$.

Now let

$$
\begin{align*}
u & \equiv \sum a_{i_{1}, \ldots, i_{k}}(g-1)^{t-w\left(h_{1}\right) i_{1}-\ldots-w\left(h_{k}\right) i_{k}}  \tag{5}\\
& \times\left(h_{1}-1\right)^{i_{1}} \ldots\left(h_{k}-1\right)^{i_{k}} \bmod I(G)^{t+1}
\end{align*}
$$

where no exponent is greater than $p-1$, and the exponent of $g-1$ is at least 1. Here $w\left(h_{j}\right)$ is the weight of $h_{j}$.

Take any element $z \in G_{2}$ such that $(z, g)=z_{1} \notin \Phi\left(G_{2}\right)$, and let $w\left(z_{1}\right)=s$. We have, by assumption, $[z-1, u] \in \mathbf{F} G I\left(G_{2}\right)^{2}$. Moreover,

$$
\begin{aligned}
{[z-1, u] } & \equiv \sum a_{i_{1}, \ldots, i_{k}}\left[z-1,(g-1)^{t-w\left(h_{1}\right) i_{1}-\cdots-w\left(h_{k}\right) i_{k}}\right] \\
& \times\left(h_{1}-1\right)^{i_{1}} \ldots\left(h_{k}-1\right)^{i_{k}} \equiv 0 \bmod I(G)^{t+s}+F G I\left(G_{2}\right)^{2}
\end{aligned}
$$

since

$$
\left[z-1, I(G)^{t+1}\right] \subseteq I(G)^{t+s}+\mathbf{F} G I\left(G_{2}\right)^{2} .
$$

In fact, since $z$ is in $G_{2}$ and the $h_{i}$ 's are in $N$, we have

$$
\begin{aligned}
& {\left[z-1, \mathbf{F} G I\left(G_{2}\right)\right] \subseteq \mathbf{F} G I\left(G_{2}\right)^{2}, \text { and }} \\
& {\left[z-1, h_{i}-1\right] \subseteq \mathbf{F} G I\left(\Phi\left(G_{2}\right)\right) \subseteq \mathbf{F} G I\left(G_{2}\right)^{2},}
\end{aligned}
$$

and moreover, by $\left(^{*}\right)$ the commutator $\left[z-1,(g-1)^{k}\right]$ lies in $I(G)^{k+s-1}$.
Take, by way of contradiction, $t_{0}$ to be the largest integer smaller than $p$ such that there exist $i_{1}, \cdots, i_{k}<p$ with

$$
t_{0}=t-w\left(h_{1}\right) i_{1}-\ldots-w\left(h_{k}\right) i_{k}
$$

and $a_{i_{1}, \ldots, i_{k}} \neq 0$. Using $\left(^{*}\right)$, we obtain

$$
\begin{aligned}
{[z-1, u] } & \equiv \sum a_{i_{1}, \ldots, i_{k}} t_{0}(g-1)^{t_{0}-1}\left(h_{1}-1\right)^{i_{1}} \ldots\left(h_{k}-1\right)^{i_{k}}\left(z_{1}-1\right) \\
& +u_{1} \bmod I(G)^{t+s}+\mathbf{F} G I\left(G_{2}\right)^{2}
\end{aligned}
$$

where $u_{1}$ is a sum of terms in which $g-1$ occurs with exponent smaller than $t_{0}-1$. This forces all $a_{i_{1}, \ldots, i_{k}}$ 's to be zero, and this contradiction shows that $u \in I(G)^{t+1}$.

Now (i) is clear, and (ii) follows from the formula

$$
[I(N), I(N)] \subseteq \mathbf{F} G I((N, N))
$$

and the argument we used at the end of the proof of Proposition 1.2.
2. In this section, $G$ will be a group of maximal class of order $p^{n}, 4 \leqq n \leqq$ $p+1$, with an abelian maximal subgroup $G_{1}$. According to Section 4 of $[\mathbf{1}]$, there are elements $s \in G-G_{1}, s_{1} \in G_{1}$ such that, defining recursively $s_{i}=\left(s_{i-1}, s\right)$, for $i>1$,

$$
\begin{aligned}
G_{i} / G_{i+1} & =\left\langle s_{i} G_{i+1}\right\rangle, \\
s^{p} & =s_{n-1}^{\delta}, \\
s_{1}^{p} & =s_{n-1}^{\gamma} \text { for } n<p+1, \text { and } s_{1}^{p}=s_{p}^{\gamma-1} \text { for } n=p+1 .
\end{aligned}
$$

Moreover, there are $2+(n-2, p-1)$ isomorphism classes of these groups. If $\gamma=0$, there are two classes, with $\delta=0,1$ respectively. If $\gamma \neq 0$, then we may take $\delta=0$, and the isomorphism class of $G$ is determined by the coset $\gamma\left(\mathbf{F}^{*}\right)^{n-2}$ of $\gamma$ with respect to the subgroup of the multiplicative group $\mathbf{F}^{*}$ consisting of the ( $n-2$ )-th powers.

Now consider, as in Lemma 9 of [5], the $p$-th power map

$$
\begin{aligned}
\frac{I(G)}{I(G)^{2}} & \rightarrow \frac{I(G)^{p}}{I(G)^{p+1}}, \\
u+I(G)^{2} & \rightarrow u^{p}+I(G)^{p+1} .
\end{aligned}
$$

By just looking at it, we can distinguish the two cases: $\gamma=0$ and $\delta=0$; $\gamma=0$ and $\delta=1$. Moreover, if $\gamma \neq 0$, and thus $\delta=0$, we can determine the subspace

$$
\mathbf{F} \cdot(s-1)+I(G)^{2} \text { of } I(G) / I(G)^{2},
$$

the subspace $\mathbf{F} \cdot\left(s_{1}-1\right)+I(G)^{2}$ being determined by Proposition 1.4.
If $n<p+1$, the $p$-th power map is linear, $G$ being a regular $p$-group with elementary abelian derived subgroup. Therefore we just need a little linear algebra to see that $\gamma=0$ if and only if the $p$-th power map vanishes on $\mathbf{F} \cdot\left(s_{1}-1\right)+I(G)^{2}$. Moreover in this case $\delta=0$ if and only if the map is zero. If $\gamma \neq 0$, and thus we may take $\delta=0$, then $\mathbf{F} \cdot(s-1)+I(G)^{2}$ is determined as the kernel of the $p$-th power map.

If $n=p+1$, using standard commutator identities one sees that the $p$-th power map is

$$
\begin{aligned}
\alpha(s-1) & +\beta\left(s_{1}-1\right)+I(G)^{2}=s^{\alpha} s_{1}^{\beta}-1+I(G)^{2} \\
& \rightarrow\left(s^{\alpha} s_{1}^{\beta}-1\right)^{p}+I(G)^{2} \\
& =s^{\alpha p} s_{1}^{\beta p}\left(s_{1}^{\beta}, s^{\alpha}, \ldots, s^{\alpha}\right)-1+I(G)^{2} \\
& =\left(\alpha \delta+\beta(\gamma-1)+\beta \alpha^{p-1}\right) \cdot\left(s_{p}-1\right)+I(G)^{p+1} .
\end{aligned}
$$

If $\gamma=0$ and $\delta=0$, then $\mathbf{F} \cdot\left(s_{1}-1\right)+I(G)^{2}$ is the only 1-dimensional subspace of $I(G) / I(G)^{2}$ on which the $p$-th power map does not vanish. If $\gamma=0$ and $\delta=1$, the $p$-th power map does not vanish on any subspace. If $\gamma \neq 0$, so that we take $\delta=0$, the $p$-th power map vanishes exactly on $\mathbf{F} \cdot(s-1)+I(G)^{2}$ and possibly on $\mathbf{F} \cdot\left(s_{1}-1\right)+I(G)^{2}$, if $\gamma=1$. Since this second space is determined, so is the first.

Notice that since $s_{p} \notin \Phi\left(G_{2}\right)$, formula (4) of Section 1 implies that $s_{p}-1 \notin$ F $G I\left(G_{2}\right)^{2}$, and thus the above discussion depends only on

$$
\frac{\mathbf{F} G}{\operatorname{FGI}\left(G_{2}\right)^{2}}
$$

The next result plays the same role here as does Lemma 10 in [5], and its proof combines the idea of the latter with the techniques already employed in Proposition 1.4 above.

Proposition 2.1. Let $G$ be a group of maximal class of order $p^{n}, 4 \leqq n \leqq$ $p+1$, with an abelian maximal subgroup, and use for $G$ the notation described at the beginning of this section. Then

$$
\begin{aligned}
\mathbf{F} G\left(s_{n-2}-1\right) & +I(G)^{p}+\mathbf{F} G I\left(G_{2}\right)^{2} \\
& =C_{I(G)} \frac{I(G)}{\left(\mathbf{F} \cdot\left(s_{n-1}-1\right)+I(G)^{p+1}+\mathbf{F} G I\left(G_{2}\right)^{2}\right)} .
\end{aligned}
$$

In particular, if the subspace

$$
\mathbf{F} \cdot\left(s_{n-1}-1\right)+I(G)^{p+1}+\mathbf{F} G I\left(G_{2}\right)^{2}
$$

is determined by $\mathbf{F G}$, so is

$$
\mathbf{F} G\left(s_{n-2}-1\right)+I(G)^{p}+\mathbf{F} G I\left(G_{2}\right)^{2} .
$$

Proof. Let

$$
\begin{aligned}
S & =\mathbf{F} G\left(s_{n-2}-1\right)+I(G)^{p}+\mathbf{F} G I\left(G_{2}\right)^{2}, \\
T & =\mathbf{F} \cdot\left(s_{n-1}-1\right)+I(G)^{p+1}, \\
U & =C_{I(G)}\left(\frac{I(G)}{T+\mathbf{F} G I\left(G_{2}\right)^{2}}\right) .
\end{aligned}
$$

We show that $S=U$. As

$$
\begin{aligned}
& {\left[I(G), \mathbf{F} G\left(s_{n-2}-1\right)\right]} \\
& \quad \subseteq \mathbf{F} G \cdot\left[I(G), s_{n-2}-1\right]+[I(G), \mathbf{F} G] \cdot\left(s_{n-2}-1\right) \\
& \quad \subseteq \mathbf{F} \cdot\left(s_{n-1}-1\right)+I(G)^{p+1}+\mathbf{F} G I\left(G_{2}\right)^{2},
\end{aligned}
$$

the inclusion $S \subseteq U$ is clear.
Assume, by way of contradiction, that there exists an element $u \in U-S$. Write $u$ in terms of a Jennings' basis of $\mathbf{F G}$ modulo $I(G)^{p}+\mathbf{F} G I\left(G_{2}\right)^{2}$, assuming that no terms from S occur in the representations of $u$. We prove by induction on $t$ that

$$
u \in I(G)^{t}+\mathbf{F} G I\left(G_{2}\right)^{2}, \quad \text { for } t \leqq p
$$

Therefore we will obtain $u \in I(G)^{p}+\mathbf{F} G I\left(G_{2}\right)^{2}$, as required.
Assume that $u \in I(G)^{t}+\mathbf{F} G I\left(G_{2}\right)^{2}$, with $t<p$. We show that

$$
u \in I(G)^{t+1}+\mathbf{F} G I\left(G_{2}\right)^{2} .
$$

Now

$$
\begin{aligned}
u & \equiv a_{0 t}\left(s_{1}-1\right)^{t}+\sum_{i=0}^{t-1} a_{1 i}(s-1)^{t-i}\left(s_{1}-1\right)^{i} \\
& +\sum_{i=0}^{t-2} a_{2 i}(s-1)^{t-2-i}\left(s_{1}-1\right)^{i}\left(s_{2}-1\right) \\
& +\sum_{i=0}^{t-3} a_{3 i}(s-1)^{t-3-i}\left(s_{1}-1\right)^{i}\left(s_{3}-1\right)+\cdots \\
& + \begin{cases}a_{t 0}\left(s_{t}-1\right), & \text { if } t<n-2 \\
\sum_{i=0}^{t-n+3} a_{n-3, i}(s-1)^{t-n+3-i}\left(s_{1}-1\right)^{i}\left(s_{n-3}-1\right), & \text { if } t \geqq n-2\end{cases} \\
& \bmod I(G)^{t+1} .
\end{aligned}
$$

Since $u \in U$, but $s_{n-2}-1$ does not appear in $u$ above, we have $\left[s_{1}-1, u\right.$ ] and $[s-1, u]$ are in $I(G)^{t+2}+\operatorname{FG} I\left(G_{2}\right)^{2}$. Therefore we have, by $\left({ }^{*}\right)$,

$$
\begin{aligned}
{\left[s_{1}-1, u\right] } & \equiv \sum_{i=0}^{t-1} a_{1 i}\left[s_{1}-1,(s-1)^{t-i}\right]\left(s_{1}-1\right)^{i} \\
& \equiv a_{10}\left(t(s-1)^{t-1}\left(s_{2}-1\right)+\binom{t}{2}(s-1)^{t-2}\left(s_{3}-1\right)+\cdots\right) \\
& +a_{11}\left((t-1)(s-1)^{t-2}\left(s_{2}-1\right)\right. \\
& \left.+\binom{t-1}{2}(s-1)^{t-3}\left(s_{3}-1\right)+\cdots\right)\left(s_{1}-1\right)+\cdots \\
& +a_{1, t-1}\left(s_{2}-1\right)\left(s_{1}-1\right)^{t-1} \equiv 0 \bmod I(G)^{t+2}+\mathbf{F} G I\left(G_{2}\right)^{2}
\end{aligned}
$$

which holds exactly when all $a_{1 i}$ are zero.
Therefore we have

$$
\begin{aligned}
& {[s-1, u] \equiv a_{0 t}\left[s-1,\left(s_{1}-1\right)^{t}\right]+\sum_{i=0}^{t-2} a_{2 i}(s-1)^{t-2-i}\left(s_{1}-1\right)^{i}\left(1-s_{3}\right)} \\
& +\sum_{i=0}^{t-3} a_{3 i}(s-1)^{t-3-i}\left(s_{1}-1\right)^{i}\left(1-s_{4}\right)+\cdots \\
& +\left\{\begin{array}{lr}
a_{t 0}\left(1-s_{t+1}\right) & \text { if } t<n-2 \\
\sum_{i=0}^{t-n+3} a_{n-3, i}(s-1)^{t-n+3-i}\left(s_{1}-1\right)^{i}\left(1-s_{n-2}\right), \\
\text { if } t \geqq n-2
\end{array}\right. \\
& \equiv 0 \bmod I(G)^{t+2}+\mathbf{F} G I\left(G_{2}\right)^{2} \text {. }
\end{aligned}
$$

Now expanding the first summand in the right hand side according to $\left(^{*}\right)$, we see that $a_{0 t}=0$. Then it is an easy matter to see that all other coefficients are zero, which proves the induction step.

The next theorem is our main result. The method of proof generalizes the last part of Section IV of [5].

Theorem 2.2. Let $G$ be a p-group of maximal class having an abelian maximal subgroup. Assume $|G| \leqq p^{p+1}$. If $H$ is another group, and

$$
\frac{\mathbf{F} G}{\mathbf{F} G I\left(G_{2}\right)^{2}} \cong \frac{\mathbf{F} H}{\mathbf{F} H I\left(H_{2}\right)^{2}}
$$

then $H$ is isomorphic to $G$.
In particular, $\mathbf{F} G \cong \mathbf{F} H$ implies $G \cong H$.

Proof. Set $|G|=p^{n}$, and use for $G$ the notation described at the beginning of this section. By the argument using the $p$-th power map given at the beginning of the section, we just need to consider the case $\gamma \neq 0, \delta=0$, and we need to show that

$$
\frac{\mathrm{F} G}{\mathrm{~F} G I\left(G_{2}\right)^{2}}
$$

determines $\gamma\left(\mathbf{F}^{*}\right)^{n-2}$.
Moreover we know that the subspaces $\mathbf{F} \cdot(s-1)+I(G)^{2}$ and $\mathbf{F} \cdot\left(s_{1}-1\right)+I(G)^{2}$ of $\mathbf{F G}$ are determined. We choose arbitrarily elements in them,

$$
0 \neq x \in \mathbf{F} \cdot(s-1)+I(G)^{2}, 0 \neq y \in \mathbf{F} \cdot\left(s_{1}-1\right)+I(G)^{2},
$$

so that

$$
\begin{aligned}
& x \equiv \alpha(s-1) \bmod I(G)^{2}, \alpha \in \mathbf{F}^{*} \\
& y \equiv \beta\left(s_{1}-1\right) \bmod I(G)^{2}, \beta \in \mathbf{F}^{*}
\end{aligned}
$$

Now by Lemma 1.1, and since $J_{m} \subseteq I(G)^{m}$, we have

$$
[y, x, \ldots, x] \equiv \beta \alpha^{n-3} \cdot\left(s_{n-2}-1\right) \bmod I(G)^{n-1}
$$

where there are $n-3 x$ 's in the commutator.
Now choose arbitrarily an element

$$
\begin{aligned}
z & \in\left(\beta \alpha^{n-3} \cdot\left(s_{n-2}-1\right)+I(G)^{n-1}\right) \cap\left(\mathbf{F} G\left(s_{n-2}-1\right)\right. \\
& \left.+I(G)^{p}+\mathbf{F} G I\left(G_{2}\right)^{2}\right)
\end{aligned}
$$

where the second subspace is determined by Proposition 1.2, since

$$
\frac{\mathbf{F} \cdot\left(s_{n-1}-1\right)+I(G)^{p+1}}{I(G)^{p+1}}
$$

is the image of the $p$-th power map. Thus

$$
z \equiv \beta \alpha^{n-3} \cdot\left(s_{n-2}-1\right) \bmod I(G)\left(s_{n-2}-1\right)+I(G)^{p}+\mathbf{F} G I\left(G_{2}\right)^{2},
$$

and we have

$$
[z, x] \equiv \beta \alpha^{n-2} \cdot\left(s_{n-1}-1\right) \not \equiv 0 \bmod I(G)^{p+1}+\mathbf{F} G I\left(G_{2}\right)^{2} .
$$

Moreover,

$$
y^{p} \equiv \beta \gamma \cdot\left(s_{n-1}-1\right) \bmod I(G)^{p+1}+\mathbf{F} G I\left(G_{2}\right)^{2}
$$

if $n<p+1$, and

$$
y^{p} \equiv \beta(\gamma-1) \cdot\left(s_{p}-1\right) \bmod I(G)^{p+1}+\mathbf{F} G I\left(G_{2}\right)^{2} .
$$

Therefore

$$
y^{p} \equiv \gamma \alpha^{-(n-2)}[z, x] \bmod I(G)^{p+1}+\mathbf{F} G I\left(G_{2}\right)^{2},
$$

if $n<p+1$, and

$$
y^{p} \equiv(\gamma-1)[z, x] \bmod I(G)^{p+1}+\mathbf{F} G I\left(G_{2}\right)^{2} .
$$

Now for $n<p+1$, or $n=p+1$ and $\gamma \neq 1$, we have $y^{p}$ nonzero modulo $I(G)^{p+1}+\mathbf{F} G I\left(G_{2}\right)^{2}$, and thus $\gamma\left(\mathbf{F}^{*}\right)^{n-2}$ is determined, as required. The case $n=p+1$ and $\gamma=1$ is distinguished by the fact that

$$
y^{p}=0 \bmod I(G)^{p+1}+\mathbf{F} G I\left(G_{2}\right)^{2},
$$

that is by the $p$-th power map, as already seen at the beginning of the section.
Corollary 2.3. Let $G$ be a p-group of maximal class having an abelian maximal subgroup. If $H$ is another group, and

$$
\frac{\mathbf{F} G}{\mathbf{F} G I\left(G_{2}\right)^{2}} \cong \frac{\mathbf{F} H}{\mathbf{F} H I\left(H_{2}\right)^{2}},
$$

then $H / \Phi\left(H_{2}\right)$ is isomorphic to $G / \Phi\left(G_{2}\right)$.
This follows from Theorem 2.2, as $\mathbf{F} G I\left(\Phi\left(G_{2}\right)\right) \subseteq \mathbf{F} G I\left(G_{2}\right)^{2}$.
3. As we said in the introduction, we are not able to solve the isomorphism problem in general for the class of groups of maximal class with an abelian maximal subgroup.

However, in this section we show that any group which has a group algebra isomorphic to a group in the class, must itself belong to the class.

Lemma 3.1. Let $G$ be a p-group of maximal class of order at most $p^{p+1}$. Let $H$ be another group, such that $\mathbf{F} G \cong \mathbf{F} H$. Then $H$ is a p-group of maximal class.

Proof. For the terms $M_{i}(G)$ of the Brauer-Jennings-Zassenhaus series of G, we have

$$
\left|\frac{M_{1}(G)}{M_{2}(G)}\right|=\left|\frac{G}{\Phi(G)}\right|=p^{2},
$$

$$
\left|\frac{M_{i}(G)}{M_{i+1}(G)}\right|=\left|\frac{G^{p} G_{i}}{G^{p} G_{i+1}}\right|=\left|\frac{G_{i}}{G_{i+1}}\right|=p,
$$

for $1<i \leqq n-2$, where $|G|=p^{n}$, as $G^{p} \leqq G_{n-1}$ by III.14.14 of [3].
Furthermore, either $G^{p}=1$, so that $M_{n}(G)=G^{p} G_{n}=1$,

$$
\left|\frac{M_{n-1}(G)}{M_{n}(G)}\right|=p
$$

and all other terms are trivial, or $G^{p}=G_{n-1}$, so that

$$
\left|\frac{M_{i}(G)}{M_{i+1}(G)}\right|=1,
$$

for all $n-1 \leqq i<p$, and

$$
\left|\frac{M_{p}(G)}{M_{p+1}(G)}\right|=p .
$$

The order of the corresponding factors of $H$ being the same, we see that if the first possibility holds, then $H^{p}=1$, and $H$ is immediately seen to be of maximal class. In the second case,

$$
\left|H^{p}\right|=\left|M_{p}(G)\right|=p
$$

If, by way of contradiction, $H_{n-1}=1$, we have $H_{n-2} \leqq Z(H)$, and

$$
\left|H^{p} H_{n-2}\right|=\left|H^{p}\right| \cdot\left|\frac{H^{p} H_{n-2}}{H^{p}}\right|=p \cdot\left|\frac{M_{n-2}(G)}{M_{n-1}(G)}\right|=p^{2},
$$

so that $Z(H) \geqq H^{p} H_{n-2}$ has order at least $p^{2}$, against the fact that $p=|Z(G)|=$ $|Z(H)|$ (see for instance [9], III.6.6).

Theorem 3.2. Let $G$ be a p-group of maximal class with an abelian maximal subgroup. Let $H$ be another group, such that $\mathbf{F} G \cong \mathbf{F} H$.

Then $H$ is also a p-group of maximal class with an abelian maximal subgroup.
Proof. By the previous results, we may assume $|G|>p^{p+1}$. By Corollary 2.3, $H / \Phi\left(H_{2}\right)$ is a $p$-group of maximal class isomorphic to $G / \Phi\left(G_{2}\right)$, of order $p^{p+1}$, with an abelian maximal subgroup $H_{1} / \Phi\left(H_{2}\right)$, where

$$
H_{1}=C_{H}\left(H_{2} / \Phi\left(H_{2}\right)\right) .
$$

We show first that the number of $G$-conjugacy classes of $\Phi\left(G_{1}\right)$, where $G_{1}$ is the abelian maximal subgroup of $G$, is the same as the number of $H$-conjugacy classes of $\Phi\left(H_{1}\right)$. Now the non central $G$-classes of $\Phi\left(G_{1}\right)$ are exactly all conjugacy classes of $G$ which are $p$-powers, since $G^{p} \leqq \Phi\left(G_{1}\right)$. By [4], the
number of conjugacy classes which are $p$-powers is the same for $G$ and $H$. Moreover $H^{p} \leqq \Phi\left(H_{1}\right)$ : therefore $\Phi\left(H_{1}\right)$ contains at least as many $H$-conjugacy classes as the number of $G$-conjugacy classes in $\Phi\left(G_{1}\right)$. Since this number is already as large as possible, the claim follows. In particular, all noncentral $H$ conjugacy classes of $\Phi\left(H_{1}\right)$ have length $p$.

Now let $x \in H_{1}-H_{2}$. The $p$-group of maximal class $H / \Phi\left(H_{2}\right)$ is isomorphic to $G / \Phi\left(G_{2}\right)$ by Corollary 2.3. Since $|G|>p^{p+1}$, III.14.16 of [3] yields $x^{p} \in$ $\Phi\left(H_{1}\right)-\Phi\left(H_{2}\right)$. Since $Z(H)$ is order $p$, it is contained in $\Phi\left(H_{2}\right) \neq 1$, so that $x^{p} \notin Z(H)$. Therefore $C_{H}(x)=C_{H}\left(x^{p}\right)$ has index $p$ in $H$ (compare [8]), since the conjugacy class of $x^{p} \in \Phi\left(H_{1}\right)$ is a $p$-th power, as seen above. In fact this centralizer is $H_{1}$, the reason being that, in the $p$-group of maximal class $H / \Phi\left(H_{2}\right)$, the centralizer of $x \Phi\left(H_{2}\right)$ is $H_{1} / \Phi\left(H_{2}\right)$.

Thus $x \in Z\left(H_{1}\right)$. Now the normal closure of $\langle x\rangle$ modulo $\Phi\left(H_{2}\right)$ is $H_{1}$, therefore the normal closure in $H$ of $\langle x\rangle$ is $H_{1}$. It follows that $H_{1}$ is abelian. Now $G$ has $|G| / p^{n-2}+p^{2}-1$ conjugacy classes ([3], III.14.23), so this number, being the dimension of the center of the group algebra, is the same for $H$. But the number of conjugacy classes of $H$ that are contained in $H_{1}$ is $|H| / p^{2}+p-1$. It follows that the $|H|-|H| / p$ elements of $H-H_{1}$ are distributed among $p(p-1)$ classes. It is thus easy to see that all elements of $H-H_{1}$ have centralizer in $H$ of order $p^{2}$, and thus $H$ is of maximal class, again by [3], III.14.23.
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