
V
The FBI transform and some applications

This chapter begins with a discussion of certain submanifolds in CR and
hypoanalytic manifolds. We then introduce the FBI transform which is a
nonlinear Fourier transform that characterizes analyticity. We also present a
more general version of this transform which characterizes hypoanalyticity.
We will discuss several applications of the FBI transform to the study of the
regularity of solutions in locally integrable structures.

V.1 Certain submanifolds of hypoanalytic manifolds

This section discusses certain submanifolds of hypoanalytic manifolds. We
begin with a discussion of CR manifolds in CN . CR manifolds are good
models for hypoanalytic manifolds. Later in the chapter we will see that
a hypoanalytic structure can be locally embedded in a CR structure. This
can sometimes be useful in reducing problems about general vector fields in
hypoanalytic structures to CR vector fields. We will first recall the concept
of a complex linear structure on a real vector space and apply it to the
real tangent bundle of real submanifolds in CN . Let V be a vector space
over R and suppose J 
 V −→ V is a linear map such that J 2 = −Id (where
Id = the identity). Clearly J is an isomorphism and dimV is even since
�det J�2 = det�−Id�= �−1�dimV. The map J is called a complex structure on
V. Indeed, with such a J , V becomes a complex vector space by defining
�a+ ib�v = av+ b�Jv� for a�b ∈ R� v ∈ V. Conversely, if V is a complex
vector space, it is also a vector space over R and the map Jv = iv is an
R-linear map with J 2 = −Id. If �v1� ���� vN 	 is a basis of V over C, then
�v1� ���� vN � Jv1� ���� JvN 	 is a basis of V over R.
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V.1 Certain submanifolds of hypoanalytic manifolds 219

Example V.1.1. In CN let zj = xj+ iyj�1 ≤ j ≤ N , denote the coordinates.
We will identify CN with R2N by means of the map

�z1� ���� zN � �−→ �x1� y1� ���� xN � yN ��

Multiplication by i in CN then induces a map J 
 R2N −→ R2N given by

J�x1� y1� � � � � xN � yN �= �−y1� x1� � � � �−yN � xN ��

Note that J 2 =−Id and so J is a complex structure on R2N , called the standard
complex structure on R2N .

Example V.1.2. With notation as in the previous example, for p∈CN , a basis
of the real tangent space TpC

N is given by �
�x1

p� �

�y1

p� � � � � �

�xN

p� �

�yN

p. This

basis can be used to identify TpC
N with R2N by choosing the usual basis

e1 = �1�0� � � � �0�� � � � � e2N = �0� � � � �0�1� of R2N �

This leads to a complex structure J 
 TpC
N −→ TpC

N given by

J

(
�

�xj


p
)
= �

�yj

∣∣∣∣
p

and J

(
�

�yj


p
)
=− �

�xj

∣∣∣∣
p

� j = 1� � � � �N�

This complex structure is independent of the choice of the holomorphic
coordinates �z1� � � � � zN �. To see this, suppose w = F�z� is a biholomorphic
map defined near 0 with F�0� = 0 where we are assuming as we may that
p = 0. Write F = U + iV and let wj = uj + ivj� j = 1� � � � �N . We need to
show that dF0 
 J = J 
dF0. We have:

dF0

(
J

(
�

�xj

))
= dF0

(
�

�yj

)
=∑

l

�Ul

�yj

�

�ul

+∑
l

�Vl

�yj

�

�vl

and

J

(
dF0

(
�

�xj

))
= J

(∑
l

�Ul

�xj

�

�ul

+∑
l

�Vl

�xj

�

�vl

)

=∑
l

�Ul

�xj

�

�vl

−∑
l

�Vl

�xj

�

�ul

�

where everything is to be evaluated at 0. Thus an application of the Cauchy–
Riemann equations to the Uj and Vj shows that dF�J� �

�xj
��= J�dF� �

�xj
��. The

equality also holds in the same fashion for �
�yj

. Thus, J is independent of the
holomorphic coordinates. This also means that J can be defined on the real
tangent space of any complex manifold. Note that J extends to a C-linear
map from CTpC

N into itself and the extension still satisfies J 2 = −Id. We
will also denote this extension by J . The fact that J 2 = −Id implies that
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220 The FBI transform and some applications

J 
 CTpC
N −→ CTpC

N has only two eigenvalues: i and −i. Define T 1�0
p CN

to be equal to the eigenspace associated with i, and T 0�1
p CN will be the

eigenspace associated with −i. We get corresponding vector bundles T 1�0 and
T 0�1. Observe that T 1�0 is generated by �

�z1
� � � � � �

�zN
. Hence T 1�0 is the bundle

of holomorphic vector fields introduced in Chapter I (see the discussion
preceding Theorem I.5.1). Likewise, T 0�1 is generated by �

�z1
� � � � � �

�zN
.

Definition V.1.3. Let � be a real submanifold of CN . For p ∈� , define

�p���= CTp� ∩T 0�1
p CN �

Definition V.1.4. Let � be a real submanifold of CN and p ∈� . The
complex tangent space of � at p denoted Tc

p� is defined by

Tc
p� = Tp� ∩ J�Tp��

It is easy to see that Tc
p� = �v ∈ Tp� 
 J�v� ∈ Tp�	. Observe that J 


T c
p� −→ Tc

p� and so Tc
p� is equipped with a complex vector space struc-

ture. It is also evident that J 
 CTc
p� −→ CTc

p� .

Example V.1.5. Let � be a hypersurface in CN through the point 0. Let &

be a defining function for � near 0. Since d&�0� �= 0 and & is real-valued,
�&�0� �= 0. After a complex linear change of coordinates, we may assume that

�&

�z
�0�= �0� � � � �0�1��

That is, we have coordinates �z�w�� z = x+ iy ∈ CN−1�w = s+ it ∈ C, such
that �&

�xj
�0� = �&

�yj
�0� = 0� j = 1� � � � �N − 1, �&

�s
�0� = 0 and �&

�t
�0� �= 0. These

conditions on the partial derivatives of & allow us to apply the implicit function
theorem and conclude that near 0 the submanifold � is given by

� = ��z� s+ i��z� s��	�

where � is real-valued, ��0�0� = 0, and d��0�0� = 0. Hence T0� = span
at 0 of {

�

�xj

�
�

�yj

�
�

�s
� j = 1� � � � �N −1

}
�

while �0���= the C-span at 0 of{
�

�zj


 j = 1� � � � �N −1
}

and Tc
0� = the R-span at 0 of{

�

�xj

�
�

�yj


 j = 1� � � � �N −1
}
�
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V.1 Certain submanifolds of hypoanalytic manifolds 221

The spaces Tc
p� and �p��� are related. To see this, we recall the following

result from [BER] where ��p��� denotes the real parts of elements of
�p���:

Proposition V.1.6. For p ∈� ,

(a) ��p���= Tc
p�;

(b) CTc
p� = �p���⊕�p���;

(c) �p���= �x+ iJ�x� 
 x ∈ Tc
p�	.

Proof. Observe first that for any x∈ TpC
N � x+ iJ�x�∈ T 0�1

p CN . Let x∈ Tc
p� .

Then x and J�x� ∈ Tp� and so x+ iJ�x� ∈ �p���. Thus x ∈ ��p���.
Conversely, if x∈��p���, then there is y ∈TpC

N such that x+iy ∈�p���⊆
CTp� implying that x ∈ Tc

p� since y = J�x� and y ∈ Tp� . We have thus
proved (a) and (b) follows from (a) trivially. The proof of (c) is also contained
in that of (a).

From Proposition V.1.6 we see that

dimTc
p� = 2 dim

C
�p����

Definition V.1.7. A submanifold � of CN is called CR (for Cauchy–
Riemann) if dim

C
�p��� is constant as p varies in � . In this case, dim

C
�p���

is called the CR dimension of � .

Definition V.1.8. A CR submanifold � of CN is called totally real if its CR
dimension is 0.

Example V.1.9. The copy of RN in CN given by{
x+ iy ∈ CN 
 y = 0

}
is a totally real submanifold.

Example V.1.10. Let k and N be positive integers, 1 ≤ k ≤ N . Write the
coordinates in CN as �z�w�, z= x+ iy ∈ Ck and w = u+ iv ∈ CN−k. Let � 


Rk �→Rk and * 
 Rk �→CN−k be smooth functions with ��0�= 0, d��0�= 0,
*�0�= 0, and d*�0�= 0. Then the submanifold

� = {
�x+ i��x��*�x�� 
 x ∈ Rk

}
is totally real near the point 0 ∈� . Conversely, if � is any totally real
submanifold of CN , then near each of its points, there are holomorphic coor-
dinates in which � takes the form of � above (see proposition 1.3.8 in
[BER]). If � is also real-analytic, holomorphic coordinates can be found so
that �≡ 0 and * ≡ 0.
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222 The FBI transform and some applications

Lemma V.1.11. Suppose � is a submanifold of CN of real codimension d.
Then

2N −2d ≤ dim Tc
p� ≤ 2N −d�

Proof. Since Tc
p� ⊆ Tp� ,

dimTc
p� ≤ dimTp� = 2N −d�

On the other hand, Tp�+ J�Tp��⊆ TpC
N and so

dimTc
p� = 2 dimTp�−dim�Tp�+ J�Tp���≥ 2N −2d�

Example V.1.12. A hypersurface � ⊆ CN is a CR submanifold of CR
dimension N − 1. Indeed, this follows from the lemma since Tc

p� always
has even real dimension, which when p ∈� has to equal 2N −2.

Example V.1.13. Let � be a complex submanifold of CN of complex dimen-
sion n. Then � is a CR submanifold of CR dimension n. This follows
from the J -invariance of Tp� . To see this, let X ∈ Tp� . If fj = uj + ivj

�1≤ j ≤ N −n� are local holomorphic defining functions near p ∈� , then
by the Cauchy–Riemann equations we have J�X�uj = J�X�vj = 0 for all j.
Hence J�X� ∈ Tp� .

Suppose � ⊆CN has codimension d and is locally defined by &j = 0� j =
1� � � � � d. Then a vector v=∑N

j=1 vj
�

�zj
∈ �p��� if and only if

∑N
j=1 vj

�&l

�zj
= 0

for all l. Hence dim�p� = N − r where r = the dimension of the C-span of
��&1�p�� � � � � �&d�p�	.

Example V.1.14. Let � be the two-dimensional submanifold of C2 defined
by &1 = x2− x2

1 = 0 and &2 = y2− y2
1 = 0. Then by calculating �&1�p� and

�&2�p�, we easily see that dim�p� = 0 or 1 depending on whether p ∈
� ∩ �x1 = y1	. Hence � is not a CR manifold.

If � ⊆ CN has codimension d, since 2 dim
C
�p� = dimTc

p� , Lemma
V.1.11 tells us that the minimum possible value of dim

C
�p� = N −d. This

minimum value is attained precisely when the forms ��&1�p�� � � � � �&d�p�	

are linearly independent. The CR submanifolds for which dim�p� has such
minimal value are the generic ones introduced in Chapter I. It will be conve-
nient to present here an equivalent definition.

Definition V.1.15. A CR submanifold � ⊆ CN of codimension d is called
generic if for p ∈� , dim

C
�p� = N −d.

Example V.1.16. A hypersurface of CN is a generic CR submanifold.
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V.1 Certain submanifolds of hypoanalytic manifolds 223

Example V.1.17. A complex submanifold of CN that is not an open subset
is a nongeneric CR submanifold.

Example V.1.18. Let �z�w� denote the coordinates of Cn+d where z= x+iy ∈
Cn and w = s+ it ∈ Cd. Let �1�z� s�� � � � ��d�z� s� be smooth, real-valued
functions. Then

� = ��z�w� 
 tj−�j�z� s�= 0�1≤ j ≤ d	

is a generic CR manifold. This is easily checked by noting that

&j =
wj−wj

2i
−�j�z� s�

are defining functions with ��&1�p�� � � � � �&d�p�	 linearly independent at each
point.

Remark V.1.19. Conversely, as we saw in Chapter I, given any generic CR
submanifold � , in appropriate holomorphic coordinates, � takes the form
in the example.

Let � be a CR submanifold of CN of codimension d that is not generic
and assume 0 ∈� . We will show that in a certain sense, near the point 0, �
can be viewed as a generic CR submanifold of CL for some L < N . Define

� = T0�+ J�T0���

Let Y be a subspace of T0� such that

T0� = Tc
0�⊕Y�

Note that J�Y�∩T0� = 0. Let �v1� � � � � vn	 be a C-basis of the complex space
Tc

0� . Then: �v1� � � � � vn� J�v1�� � � � � J�vn�	 is an R-basis of Tc
0� . Complete

this to a basis �v1� � � � � vn� J�v1�� � � � � J�vn�� u1� � � � � ur	 of T0� where 2n+
r+d = 2N . Then since J�Y�∩T0� = 0, it follows that

�= �v1� � � � � vn� J�v1�� � � � � J�vn�� u1� � � � � ur� J�u1�� � � � � J�ur�	

is a basis of �. Extend � to a basis

�′ =�∪ �u′1� � � � � u
′
l� J�u

′
1�� � � � � J�u

′
l�	

of T0C
N , N = n+ r + l. Split the coordinates in CN = Cn+r+l as �z�w�p�

where z = x+ iy ∈ Cn, w = s+ it ∈ Cr , and p = s′ + it′ ∈ Cl. Define the
map A 
 T0C

N → T0C
N by A�vi� = �

�xi
� A�Jvi� = �

�yi
�1 ≤ i ≤ n; A�uk� =

�
�sk

� A�Juk� = �
�tk

�1 ≤ k ≤ r; A�u′j� = �
�s′j

� A�Ju′j� = �
�t′j

�1 ≤ j ≤ l. Note

Cambridge Books Online © Cambridge University Press, 2009https://doi.org/10.1017/CBO9780511543067.006 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9780511543067.006


224 The FBI transform and some applications

that the map A commutes with J and hence after a complex linear map (see
Remark V.1.20 below) we are in coordinates �z�w�p� ∈ Cn+r+l where

� = span of
{

�

�xj

�
�

�yj

�
�

�sk
�

�

�tk

 1≤ j ≤ n�1≤ k≤ r

}
and T0� = span of � �

�xj
� �

�yj
� �

�sk
	. It follows that near 0, � can be expressed

as a graph of the form:

� = ��x+ iy� s+ if�x� y� s�� g�x� y� s�	

where f is valued in Rr and g is valued in Cl. The components of the
functions s+ if�x� y� s� and g�x� y� s� are CR functions. Observe that the
projection ) 
 Cn+r+l→Cn+r , )�z�w�p�= �z�w� is a diffeomorphism of �
onto the generic CR submanifold )��� of Cn+r .

Remark V.1.20. Recall the identification of CN with R2N of Example V.1.1
given by �z1� � � � � zN � �→ �x1� y1� � � � � xN � yN �. With this identification, it is
easy to see that a real linear map A 
 R2N → R2N induces a C-linear map on
CN if and only if A commutes with the operator J .

Proposition V.1.21. If � is a totally real submanifold of CN of codimension
d, then d ≥ N and hence dim � ≤ N . If � is also generic, then d = N .
Thus, a totally real submanifold of maximal dimension has dimension = N .

Proof. Let p ∈� and &1� ���� &d be defining functions of � near p. Since
�p���= �0	, we must have:

span
C
��&1� · · · � �&d	= span

C
�dz1� � � � �dzN 	

at the point p. Hence d ≥ N . If � is also generic, then �&1� ���� �&d are
linearly independent and so d = N .

The map J can be used to characterize CR, generic CR, and totally real
submanifolds.

Proposition V.1.22. Let � be a submanifold of CN . Then

(i) � is CR if and only if dim�Tp�∩J�Tp��� is constant as p varies in
� .

(ii) � is totally real if and only if Tp�∩J�Tp��= �0	 for all p ∈� .

(iii) � is a generic CR submanifold if and only if

Tp�+ J�Tp��= TpC
N for all p ∈� .
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V.1 Certain submanifolds of hypoanalytic manifolds 225

Proof. (i) follows from the definition of Tc
p� and Proposition V.1.6. (ii) also

follows from Proposition V.1.6. To prove (iii), if � is generic and &1� ���� &d

are local defining functions, then the linear independence of �&1� ���� �&d is
equivalent to:

dim
C
�p���= N −d�

Hence, by Proposition V.1.6, dim �Tp� ∩ J�Tp��� = 2�N −d�. But then
dim �Tp�+ J�Tp��� = 2N , implying that Tp�+ J�Tp�� = TpC

N for all
p ∈� . Conversely, if Tp�+J�Tp��= TpC

N , then dim�Tp�∩J�Tp���=
2�N −d� and so by Proposition V.1.6, dim

C
�p���= N −d showing that �

is generic.

We will next describe certain submanifolds in hypoanalytic structures that
play important roles in the analysis of the solutions of the sections of the
associated vector bundle. Let ���� � be a hypoanalytic structure. � is
a smooth manifold of dimension N and � is an involutive sub-bundle of
CT� of fiber dimension n whose orthogonal bundle T ′ in CT ∗� is locally
generated by the differentials of m = N −n smooth functions. Recall from
Chapter I that T 0 = ⋃

p∈�
T 0

p denotes the characteristic set of the structure

���� �.

Definition V.1.23. A submanifold � is called noncharacteristic if

Tp� = Tp�+���p� ∀p ∈ ��

Definition V.1.24. A submanifold � is called strongly noncharacteristic if

CTp� = CTp� +�p ∀p ∈� �

Definition V.1.25. A submanifold � of � is called maximally real if

CTp� = CTp�⊕�p ∀p ∈� �

Clearly, a maximally real submanifold is strongly noncharacteristic. If � is
strongly noncharacteristic, then dim � ≥ m, while if � is maximally real,
dim � = m. A strongly noncharacteristic submanifold is a noncharacteristic
submanifold. A noncharacteristic hypersurface in � is strongly noncharac-
teristic.

Example V.1.26. Denote the coordinates in R3 by �x� y� t� and consider the
structure generated by L = �

�t
+ i �

�y
. The orthogonal of L is generated by

dZ1 and dZ2 where Z1 = x and Z2 = t+ iy. If S = ��x�0�0�	, then S is a
noncharacteristic submanifold that is not strongly noncharacteristic.
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226 The FBI transform and some applications

A CR submanifold of CN is strongly noncharacteristic if and only if it
is generic. It is maximally real precisely when it is totally real of maximal
dimension.

The proofs of the following propositions are left to the reader.

Proposition V.1.27. A submanifold � of � is noncharacteristic if and only
if the natural map T ∗�
� −→ T ∗� maps T 0 injectively into T ∗�.

Proposition V.1.28. A submanifold � of � is strongly noncharacteristic if
and only if the natural map CT ∗�
� −→ CT ∗� maps T ′
� injectively into
CT ∗� .

Proposition V.1.29. A submanifold � of � is maximally real if and only if
the natural map CT ∗�
� −→CT ∗� induces a bijection of T ′
� onto CT ∗� .

Distribution solutions have traces on a noncharacteristic submanifold of
� (see proposition 1.4.3 in [T5]). In particular, a solution can always be
restricted to a maximally real manifold. The local and microlocal regularity
of solutions are often studied by analyzing their restrictions to maximally real
submanifolds. Instances of this will occur later in this chapter.

V.2 Microlocal analyticity and the FBI transform

The Paley–Wiener Theorem (see Theorem V.3.1 in the next section) char-
acterizes the smoothness of a tempered distribution u in terms of the rapid
decay of its Fourier transform û���. This characterization is very useful in
studying the local and microlocal regularity of solutions of partial differential
equations with smooth coefficients. There is also a characterization of analyt-
icity in terms of the Fourier transform ([H8]). However, the latter is based
on estimates using a sequence of cut-off functions making it more difficult
in applications. The FBI transform is a nonlinear Fourier transform which
characterizes analyticity (see Theorem V.2.4 below).

Definition V.2.1. Let u ∈ �′�Rm�. Define the FBI transform of u by

Fu�x� ��=
∫

e i�x−y�·�−
�

x−y
2u�y�dy (V.1)

for �x� �� ∈ Rm×Rm, where

�x−y� ·� =
m∑

j=1

�xj−yj��j�
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V.2 Microlocal analyticity and the FBI transform 227

The integral is to be understood in the duality sense.

Theorem V.2.2. (Inversion with the FBI.) Let u ∈ Cc�R
m�. Then

u�x�= lim
%→0+

1

�4)3�
m
2

∫∫
Fu�t� ��e

i�x−t�·�−%
�
2 
�
 m2 dtd�

where the convergence is uniform.

Remark V.2.3. If u ∈ �′�Rm�, the theorem also holds where convergence is
understood in the distribution sense.

Proof. From the Fourier transform of the Gaussian, we have:∫
Rm

ei�x−y�·�−%
�
2 d� =
()

%

) m
2

e
−
x−y
2

4% �

Hence

1
�2)�m

∫∫
ei�x−y�·�−%
�
2u�y�d�dy = 1

2m�)%�
m
2

∫
e
−
x−y
2

4% u�y�dy

= 1

)
m
2

∫
e−t2

u�x−2
√

%t�dt

→ u�x�

uniformly on Rm since u ∈ Cc�R
m�. Thus

u�x� = lim
%→0

1
�2)�m

∫∫
ei�x−y�·�−%
�
2u�y�dyd�

= 1

�4)3�
m
2

lim
%→0

∫∫∫
ei�x−y�·�−
�

t−y
2−%
�
2 
�
 m2 u�y�dtdyd�

= 1

�4)3�
m
2

lim
%→0

∫∫
Fu�t� ��e

i�x−t�·�−%
�
2 
�
 m2 dtd��

The following characterization of analyticity by means of an exponential
decay of the FBI transform may be viewed as an analogue of the Paley–Wiener
Theorem.

Theorem V.2.4. Let u ∈ �′�Rm�. The following are equivalent:

(i) u is real-analytic at x0 ∈ Rm.

(ii) There exist a neighborhood V of x0 in Rm and constants c1, c2 > 0 such
that


Fu�x� ��
 ≤ c1e−c2
�
 for �x� �� ∈ V ×Rm�
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228 The FBI transform and some applications

Proof. We will assume that u is continuous and leave the general case for
the reader.

�i�⇒ �ii� Suppose u is real-analytic at x0. Let 0≤�≤ 1��∈C�0 �Rm���≡
1 near x0, and supp���⊆ �x 
 u is analytic atx	. The integrand in Fu�x� �� has
a holomorphic extension in a neighborhood of y = x0 in Cm. We will denote
by u the holomorphic extension of u near x0. In the integration defining
Fu�x� ��, we deform the contour from Rm to the image of Rm under the map
y �→ ��y�= y− is��y� �


�
 where s is chosen small enough so that u is defined
on the image ��Rm�. We then have

Fu�x� ��=
∫

Rm
eQ�x�y���u���y��det �′�y�dy (V.2)

where Q�x� y� ��= i�x−��y�� ·�−
�
�x−��y��2. Observe that

�Q�x� y� ��=−s
�
��y�
1− s��y��−
�

x−y
2� (V.3)

Let � > 0 such that ��y� ≡ 1 when 
y− x0
 ≤ �. Choose s = �
4 . With these

choices, (V.2) and (V.3), we get:


Fu�x� ��
 ≤ c
∫

y−x0
≤�

e�Q�x�y��� dy+ c
∫
y∈supp�u��
y−x0
≥�

e�Q�x�y��� dy

= I1�x� ��+ I2�x� ���

Note then that

I1�x� �� ≤ c
∫

y−x0
≤�

e−s
�
��y�
1−s��y�� dy

≤ ce
−�
8 
�


for any �, and for 
x−x0
 ≤ �
2 . Moreover,

I2�x� �� ≤ c
∫

y−x0
≥�

e−
�

x−y
2 dy

≤ ce−� �
2 �2
�
�

Hence, for 
x−x0
 ≤ �
2 and any � ∈ Rm,


Fu�x� ��
 ≤ c1e−c2
�
 for some c1� c2 > 0�

(ii)⇒(i) Assume without loss of generality that x0 = 0. Suppose then that for
some c1� c2 > 0,


Fu�x� ��
 ≤ c1e−c2
�


for all � ∈ Rm, and for all x near 0. We will use the inversion given by
Theorem V.2.2. Write∫∫

Fu�t� ��e
i�x−t�·�−%
�
2 
�
 m2 dtd� = I%

1�x�+ I%
2�x�+ I%

3�x�+ I%
4�x�
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where for some A1�A2�B to be chosen later,

I%
1�x�= the integral over ��t� �� 
 
t
 ≤ A1� � ∈ Rm	�

I%
2�x�= the integral over ��t� �� 
 A1 ≤ 
t
 ≤ A2� 
�
 ≤ B	�

I%
3�x�= the integral over ��t� �� 
 
t
 ≥ A2� � ∈ Rm	�

I%
4�x�= the integral over ��t� �� 
 A1 ≤ 
t
 ≤ A2� 
�
 ≥ B	�

Our goal is to show that there is a neighborhood of the origin in Cm to
which the I%

j extend as holomorphic functions and for each j, I%
j �z� converges

uniformly on this neighborhood as %→ 0. Consider first I%
1 . Recall that x0 = 0.

Choose A1 > 0 so that


Fu�x� ��
 ≤ c1e−c2
�
 for 
x
 ≤ A1�

If we complexify x to z = x+ iy in the integrand of I%
1 , we see that the

integrand is bounded by a constant multiple of


�
 m2 e�−c2+
y
�
�


which therefore has an integrable majorant for 
y
 ≤ c2
2 . Hence, as %→ 0,

the entire functions I%
1�z� converge uniformly on a neighborhood of 0 to a

holomorphic function. The functions I%
2 easily extend as entire functions of z

and converge uniformly on compact subsets to an entire function as %→ 0.
Next choose A2 so that

supp�u�⊆
{
y 
 
y
 ≤ A2

4

}
�

Then note that when 
t
 ≥ A2,


Fu�t� ��
 ≤ ce−
�

(

t
− A2

4

)2

≤ ce
−
�


(

t
2

4 +
A2

2
16

)
�

Using the latter we see that after integrating in t, the integrand in I%
3 is

uniformly bounded by a constant multiple of

e−
A2

2
16 
�
�

This allows us to complexify as in I%
1 to conclude that I%

3�z� converges
uniformly to a holomorphic function in a neighborhood of 0. Write

I%
4�x�=

∫∫∫
R

ei�x−y�·�−
�

t−y
2−%
�
2 
�
 m2 u�y�dydtd�

where

R= ��y� t� �� 
 
�
 ≥ B�A1 ≤ 
t
 ≤ A2� y ∈ suppu	�
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Note that the function � �→ 
�
 has a holomorphic extension #�$ in the region

��
< 
��
, where

#�$ =
(

m∑
j=1

�2
j

) 1
2

and an appropriate branch of the square root is taken. We change the contour
in the � integration from Rm to its image under the map ����= �+ is
�
�x−y�

for s small, s > 0. The number s is chosen to be small enough to ensure that
for � �= 0� 
�����
 < 
�����
. We then have, modulo entire functions that
converge uniformly to an entire function,

I%
4�x�=

∫∫∫
eP�x�y�t���%�#����$ m

2 u�y�dydtd�

where

P�x� y� t� �� %�= i�x−y� ·�− s
x−y
2
�
−#����$
t−y
2− %����2�

Note that for s small, �����2 ≥ 
�
2
2 and �#����$ ≥ 
�


2 . Hence the crucial
exponential term can be bounded as follows:


eP�x�y�t���%�
 ≤ e−s
x−y
2
�
− 
t−y
2
2 
�
− %

2 
�
2 �

In particular, when x = 0, since 
t
 ≥ A1, there is a constant c > 0 so that


eP�0�y�t���%�
 ≤ e−c
�
 for all ��

This gives us enough freedom to complexify x to z and vary z near 0 to
conclude that I%

4�z� converges uniformly to a holomorphic function near 0.

We consider now the boundary values of holomorphic functions defined
on wedges with flat edges, that is, edges that are open subsets of Rm. Let
+ ⊆ Rm\0 be an open convex cone with vertex at the origin, V ⊆ Rm open.
For � > 0, let

+� = + ∩ �v 
 
v
< �	�

If + ′ is another cone, we write + ′ ⊂⊂ + if + ′ ∩Sm−1 ⊂ + ∩Sm−1 where Sm−1

denotes the unit sphere in Rm.

Definition V.2.5. A holomorphic function f ∈ ��V + i+�� is said to be of
tempered growth if there is an integer k and a constant c such that


f�x+ iy�
 ≤ c


y
k �
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For f ∈ ��V + i+���� ∈ C�0 �V�, and v ∈ + , set

#fv��$ =
∫

f�x+ iv���x�dx�

Theorem V.2.6. Suppose f ∈ ��V + i+�� is of tempered growth and k is as
in the definition above. Then

bf = lim
v→0�v∈+ ′

fv

exists in 
′�V� and is of order k+1.

Proof. Assume that


f�x+ iy�
 ≤ c


y
k �

We may assume that + = �y = �y1� � � � � ym� 
 
y
 < C1ym	 for some C1 > 0.
Fix y0 ∈ + . Let �0 = 
y0


2C1
. If y ∈ +�0

, we have

(a) y0
m ≥ 
y0


C1
≥ 2
y
 ≥ 2ym and

(b) 
y0
m−ym
 ≥ 
y0

m
− 
ym
 ≥ 
y0

C1
−
y
> 
y0


2C1
.

Fix � ∈ C�0 �V�. For y ∈ +�, let

h�y�=
∫

f�x+ iy���x�dx�

Using the growth condition on f and the fact that f is holomorphic, we can
integrate by parts and arrive at


D�h�y�
 ≤ CC�


y
k for all� whereC� = sup
D��
�

Let 
�
 = k. We will estimate D�h�y� on +�0
. Assume first that k ≥ 2. For

y ∈ +�0
,


D�h�y�−D�h�y0�
 =
∣∣∣∣∫ 1

0
D�D�h��ty+ �1− t�y0� · �y−y0�dt

∣∣∣∣
≤ C

( ∑

�
=k+1

C�

)∫ 1

0

1

ty+ �1− t�y0
k dt

≤ C

( ∑

�
=k+1

C�

)∫ 1

0

1
�tym+ �1− t�y0

m�
k

dt

≤ C

( ∑

�
=k+1

C�

)
1

y0
m−ym

(
1

yk−1
m

− 1
�y0

m�
k−1

)
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≤ C

( ∑

�
=k+1

C�

)
1


y
k−1
�

We have used (a) and (b) and the fact that since + is convex, ty+�1−t�y0 ∈ + .
Thus there is C > 0 such that for all �, 
�
 = k,


D�h�y�
 ≤ C

( ∑

�
=k+1

C�

)
1


y
k−1
whenever y ∈ +�0

�

Continuing this way, we get �k−2� C > 0 such that


D2h�y�
 ≤ C

( ∑

�
=k+1

C�

)
1

y
 whenever y ∈ +�k−2

�

Note that this inequality also holds when k= 1. Fix yk−2 ∈ +�k−2
. Let �k−1 =


yk−2

2C1

. Using the preceding inequality, for y ∈ +�k−1
, we can easily get:


Dh�y�
 ≤ C

( ∑

�
=k+1

C�

)

 log 
y

 for some C > 0�

Let now y� y′ ∈ +�k−1
. We have:


h�y�−h�y′�
 ≤
∣∣∣∣∫ 1

0
Dh�ty+ �1− t�y′� · �y−y′�dt

∣∣∣∣
≤ C

( ∑

�
=k+1

C�

)∣∣∣∣∫ 1

0

 log 
ty+ �1− t�y′
dt

∣∣∣∣ 
y−y′


≤ C

( ∑

�
=k+1

C�

)(∫ 1

0

1


tym+ �1− t�y′m�
1
2

dt

)

y−y′


≤ C

( ∑

�
=k+1

C�

)(
ym+y′m√
ym+

√
y′m

)

≤ C

( ∑

�
=k+1

C�

)
�
y
+ 
y′
��

Hence lim+�y→0 h�y� exists and as + � y→ 0,


h�y�
 ≤ C
∑


�
≤k+1



D��

L�

with C independent of �.

Remark V.2.7. We note here that when m= 1, the theorem above says that if
a holomorphic function f defined on a rectangle Q= �−a�a�×�0� b� satisfies
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V.2 Microlocal analyticity and the FBI transform 233

the growth condition 
f�x+ iy�
 ≤ c
yk

, then the traces f��+ iy� converge in

′�−a�a� to a distribution of order k+1.

Example V.2.8. Consider f�x� y�= 1
x+iy

which is holomorphic and of tempered
growth in the upper half-plane y > 0. By the theorem, f has a boundary value
bf ∈
 ′�R�. It is not hard to show that in fact,

bf = pv
(

1
x

)
− i)�0

where pv denotes the Cauchy principal value.

Distributions which are boundary values of holomorphic functions of
tempered growth arise quite naturally. Indeed, we have:

Theorem V.2.9. Any u ∈ �′�Rm� can be expressed as a finite sum
∑n

j=1 bfj

where each fj ∈ ��Rm+ i+ ′j� for some cones + ′j ⊆ Rm, and the fj are of
tempered growth.

Proof. Let u ∈ �′�Rm�. There exist an integer N and a constant c > 0 such
that the Fourier transform û��� satisfies the estimate 
̂u���
 ≤ c�1+
�
�N . Let
�j�1≤ j ≤ k be open, acute cones such that

Rm =
k⋃

j=1

�j

and �j ∩�l has measure zero when j �= l. Define the cones

+j = �v ∈ Rm 
 v ·� > 0 ∀� ∈ �j	�

For each j = 1� � � � � k, define

fj�x+ iy�= 1
�2)�m

∫
�j

ei�x+iy�·�û���d��

Note that fj is holomorphic on Rm+ i+j . Let + ′j be a cone, + ′j ⊂⊂ +j . Then
there exists c> 0 such that y ·�≥ c
y

�
 ∀y ∈ + ′j�∀� ∈ �j . Hence for x+ iy ∈
Rm+ i+ ′j ,


fj�x+ iy�
 ≤
∫

e−c
y

�
 
̂u���
d�

≤ c
∫

Rm
e−c
y

�
 �1+
�
�N d�

≤ cj


y
m+N
�
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Thus each fj is of tempered growth on Rm+ i+ ′j and so by Theorem V.2.6 the
fj have boundary values bfj ∈
′�Rm�. To prove u=∑k

j=1 bfj , let �∈C�0 �V�.
Then

#bfj��$ = lim
y→0�y∈+ ′j

∫
Rm

fj�x+ iy���x�dx

= lim
y→0�y∈+ ′j

∫
Rm

∫
�j

ei�x+iy�·� ��x�̂u���
d�

�2)�m
dx

= lim
y→0�y∈+ ′j

1
�2)�m

∫
�j

e−y·� û����̂�−��d�

= 1
�2)�m

∫
�j

û����̂�−��d��

Hence

#u��$ =
k∑

j=1

#bfj��$�

Example V.2.10. Let f1�x� y�= 1
x+iy

for y> 0 and f2�x� y�=− 1
x+iy

for y< 0.
Then it is not hard to show that

−2)i�0 = bf1+bf2�

Granted this, since u∗�0 = u for any u ∈ �′�R�, we get an explicit decompo-
sition of u as a sum of two distributions each of which is the boundary value
of a tempered holomorphic function on a half-plane.

Definition V.2.11. Let u ∈
 ′�Rm�� x0 ∈Rm��0 ∈Rm\�0	. We say that u is
microlocally analytic at �x0� �

0� if there exist a neighborhood V of x0, cones
+1� � � � � +N in Rm\�0	, and holomorphic functions fj ∈ ��V + i+

j
�� (for some

�> 0) of tempered growth such that u=∑N
j=1 bfj near x0 and �0 ·+j < 0 ∀j.

Remark V.2.12. When m = 1, if we take x0 = 0 and �0 = −1, then u is
microlocally analytic at �0�−1� if there is a tempered holomorphic f on
some rectangle �−a�a�× �0� b� such that u= bf on �−a�a�.

Definition V.2.13. The analytic wave front set of a distribution u, denoted
WFa�u�, is defined by

WFa�u�= ��x� �� 
 u is not microlocally analytic at �x� ��	�

Observe that from Definition V.2.13 it can easily be shown that the analytic
wave front set is invariant under an analytic diffeomorphism, and hence
microlocal analyticity can be defined on any real-analytic manifold. The
following theorem provides a very useful criterion for microlocal analyticity
in terms of the FBI transform:
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V.2 Microlocal analyticity and the FBI transform 235

Theorem V.2.14. Let u ∈ 
 ′�Rm�� x0 ∈ Rm��0 ∈ Rm\�0	. Then �x0� �
0� %

WFa�u� if and only if there is a neighborhood V of x0 in Rm, an open cone
+ ⊂ Rm\0� �0 ∈ + and constants c1� c2 > 0 such that


Fu�x� ��
 ≤ c1e−c2
�
 ∀�x� �� ∈ V ×+�

The proof uses the inversion formula of Theorem V.2.2 and ideas similar to
those in the proof of Theorem V.2.4 (see also Theorem V.3.7). The reader is
referred to [Sj1] for the proof of this theorem.

Corollary V.2.15. A distribution u is analytic near x0 if and only if for
every �0 ∈ Rm\�0	� �x0� �

0� %WFa�u�.

Corollary V.2.16. (The edge-of-the-wedge theorem.) Let V ⊂ Rm be a
neighborhood of the point p, and ++� +− be cones such that +− = −++.
Suppose for some � > 0, f+ ∈ ��V + i++� �, f− ∈ ��V + i+−� � are both of
tempered growth and bf+ = bf−. Then there exists a holomorphic function
f defined in a neighborhood of p that extends both f+ and f−. In particular,
bf+ is analytic at p.

Example V.2.17. Let

u�x�=
{

x
 3

2 � x ≥ 0

i
x
 3
2 � x ≤ 0�

Then u�x� = bf�x� where f�x� y� = �x+ iy�
3
2 for y > 0 and we take the

principal branch of the fractional power. Since f is holomorphic for y > 0, it
follows that �0�−1� %WFa�u�. On the other hand, since u is not analytic (it
is not even C2), by Corollary V.2.15, �0�1� ∈WFa�u�.

Example V.2.18. Let �x� t� denote the variables in Rm+n, x ∈Rm and t ∈Rn.
Let ��t� = ��1�t�� � � � ��m�t�� be real-analytic functions near the origin and
consider the associated tube structure generated by

Lk =
�

�tk
− i

m∑
j=1

��j

�tk

�

�xj

� k= 1� � � � � n�

It was shown in [BT5] that this system is analytic hypoelliptic at 0, i.e., every
solution u of Lku = 0� k = 1� � � � � n is analytic at 0 if and only if, for every
� ∈ Rm, the function

t �→ ��t� ·�
does not have a local minimum at 0. This result was proved using the FBI
transform. The authors also proved a microlocal version of this result.
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When a distribution u is a solution of a partial differential equation with
analytic coefficients, the analyticity or microlocal analyticity of the solution
can sometimes be established by using the FBI transform. Sections V.4 and
V.5 contain results in this direction. The notes at the end of this chapter
contain several references to such applications of the FBI transform.

V.3 Microlocal smoothness

In this section we introduce the concept of the C� wave front set which
is a refined way of describing the singularities of distributions. It is well
known that a distribution u of compact support is C� if and only if its
Fourier transform û��� decays rapidly as 
�
 →�. More precisely, we recall
Paley–Wiener’s Theorem:

Theorem V.3.1. (Theorem 7.3.1 in [H2].) A distribution u with support in
the ball �x ∈ Rm 
 
x
 ≤ R	 is C� if and only if û��� is entire on Cm and for
each positive integer k there is Ck such that


û���
 ≤ Ck

eR
��


�1+
�
�k ∀� ∈ Cm�

Definition V.3.2. Let u ∈
′�����⊆ Rm open, x0 ∈�, and �0 ∈ Rm\�0	.
We say u is microlocally smooth at �x0� �0� if there exists � ∈ C�0 ���,
�≡ 1 near x0 and a conic neighborhood + ⊆ Rm\�0	 of �0 such that for all
k= 1�2�� � �and for all � ∈ + ,


�̂u���
 ≤ Ck

�1+
�
�k on +�

Definition V.3.3. The C� wave front set of a distribution u denoted WF�u�

is defined by

WF�u�= ��x� �� 
 u is not microlocally smooth at �x� ��	�

It is easy to see that a distribution u is C� if and only if WF�u� = ∅.
When a distribution u is a solution of a linear partial differential equation
with smooth coefficients, its wave front set is constrained. We quote here a
basic result along this line:

Theorem V.3.4. (Theorem 8.3.1 in [H2].) Let P = ∑

�
≤k a��x�D

� be a
smooth linear partial differential operator on an open set �⊂Rm and suppose
u ∈
′���. Then

WF�u�⊂ char P∪WF�Pu�
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where the characteristic set

char P =
{
�x� �� ∈�×Rm\�0	 


∑

�
=k

a��x��
� = 0

}
�

In particular, if Pu is smooth, then WF�u�⊂ charP. If Pu is smooth, and P is
elliptic, then u has to be smooth. In Section V.5 we will consider an analogous
result for solutions of first-order nonlinear partial differential equations.

Definition V.3.5. Let f ∈ C����, � ⊆ Rm open, and suppose �̃ is a
neighborhood of � in Cm. A function f̃ �x� y� ∈ C���̃� is called an almost
analytic extension of f�x� if f̃ �x�0�= f�x�∀x ∈� and for each j = 1� � � � �m,

�f̃

�zj

�x� y�= O�
y
k� for k= 1�2� � � �

Remark V.3.6. Lemma V.5.1 in Section V.5 shows that each smooth function
of one real variable has an almost analytic extension. Such extensions also
exist in higher dimensions (see [GG]).

The following theorem characterizes microlocal smoothness in terms of
almost analytic extendability in certain wedges.

Theorem V.3.7. Let u ∈
 ′�Rm�. Then �x0� �
0� %WF�u� if and only if there

exist a neighborhood V of x0, open acute cones +1� � � � � +N in Rm\�0	, and
almost analytic functions fj on V + i+

j
� (for some � > 0) of tempered growth

such that u=∑N
j bfj near x0 and �0 ·+j < 0 for all j.

Proof. Suppose �x0� �
0� %WF�u�. Let � ∈ C�0 �Rm�, �≡ 1 near x0 such that

�̂u��� decays rapidly in a conic neighborhood of �0. By the Fourier inversion
formula,

�u= 1
�2)�m

∫
eix·��̂u���d�

where the formula is understood in the duality sense, that is, for * ∈C�0 �Rm�,

#�u�*$ = 1
�2)�m

∫ (∫
eix·�*�x�dx

)
�̂u���d��

Let �j�1≤ j ≤ N be open, acute cones such that

Rm =
N⋃

j=1

� j

and �j ∩�k has measure zero when j �= k. We may assume that �0 ∈ �1 and
�0 % � j for j ≥ 2. This implies that we can get acute, open cones +j�2≤ j ≤N
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and a constant c > 0 such that

�0 ·+j < 0 and y ·� ≥ c
y

�
 ∀y ∈ +j� ∀� ∈ �j �

For each j = 2� � � � �N , define

fj�x+ iy�= 1
�2)�m

∫
�j

ei�x+iy�·��̂u���d�

and set

g1�x�=
1

�2)�m

∫
�1

eix·��̂u���d��

For j ≥ 2, fj is holomorphic on Rm+ i+j and as we saw in the proof of
Theorem V.2.9, it is of tempered growth and hence has a boundary value
bfj ∈ 
′�Rm�. Since �x0� �

0� % WF�u�, we may assume that �̂u��� decays
rapidly in the cone �1. It is then easy to see that g1 is C� on Rm. By Remark
V.3.6, the function g1 has an almost analytic extension f1 which is smooth
on Cm. It follows that u=∑N

j bfj near x0 with the fj’s as asserted. For the
converse, we may assume that on some neighborhood V of x0, u= bf where
f is almost analytic and of tempered growth on V + i+ , + is an open cone,
and �0 ·+ < 0. Let � ∈ C�0 �V�, �≡ 1 near x0. We have

�̂u���= #u���x�e−ix·�$ = lim
+�y→0

∫
Rm

f�x+ iy�e−ix·���x�dx�

Let !�x� y� be an almost analytic extension of ��x�. Fix y0 ∈ + and let

D = �x+ ity0 ∈ Cm 
 x ∈ V� 0 ≤ t ≤ 1	�

Consider the m-form

f�x+ iy�e−i�x+iy�·�!�x� y�dz1∧· · ·∧dzm

where each zj = xj+ iyj , 1≤ j ≤m. By Stokes’ theorem,

�̂u���−
∫
V
f�x+ iy0�e

−i�x+iy0�·�!�x� y0�dx=
m∑

j=1

∫
D

�

�zj

�f!�e−i�x+iy�·�

dzj ∧dz1∧· · ·∧dzm�

After contracting + if necessary, we may assume that for some c > 0, y0 ·� ≤
−c
�
 for all � ∈ + . This latter inequality, together with the almost analyticity
of f and !, and the tempered growth of f , imply that on D, for any integer
k≥ 0, we can find a constant Ck such that∣∣∣∣ �

�zj

�f!��x+ ity0�

∣∣∣∣ ∣∣e−i�x+ity0�·�∣∣≤ C ′k
ty0
k
ety0·�
 ≤ Ck


�
k �
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Observe also that the inequality y0 ·� ≤−c
�
 (� ∈ +) implies that the integral∫
V
f�x+ iy0�e

−i�x+iy0�·�!�x� y0�dx

decays rapidly in + . It follows that �x0� �
0� %WF�u�.

Corollary V.3.8. Let u ∈ 
′�Rm�. If �x0� �
0� ∈ WF�u�, then �x0� �

0� ∈
WFa�u�.

V.4 Microlocal hypoanalyticity and the FBI transform

A hypoanalytic structure (or manifold) is an involutive structure ���� � with
charts �U��Z

�� where the U� form an open covering of � , and the Z� =
�Z�

1 � � � � �Z
�
m� are a complete set of first integrals on U� that are determined

on the overlaps up to a local biholomorphism of Cm. A basic example
is a generic CR submanifold � of Cm. A function f on a hypoanalytic
manifold is said to be hypoanalytic if in a neighborhood of each point p it
is of the form f = h�Z1� � � � �Zm� for some holomorphic function h defined
in a neighborhood of �Z1�p�� � � � �Zm�p�� in Cm. In the case of generic CR
submanifolds of Cm, the hypoanalytic functions are the restrictions to �
of holomorphic functions defined in a neighborhood of � . Hypoanalytic
structures will be discussed some more in the epilogue. For more details on
hypoanalytic structures, the reader is referred to [BCT] and [T5]. In this
section we will briefly discuss the notion of the hypoanalytic wave front set.
This notion is a generalization of the concept of microlocal analyticity we
discussed in Section V.2 and the reader is referred to the work [BCT] for more
details. We begin with the concept of a wedge in CN whose edge is a generic
CR manifold. Let � be a generic CR manifold in CN of codimension d. Then
dim � = 2n+d�m= n+d = N and the bundle T ′ = T ′� is generated by
the differentials of the restrictions to � of the N complex coordinates in CN .
Fix p ∈� and let h= �h1� � � � � hd� be smooth defining functions of � in a
neighborhood U of p in CN .

Definition V.4.1. For + an open convex cone with vertex at 0 ∈Rd, the set

��U�h�+�= �z ∈ U 
 h�z� ∈ +	

is called a wedge with edge � . The wedge is said to be centered at p and
to point in the direction of + .

Observe that ��U�h�+� is an open set in CN and �∩U lies in its boundary.
When � is a hypersurface, + = �0��� or �−��0� and so a wedge with
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edge � in this case is simply a side of � . Although the definition of a
wedge involves the defining functions, the following proposition shows some
independence from the defining functions.

Proposition V.4.2. (Proposition 7.1.2 in [BER].) Assume that h= �h1� ���� hd�

and g = �g1� ���� gd� are two defining functions for � near p. Then there is
a d×d real invertible matrix B such that for every U and + as above, the
following holds: for any open convex cone +1 ⊆Rd with B+1∩Sd−1 relatively
compact in + ∩ Sd−1 (Sd−1 denotes the unit sphere in Rd), there exists a
neighborhood U1 of p in CN such that

��U1� g� +1�⊆��U�h�+��

The reader is referred to [BER] for the proof of this proposition. We mention
that if a�z� is a d×d smooth invertible matrix satisfying g = ah near p, then
the matrix B = 
a�p��−1.

Definition V.4.3. A holomorphic function f defined on a wedge � =
��U�h�+� is said to be of tempered growth if there exists a constant c > 0
and an integer k such that


f�z�
 ≤ c


h�z�
k ∀z ∈� � (V.4)

By using a diffeomorphism that flattens � near p, it is easy to see that the
growth condition (V.4) is equivalent to


f�z�
 ≤ c′

dist�z���k
∀z ∈� �

Recall from Chapter I that for the generic � we can find complex coordinates
�z1� � � � � zn�w1� � � � �wd� vanishing at p ∈� , z= x+ iy ∈Cn, w= s+ it ∈Cd,
and smooth real-valued functions �1� � � � ��d defined near �0�0� in �z� s�

space with �k�0�= 0�d�k�0�= 0�1≤ k≤ d such that near 0, � is given by

&k�z�w�= �k�z� s�− tk = 0� 1≤ k≤ d�

That is, near 0, � = ��z� s+ i��z� s��	. By Proposition V.4.2, there exist
% > 0 and a convex open cone + ′ ⊆ Rd such that if

� ′ = ��z� s+ i��z� s�+ iv� 
 
z
< %� 
s
< %� 
v
< %�v ∈ + ′	

then � ′ ⊆��U�h�+�. The description of � ′ makes it clear what a wedge
with edge � means. Observe also that a holomorphic function f�z�w� on
� ′ is of tempered growth if and only if it satisfies an estimate of the form


f�z� s+ i��z� s�+ iv�
 ≤ c


v
k
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for v ∈ + ′ small and �z� s� ∈ Cn×Rd near �0�0�. Holomorphic functions of
tempered growth in a wedge have distributional boundary values on the edge
of the wedge. We have:

Theorem V.4.4. (Theorem 7.2.6 in [BER].) Let f�z�w� be a holomorphic
function of tempered growth in a wedge � ′ as above. Then there exists a CR
distribution u= bf defined in a neighborhood of 0 in � by

#u�*$ = lim
+�v−→0

∫
R2n+d

f�z� s+ i��z� s�+ iv�*�x� y� s�dxdyds

for any smooth function * of sufficiently small compact support near the
origin in R2n+d.

Proof. The proof will use arguments similar to those used in the proof of
Theorem V.2.6. For *�x� y� s� smooth, supported near the origin, set

h�v�=
∫

R2n+d
f�z� s+ i��z� s�+ iv�*�x� y� s�dxdyds

for v ∈ + ′, 
v
< %. We will estimate the derivatives of h. We have

�h

�vj

�v�=
∫

R2n+d
i
�f

�wj

�z� s+ i��z� s�+ iv�*�x� y� s�dxdyds

for each j = 1� � � � � d. Observe that since

d
dsm

f�z� s+ i��z� s�+ iv�=
d∑

k=1

�f

�wk

�z� s+ i��z� s�+ iv�

(
�km+ i

��k

�sm

)
�

and the matrix I+ i�s is invertible near the origin, there are smooth functions
ajm�z� s� such that for each k= 1� � � � � d,

�f

�wk

�z� s+ i��z� s�+ iv�=
d∑

m=1

akm�z� s�
d

dsm
f�z� s+ i��z� s�+ iv��

It follows that

�h

�vj

�v�=
d∑

m=1

∫
R2n+d

d
dsm

f�z� s+ i��z� s�+ iv�ajm�z� s�*�x� y� s�dxdyds�

We can thus integrate by parts and iterate the procedure to conclude that for
some constant C > 0 and every multi-index �,


D�h�v�
 ≤ CC�


v
k
where C� = sup 
D�*
. It then follows, as in the proof of Theorem V.2.6,
that h�v� has a limit as + ′ � v→ 0. Set #u�*$ = limv→0 h�v�. Note that u
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is CR since it is the distributional limit of the CR functions � � �z� s� �−→
f�z� s+ i��z� s�+ iv�.

The reader is referred to [BER] for an invariant formulation of Theorem
V.4.4 (corollary 7.2.9 in [BER]).

Suppose now X is a hypoanalytic structure of codimension 0. Such an X

often arises as a maximally real submanifold in a hypoanalytic structure. The
structure bundle of X is all of CT ∗X and since � is empty, any distribution is
a solution. Fix p ∈ X and let Z = �Z1� � � � �Zm� be a hypoanalytic chart near
p. In a neighborhood V of p in X, the map Z 
 V −→Cm is a diffeomorphism
onto Z�V�. Z�V� is a generic submanifold of Cm which is totally real of
maximal dimension. In what follows, we will identify V with Z�V�.

Definition V.4.5. A distribution u ∈

′
�X� is microlocally hypoanalytic at

� ∈ T ∗pX\�0	 if there exist open convex cones �1� � � � ��k in TpX satisfying
��v� < 0 ∀v ∈ �j� �1≤ j ≤ k� and wedges �1� � � � ��k in Cm with edge Z�V�

centered at p and pointing in the directions of +1� � � � � +k respectively such
that J�j ⊆ +j and for each j, there is a holomorphic function of tempered
growth uj on �j such that u=∑k

j=1 buj in V .

Definition V.4.6. The hypoanalytic wave front set of u, denoted WFhau is
defined by

WFhau= �� ∈ T ∗X\�0	 
 u is not microlocally hypoanalytic at �	�

The hypoanalytic wave front set for solutions in structures of positive codi-
mension is defined by restriction to a maximally real submanifold as follows
([BCT]). Let ���� � be a hypoanalytic structure and u a distribution solution
near p ∈� . Select a maximally real submanifold � through p. We recall
that the restriction u 
� is well-defined and by Proposition V.1.29 � inherits
a hypoanalytic structure of codimension 0. Hence the hypoanalytic wave
front set WFha�u 
�� is defined and lives in T ∗�\�0	. Since � is maximally
real, by Propositions V.1.27 and V.1.29, the inclusion i� 
 � →� induces
an injection i∗� 
 T 0 
�→ T ∗� . We will say a covector � ∈ T 0

p\�0	 is in the
hypoanalytic wave front set of u if i∗�� ∈WFha�u 
��. This set will be denoted
by WF�

ha�p�u�� This definition is independent of the choice of the maximally
real submanifold � through p (see [BCT] for the proof) and thus for any
such � , we have a bijection i∗� 
 WF�

ha�p�u�→ WFha�p�u 
��, where WFha�p

denotes the hypoanalytic wave front set at p.
We will next recall the FBI transform of [BCT] which gives a very useful

Fourier transform criterion for microlocal hypoanalyticity. X is a hypoanalytic
structure of codimension 0 as above. If p ∈X, by the results in Chapter I (see
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for example Corollary I.10.2), we may choose local coordinates x1� � � � � xm

for X vanishing at p so that locally, X becomes a neighborhood U of 0 in
Rm and we may assume that a hypoanalytic chart has the form

Zj = xj+ i�j�x�� 1≤ j ≤m�

�= ��1� � � � ��m� real-valued. For 2 > 0 and u ∈ �′�U�, define

F2�u� z� ��=
∫
U

ei�·�z−Z�y��−2#�$
z−Z�y��2u�y�dZ�y�

where z∈Cm� 
w�2=w2
1+· · ·+w2

m, and for any � ∈Cm with 
��
< 
��
� #�$=
��2

1 +· · ·+ �2
m�

1
2 (the principal branch of the square root).

Definition V.4.7. F2�u� z� �� is called the FBI transform of u (with param-
eter 2).

In [BCT] the authors characterized microlocal hypoanalyticity in terms of
an exponential decay of the FBI transform. In particular, when ��0�= 0 and
d��0�= 0, they proved:

Theorem V.4.8. There is a universal constant M > 0 such that if 2 > M

sup
x∈U � 
�
=2

����x�, the following holds: for � ∈ Rm\�0	, u ∈ �′�U��V a neigh-

borhood of 0 in Cm� + ⊆ Cm\�0	 a complex conic neighborhood of � , if


F2�u� z� ��
 ≤ c1e−c2
�
� ∀z ∈ V� ∀� ∈ +

and for some c1� c2 > 0, then �0��� %WFhau.

Here U is a neighborhood of 0 in Rm.

V.5 Application of the FBI transform to the C� wave front
set of solutions of nonlinear PDEs

In this section the FBI transform will be used to prove a result on the C�

wave front set of solutions of first-order nonlinear PDEs. Suppose u= u�x� t�

is a C2 solution of a nonlinear pde

ut = f�x� t� u�ux�

where f�x� t� �0� �� is complex-valued, C� in all the variables, and holomor-
phic in ��0� ��. Here x varies in an open set in Rm, t in an interval of R,
and ��0� �� in an open set in Cm+1. We will present Asano’s ([A]) proof of
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Chemin’s ([Che]) result that the C� wave front set of any C2 solution is
contained in the characteristic set of the linearized operator

Lu = �

�t
−

m∑
j=1

�f

��j

�x� t� u�ux�
�

�xj

�

We begin with some lemmas about linear vector fields:

Lemma V.5.1. Let

L= �

�t
+

N∑
j=1

aj�x� t� ��
�

�xj

+
M∑
k=1

bk�x� t� ��
�

��k

where the coefficients aj and bk are C� in the variables �x� t� ∈ �× J ⊂
RN ×R and holomorphic in the variable � ∈� ⊂ CM , � open. Let f�x� ��

be a C� function defined on �×� , holomorphic in � . There exists a
C� function u�x� t� �� holomorphic in � which is an approximate solution of
Lu= 0 in the sense that

Lu�x� t� ��= O�tk� for k= 1�2� � � �

and such that u�x�0� ��= f�x� ��.

Proof. The conditions that u has to satisfy determine the Taylor coefficients
of the formal series

u�x� t� ��=
�∑
j=0

uj�x� ��t
j

where uj�x� �� = �
j
t u�x�0���

j! . Set u0�x� �� = f�x� ��. For each j, since we want

Lu= O�tj+1�, we must have �
j−1
t �Lu��x�0� ��= 0. This then leads to

uj�x� ��=−
1
j

∑
p+q=j−1

1
q!

[ N∑
k=1

�up

�xk

�x� ��
�qak

�tq
�x�0� ��

+
M∑
k=1

�up

��k

�x� ��
�qbk

�tq
�x�0� ��

]
for j ≥ 1. Note that the functions uj�x� �� are C� and holomorphic in � . Let
( ∈ C�0 �R� be such that ( ≥ 0�( ≡ 1 in 
− 1

2 �
1
2 � and supp ( ⊂ 
−1�1�� Then

there exists a sequence Rj > 1�Rj ↗+� such that the series

u�x� t� ��=
�∑
j=1

(�Rjt�uj�x� ��t
j
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is convergent in C�. It follows that u is C� in all the variables and holo-
morphic in � . Moreover, from the way the functions uj are defined, u is an
approximate solution of Lu= 0 with the property that u�x�0� ��= f�x� ��.

In the following lemma, WF denotes the C� wave front set.

Lemma V.5.2. Let X ⊂ Rm be open, U an open neighborhood of X× �0	 in
Rm+1, U+ = U ∩Rm+1

+ . Let

L= �

�t
+

m∑
j=1

aj�x� t�
�

�xj

be a Cl vector field in U for some positive integer l. Assume f ∈ C1�U+�
satisfies


Lf�x� t�
 = O�tk�� k= 1�2� � � �

uniformly on compact subsets of X. Suppose there exist Cl functions

.1�x� t�� � � � �.m�x� t�

on U such that Z�x� t�= x+ t.�x� t� satisfies Z�x�0�= x and

LZ�x� t�= O�tk�� k= 1�2� � � �

Let a�x� t�= �a1�x� t�� � � � � am�x� t��. Assume

�j
t a�x�0�= 0 ∀j < l� ∀x ∈ X

and that

#�l
t�a�x0�0�� �0$> 0 for some x0 ∈ X� �0 ∈ Rm�

Then �x0� �
0� %WF�f�x�0�.

Remark V.5.3. If L is C�, then Lemma V.5.1 insures that the Zj exist and
the proof below will show that in this case, we only need to assume that
f ∈ C�
0� T��
′�Rm��.

Proof. Without loss of generality, we may assume that x0 = 0. For j =
1� � � � �m let Mj =

∑m
k=1 bjk�x� t�

�
�xk

be vector fields satisfying

MjZk = �k
j � 
Mj�Mk�= 0�

Note that for each j,


Mj�L�=
m∑

s=1

cjsMs (V.5)
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where each cjs =O�tk�� k= 1�2� ��� Indeed, the latter can be seen by expressing

Mj�L� in terms of the basis �L�M1� � � � �Mm	 and applying both sides to the
m+ 1 functions �t�Z1� � � � �Zm	. For any C1 function g, observe that the
differential

dg =
m∑

k=1

Mk�g�dZk+
(
Lg−

m∑
k=1

Mk�g�LZk

)
dt� (V.6)

This is verified by evaluating each side at the basis vector fields

�L�M1� � � � �Mm	�

Using (V.6) we get:

d�gdZ1∧· · ·∧dZm�=
(
Lg−

m∑
k=1

Mk�g�LZk

)
dt∧dZ1∧· · ·∧dZm� (V.7)

For � ∈ Rm� s ∈ Rm, let

E�s� �� x� t�= i� · �s−Z�x� t��−
�

s−Z�x� t��2�

where for w ∈Cm, we write 
w�2=∑m
j=1 w

2
j . Let B denote a small ball centered

at 0 in Rm and � ∈ C�0 �B�, �≡ 1 near the origin. We will apply (V.7) to the
function

g�s� �� x� t�= ��x�f�x� t�eE�s���x�t�

where �s� �� are parameters. We get:

d�gdZ�=
{
L��f�+ ��f�LE−

m∑
k=1

�Mk��f�+�f�MkE��LZk

}
eEdt∧dZ�

(V.8)

where dZ = dZ1∧ · · · ∧ dZm. Next by Stokes’ theorem we have, for t1 > 0
small:∫

B
g�s� �� x�0�dx=

∫
B
g�s� �� x� t1�dxZ�x� t1�+

∫ t1

0

∫
B

d�gdZ�� (V.9)

We will estimate the two integrals on the right in (V.9). Write

Z = �Z1� � � � �Zm�= x+ t.�x� t�� and . =.1+ i.2�

Since the Zj are approximate solutions of L, we have

. + t.t+ �I+ t.x� ·a= O�tk�� k= 1�2� � � �

and hence

�j
t.�x�0�= 0� j < l and #�l

t.2�x�0�� �0$< 0 (V.10)
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for x in a neighborhood V of B (after shrinking B, if necessary). Observe that

�E�s� �� x� t�= t� ·.2�x� t�−
�
��s−x− t.1�
2− t2.2�x� t�

2��

Because of (V.10), continuity and homogeneity in �, we can get c1 > 0 such
that

�E�s� �� x� t�≤−c1
�
tl+1� for x ∈ V� 0 ≤ t ≤ t1 (V.11)

s ∈Rm and � in a conic neighborhood + of �0. Going back to the integrals in
(V.9), we clearly have∣∣∣∫

B
g�s� �� x� t1�dxZ�x� t1�

∣∣∣≤ e−c2
�
�

for some c2 > 0, for s ∈ Rm and � ∈ + . To estimate
∫ t1

0

∫
B

d�gdZ�, we use
(V.8) and look at each term that appears there. We first consider the term
L��f�eE . For any k,


��Lf�eE
 ≤ Ckt
lke−c1t

l
�
 ≤ C ′k

�
k �

Moreover, for the x-integral∫
B
�L��feEdZ = #f��� t�� �L��eE$

after decreasing t1, we can get � > 0 such that if 
s
 ≤ � and � ∈ + ,


#f��� t�� �L��eE$
 ≤ Ce−c
�


for some constants c�C > 0. In the latter, we have used the constancy of �

near 0. It follows that the integral∫
B

∫ t1

0
L��f�eEdt∧dZ

decays rapidly in �. The term ��f�LEeE is estimated using the fact that for
any k, 
LE
 ≤ ckt

k
�
 for some constant ck and that 
eE
 ≤ e−c1t
l
�
. This shows

that ∫
B

∫ t1

0
��f�LEeEdt∧dZ

decays rapidly in �. The integrals of the terms �f�MkE�LZke
E and �Mk��f��

LZke
E are estimated in the same fashion. Thus∫

B

∫ t1

0
d�gdZ�
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has a rapid decay in �, and going back to (V.9), we have shown:

F�s� ��=
∫
B

ei�·�s−x�−
�

s−x�2��x�f�x�0�dx (V.12)

decays rapidly for 
s
 ≤ � in Rm and � in a conic neighborhood + of �0. The
function F�s� �� is the standard FBI transform of the distribution ��x�f�x�0�.
To conclude the proof, we will exploit the inversion formula for the FBI,
namely,

��x�f�x�0�= lim
%→0+

cm

∫∫
ei�x−s�·�−%
�
2F�s� ��
�
 n2 dsd� (V.13)

where cm is a dimensional constant. Assume now that ��x� is supported in the
ball centered at the origin with radius M . We will study the inversion integral
in (V.13) by writing it as a sum of three pieces: I1�%�, I2�%�, and I3�%�. The
first piece consists of integration over the region ���� s� 
 
s
 ≥ 2M	. In the
second piece we integrate over ���� s� 
 �≤ 
s
< 2M	, and in the third piece
over ���� s� 
 
s
 ≤ �	. For the integral I1�%�, after integrating in s, one gets an
exponential decay in � independent of %, and hence lim%→0+ I1�%� is in fact a
holomorphic function near the origin in Cm. To study the second piece, we
write it as

I2�%�= cm

∫
��y���s�
�≤
s
<2M	

ei�x−y�·�−
�

s−y�2−%
�
2��y�f�y�0�
�
 m2 dydsd��

We will use the holomorphic function #�$ = ��2
1 +· · ·+ �2

m�
1
2 where we take

the principal branch of the square root in the region 
��
 < 
��
. Observe
that this function is a holomorphic extension of 
�
 away from the origin. In
the � integration above, we can deform the contour to the image of

����= �+ i�
�
�x−y�

where � is chosen sufficiently small. In particular, we choose � so that when
x varies near the origin and y stays in the support of �, then 
�����
< 
�����
,
away from � = 0. In the integrand of I2�%�, if 
x
 ≤ �

4 , we get an exponential
decay independent of %. It follows that this piece is also holomorphic near
the origin in Cm after setting %= 0. Finally, for the third piece, let +1� � � � � +n

be convex cones such that with +0 = + ,

Rm =
n⋃

j=0

+j�

and for each j ≥ 1 there exists a vector vj satisfying vj ·+j > 0 and vj ·�0 < 0.
We now write

I3�%�=
n∑

j=0

Kj�%��
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where Kj equals the integral over +j . The decay in the FBI established in
(V.12) shows us that K0 is a smooth function even after setting % = 0. Each
of the remaining functions Kj , after setting % = 0, is a boundary value of a
tempered holomorphic function in a wedge whose inner product with �0 is
negative. Hence

�0� �0� %WFa�Kj�0+���

where WFa denotes the analytic wave front set. By Corollary V.3.8, the latter
implies that

�0� �0� %WF�Kj�0+���

We have thus proved that

�0� �0� %WF�f�x�0���

Consider now the vector field

L= �

�t
+

m∑
j=1

aj�x� t�
�

�xj

where the aj are C1 on an open set �⊂ Rm
x ×Rt. To L we associate vector

fields

L� = �

�s
− e−i�L

where s ∈ R is a new variable and � ∈ 
0�2)� is a parameter. Suppose that
for each � ∈ 
0�2)� there exist C1 functions

.�
1 �x� t� s�� � � � �.

�
m�x� t� s�

defined on �×J (J ⊂ R is an open interval centered at the origin) such that

Z�
j �x� t� s�= xj+ s.�

j �x� t� s�� j = 1� � � � �m

are approximate solutions of L�Z�
j = 0 in the sense that L�Z�

j are s-flat at s =
0. Define also .�

m+1�x� t� s� = e−i� and Z�
m+1�x� t� s� = t+ e−i�s and note that

L�Z�
m+1 = 0. If we write .� = �.�

1 � � � � �.
�
m+1� and Z� = �Z�

1� � � � �Z
�
m+1�, then

Z�
s �0�0�0�=.��0�0�0�=−

(
e−i�a�0�0�

e−i�

)
= e−i�

(
.�0�0�
−1

)
and (

�

�

)
· �.��0�0�0�=

(
�

�

)
·
(�.�0�0� cos�−�.�0�0� sin �

sin �

)
= � · �.�0�0� cos�+ ��−� ·�.�0�0�� sin ��
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So the condition (
�

�

)
· �.��0�0�0� �= 0

for some � ∈ 
0�2)� is equivalent to saying that �0�0� �� �� is not in the
characteristic set of L. Suppose now h�x� t� is a C1 function with the following
property: there exist C1 functions h��x� t� s� such that h��x� t�0�= h�x� t� and
L�h� is s-flat at s = 0. If �0�0� �0� �0� is not in the characteristic set of L, we
know that there is � ∈ 
0�2)� such that(

�0

�0

)
· �.��0�0�0� �= 0�

By replacing � by �+) or �−) if necessary, we may assume that(
�0

�0

)
· �.��0�0�0� < 0

and we can apply what we saw in the proof of Lemma V.5.2 to an FBI in
�x� t�-space to conclude the following: there exist a conic neighborhood + of
��0� �0� in Rm+1\�0	 and a neighborhood � of the origin in Rm+1 such that

Fh��0� x′� t′� �� ��

=
∫
B×J

ei
�·�x′−x�+��t′−t��−
�����

#x′−x$2+�t′−t�2�h��x� t�0�dxdt

= Fh�x′� t′� �� ��

is rapidly decreasing for ��� �� ∈ + and �x′� t′� ∈ �. We have thus proved:

Lemma V.5.4. For each � ∈ 
0�2)� let L� = �
�s
− e−i�L and suppose there

exist .�
1 � � � � �.

�
m+1 ∈ C1��× J� such that Z� = �x� t�+ s.��x� t� s� is an

approximate solution of L�Z� = 0 in the sense that L�Z� is s-flat at s = 0.
Suppose moreover that there exist h� ∈ C1��× J� such that h��x� t�0� =
h�x� t� and L�h� is s-flat at s = 0. Then

WF�h� 
0⊂ �charL� 
0 �

The preceding linear results will next be applied to a nonlinear equation.
Let � ⊂ Rm+1 be a neighborhood of the origin and suppose u ∈ C2��� is a
solution of

ut = f�x� t� u�ux� (V.14)

where f�x� t� �0� �� is a C� function in the variables �x� t� ∈� and holomor-
phic in the variables

��0� �� ∈� ⊂ C×CM� �a���= �u�0�0�� ux�0�0�� ∈� �
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Consider

�= �

�t
−

m∑
j=1

(
�f

��j

)
�x� t� �0� ��

�

�xj

(V.15)

and

Lu = �

�t
−

m∑
j=1

(
�f

��j

)
�x� t� u�ux�

�

�xj

�

Let v= �u�ux�. It is easy to check that v solves the quasi-linear system

Luv= g�x� t� v� (V.16)

where

g0�x� t� �0� ��= f�x� t� �0� ��−
m∑

j=1

�j

�f

��j

�x� t� �0� ��

and

gi�x� t� �0� ��= fxi
�x� t� �0� ��− �i

�f

��0

�x� t� �0� ��� i= 1� � � � �m�

Consider now the principal part of the holomorphic Hamiltonian of (V.16)

H = �+g0

�

��0

+
m∑

j=1

gj

�

��j

�

For .�x� t� �0� �� a C� function in �x� t� �� �0� and holomorphic in the vari-
ables ��0� �� ∈� , set .v�x� t�=.�x� t� v�x� t�� and let �p denote the vector
field in � obtained by plugging p�x� t� for ��� �0� in the coefficients of �.
Note that �v = Lu. Equation (V.16) implies that

�v.v = �H.�v

where .�x� t� �0� �� is any C� function in �x� t� ∈ � and holomorphic in
��0� �� ∈� . Let Zj�x� t� �0� ��� j = 1� � � � �m, and 3k�x� t� �0� ��� k= 0� � � � �m
be t-flat solutions of H. = 0 such that Zj�x�0� �0� �� = xj� j = 1� � � � �m,

and 3k�x�0� �0� �� = �k� k = 0� � � � �m. Let Z̃�z� t� �0� �� and 3̃�z� t� �0� ��,
z = x+ iy ∈ Rm⊕ iRm be almost analytic extensions of Z�x� t� �0� �� and
3�x� t� �0� �� respectively, i.e., Z̃�x� t� �0� �� = Z�x� t� �0� ��, 3̃�x� t� �0� �� =
3�x� t� �0� �� and for all k ∈ N there exists Ck > 0 such that for j = 1� � � � �m
we have ∣∣∣∣ �

�zj

Z̃�z� t� �0� ��

∣∣∣∣≤ Ck 
�z
k
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and ∣∣∣∣ �

�zj

3̃�z� t� �0� ��

∣∣∣∣≤ Ck 
�z
k �

Since the Jacobian

���Z̃��Z̃��3̃��3̃�

���z��z���0���0�������
is nonsingular near t = 0, we may solve{

Z̃�z� t� �0� �� = Z̃�

3̃�z� t� �0� �� = 3̃

with respect to �z� �0� �� in a neighborhood of �0� a��� by the implicit function
theorem and get {

z = P�Z̃� t� 3̃��

��0� �� =Q�Z̃� t� 3̃�

with P�0�0� a���= 0 and Q�0�0� a���= �a���. We get{
Z̃�P�Z̃� t� 3̃�� t�Q�Z̃� t� 3̃�� = Z̃�

3̃�P�Z̃� t� 3̃�� t�Q�Z̃� t� 3̃�� = 3̃

and differentiating with respect to Z̃ we obtain

��Z̃� 3̃�

��z� �0� ��
�P�Z̃� t� 3̃�� t�Q�Z̃� t� 3̃��

��P�Q�

�Z̃
�Z̃� t� 3̃�

+ ��Z̃� 3̃�

��z� �0� ��
�P�Z̃� t� 3̃�� t�Q�Z̃� t� 3̃��

��P�Q�

�Z̃
�Z̃� t� 3̃�= 0�

If A�z� t� �0� �� denotes a generic entry of the matrix

��Z̃� 3̃�

��z� �0� ��
�z� t� �0� ���

then 
A�z� t� �0� ��
 ≤ Ck 
�z
k for all k. It follows that for each k∣∣∣∣∣�Q0

�Z̃j

�Z̃� t� 3̃�

∣∣∣∣∣≤ C ′k
∣∣∣�P�Z̃� t� 3̃�

∣∣∣k ∀j = 1� � � � �m

and Q0 is holomorphic in ��0� ��. Now consider

.�z� t� �0� ��=Q0�Z̃�z� t� �0� ���0� 3̃�z� t� �0� ���
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and observe that

.v�x�0� = .�x�0� u�x�0�� ux�x�0��

= Q0�Z̃�x�0� u�x�0�� ux�x�0���0� 3̃�x�0� u�x�0�� ux�x�0���

= u�x�0��

Observe that HZ̃�x� t� �0� �� and H3̃�x� t� �0� �� are t-flat at t = 0. We will
next show that

H. =
m∑

j=1

(
�Q0

�Z̃j

HZ̃j+
�Q0

�Z̃j

HZ̃j

)
+

m∑
k=0

(
�Q0

�3̃k

H3̃k+
�Q0

�3̃k

H3̃k

)
is t-flat. Note that

P�x�0� �0� �� = P�Z�x�0� �0� ���0�3�x�0� �0� ���

= P�Z̃�x�0� �0� ���0� 3̃�x�0� �0� ���

= x�

This implies that for some C > 0,∣∣∣�P�Z̃�x� t� �0� ���0� 3̃�x� t� �0� ���
∣∣∣≤ C
t
�

Hence �Q0

�Z̃j

�Z̃�x� t� �0� ���0� 3̃�x� t� �0� ��� is t-flat at t = 0, which in turn

implies that for all k ∈ N, there exists C ′′k > 0 such that


�H.��x� t� �0� ��
 ≤ C ′′k 
t
k �
Hence Lu.v = �v.v = �H.�v is t-flat at t = 0, and so we have found
h�x� t�=.v�x� t� such that Luh is t-flat at t = 0 and h�x�0�= u�x�0�. Now
u�x� t� is also a solution of the equation

us = e−i��ut−f�x� t� u�ux��

which is of the same kind as (V.14), and the associated vector field �� as in
(V.15) is given by

�� = �

�s
− e−i��

with � as before. Note that(
��

)v = �

�s
− e−i��v = �

�s
− e−i�Lu = � Lu�� �

It follows that there exists a C1 function h��x� t� s� such that

�Lu�� h� =
(

�

�s
− e−i�Lu

)
h�
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is s-flat at s= 0 and h��x� t�0�= u�x� t�. We apply Lemma V.5.4 and conclude
that WF�u� 
0⊂ char Lu 
0. By translation we may apply the same argument
to all points of � and state

Theorem V.5.5. Let u ∈ C2��� be a solution of (V.14). Then the C� wave
front set of u is contained in the characteristic set of the linearized oper-
ator Lu.

V.6 Applications to edge-of-the-wedge theory

Consider now a hypoanalytic structure ���� �, dim � =N , fiber dimension
of � = n and m= N −n. If � is a strongly noncharacteristic submanifold of
� , then Proposition V.1.28 shows that � induces a hypoanalytic structure on
� by taking as the structure bundle in � the image of T ′ under the natural
map

CT ∗�
� → CT ∗� �

The associated bundle of vector fields will be denoted by �� and we have
�� = � ∩CT� . Note that for any p ∈ � �dim

C
�p� = dim� −m. For

p ∈� define

��
p =

{
L ∈ �p 
 �L ∈ Tp�

}
�

Lemma V.6.1. �� is a real sub-bundle of � 
� of rank n+ dim � −m.
The map � which takes the imaginary part induces an isomorphism between
�� /�� and T�
� /T� .

Proof. Let p ∈ � . The map � 
 ��
p → Tp� induces a map � 
 ��

p →
Tp�/Tp� . This latter map is surjective. Indeed, given v ∈ Tp� , since
� is strongly noncharacteristic, we can find L ∈ �p and w ∈ CTp� such
that iv= L+w. Taking real and imaginary parts, we see that L ∈ ��

p and
v= �L+�w as desired. Since the kernel of the map � 
 ��

p → Tp�/Tp�
is �p� , we get an isomorphism as asserted in the lemma. Hence, dim ��

p =
dimTp�−dimTp� +dim

R
�p� = n+ dim � −m for any p ∈� .

Definition V.6.2. Let E be a submanifold of � , dim� = r+ s, dimE = r.
We say a subset � is a wedge in � at p ∈ E with edge E if the following
holds: there exists a diffeomorphism � of a neighborhood V of 0 in Rr+s onto
a neighborhood U of p in � with ��0� = p and a set B×+ ⊆ V with B a
ball centered at 0 ∈Rr and + a truncated open convex cone in Rs with vertex
at 0 such that ��B×+�=� and ��B× �0	�= E∩U .
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If E���� and p ∈ E are as in the previous definition, the direction wedge
+p���⊆ Tp��� is defined as the interior of

�c′�0� 
 c 
 
0�1�→� smooth, c�0�= p� c�t� ∈� ∀t > 0	 �

If � is as in Definition V.6.2, +p���= �d��Rr × ��v 
 v ∈ + , � > 0	�	. Note
that +p��� is a linear wedge in Tp� with edge equal to TpE. Set

+���= ⋃
p∈E∩U

+p����

Suppose now � is a strongly noncharacteristic submanifold of � and �
is a wedge in � with edge � . Let u ∈ 
 ′��� be a solution of � and let
f ∈
′�� �. In a neighborhood of p ∈� we may choose coordinates �x� y�

vanishing at p such that y = 0 defines � locally and � has the form B×+

with B a ball centered at 0 in x-space and + a truncated cone in y-space with
vertex at 0. Since u is a solution and � is noncharacteristic, by proposition
1.4.3 in [T5], u�x� y� is a smooth function of y ∈ + valued in 
′�B�. We say
f is the boundary value of u and write bu = f if + � y �→ u��� y� extends
continuously to + ∪ �0	 with u���0�= f , and that this is true for any p ∈� .
In this case, since �� = � ∩CT� , it is readily seen that f is a solution of
�� , i.e., of the induced structure on � . If the codimension of � is 1, then
a wedge � with edge � is simply a side of � and distribution solutions
in � in this case with boundary values in � were studied in [T5]. We
continue to assume that � is a wedge in � with edge � which is strongly
noncharacteristic. For p ∈� , define

+�
p ���= {

L ∈ ��
p 
 �L ∈ +p���

}
�

and

+T
p ���= {�L 
 L ∈ +�

p ���
}
�

+T
p ��� is an open cone in ��p� ∩ Tp� . To see this, fix p ∈ � and let

�L1� � � � �Ll	 be an R-basis for �p� and complete this to an R-basis

�L1� � � � �Ll�V1� � � � � Vk	

of ��
p . Observe that ��p� ∩Tp� is spanned by

�L1� � � � ��Ll��V1� � � � ��Vk�

Note also that +p��� is a linear wedge in Tp� and hence is translation
invariant by elements of Tp� . Therefore

+T
p ���=

{
l∑
1

ai�Li+
k∑
1

bj�Vj 
 ai ∈ R� bj ∈ R�
k∑
1

bj�Vj ∈ +p���

}
�
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This description shows that +T
p ��� is an open cone in ��p� ∩Tp� .

Lemma V.6.3. Let ���� � be a CR structure, p ∈� and v ∈ Tp� . Then
there is a maximally real submanifold � ⊆� with p ∈� and v ∈ Tp� .

Proof. Recall from Chapter I that there are local coordinates

�x1� � � � � xn� y1� � � � � yn� s1� � � � � sd�

vanishing at p and smooth, real-valued �1� �����d defined near the origin such
that the differentials of

zj = xj+ iyj� j = 1� � � � � n�

wk = sk+ i�k�x� y� s�� k= 1� � � � � d

span T ′ in a neighborhood of the origin, ��0�= 0 and d��0�= 0. Let

v=
n∑

k=1

ak

�

�xk

+
n∑

k=1

bk

�

�yk

+
d∑

k=1

ck

�

�sk

be a real tangent vector at the origin, v �= 0. If aj = 0 = bj for all j, we can
take � = ��x� y� s� 
 y = 0 	. Otherwise, assume without loss of generality
that a1+ ib1 �= 0. Consider the subspace S of the tangent space at the origin
generated by the n+d linearly independent vectors v� �

�s1
� ���� �

�sd
� �

�x2
� ���� �

�xn
.

Let � be a submanifold of dimension m = n+d through the origin so that
T0� = S (can take � to be a linear space). We claim that � is maximally
real near the origin. To see this, suppose a one-form � =∑n

j=1 Ajdzj�0�+∑d
k=1 Bkdsk is orthogonal to T0� . Then〈

��
�

�sj

〉
= 0 ∀j

and so Bj = 0 ∀j. Moreover, since
〈
�� �

�xl

〉
= 0 ∀l ≥ 2, we get Aj = 0 for

j ≥ 2. Finally, note that 0 = #�� v$ = A1�a1+ ib1� and so since a1+ ib1 �=
0�A1 = 0 showing that � = 0. Hence � is maximally real near 0.

We observe that Lemma V.6.3 is not valid for a general hypoanalytic
structure ���� � which has a section L in � such that at a point p ∈ � , Lp

is a real vector field.
Recall next Marson’s technique of locally embedding a hypoanalytic struc-

ture into a generic CR manifold ([Ma]). Suppose ���� � is a hypoanalytic
structure with the integers m and n having their usual meaning. Let d =
dim T 0

p for some p ∈� . Choose a coordinate system �x1� � � � � xm� y1� � � � � yn�
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vanishing at p and smooth, real-valued functions �1� � � � ��d defined in a
neighborhood U of the origin and satisfying

�k�0�= 0� d�k�0�= 0 ∀k= 1� � � � � d

such that T ′ over U is spanned by the differentials of

zj = xj+ iyj� j = 1� � � � � ��

z�+k = x�+k+ i�k�x� y� s�� k= 1� � � � � d�

Let U ′ = U ×Rn−� and suppose �xm+1� � � � � xm+n−�� are the coordinates for
Rn−v. Define

zm+k = xm+k+ iy�+k� for k= 1� � � � � n−��

Let � ′ be the sub-bundle of CTU ′ that is orthogonal to the bundle generated
by dz1� � � � �dzm+n−�. It is easy to see that �U ′�� ′� is a CR structure and for
any L ∈ �p,

L′ = L− i
n−�∑
l=1

�Ly�+l�
�

�xm+l

∈ � ′p′ �

Here for p ∈ U , we write p′ ∈ U ′ to be any point of the form p′ = �p�x�.
Moreover, the preceding association L→ L′ is an isomorphism of �p onto
�p′ . In particular, any solution of � is also a solution of � ′ depending on
fewer variables. Characteristic covectors � ∈ T 0

pU embed into characteristic
covectors ���0� ∈ T 0

p′U
′ for any p′ = �p�x�. If � is a strongly noncharacter-

istic submanifold of U , then � ′ =� ×Rn−� is a strongly noncharacteristic
submanifold of U ′ and if p ∈� and p′ = �p�x� ∈� ′, we have:

�� ′
p′ = �L′ 
 L ∈ ��

p 	

where L′ is determined by L as above. If � is a wedge with edge � in U ,
then � ′ =� ×Rn−� is a wedge in U ′ with edge � ′ and

+� ′
p′ ��

′�= �L′ 
 L ∈ +�
p ���	�

Finally, if u ∈
′�� �, it may be viewed as a distribution in � ′ and it is easy
to see that

WF�
ha� p�u�× �0	⊆WF� ′

ha� p′�u��

We are now ready to present an application of the FBI transform to the
hypoanalytic wave front set of a distribution u on a strongly noncharacteristic
� which extends to a solution in a wedge. The result is due to Eastwood and
Graham ([EG1]).
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258 The FBI transform and some applications

Theorem V.6.4. ([EG1]) Let ���� � be a hypoanalytic structure, � a
strongly noncharacteristic submanifold, and let � be a wedge in � with
edge . Suppose f ∈
 ′�� � is the boundary value of a solution of � on � .
Then WFha�f� ⊆ +T ���0 = the polar of +T ��� in the duality between T�
and T ∗� .

Proof. Let p ∈� and � ∈ T ∗p� /�0	 satisfy � % +T
p ���0. If we embed �

near p into a CR structure as in the preceding discussion, then � ′ = ���0� %
�+T

p′��
′��0, and so because of the relation between WF�

ha� p�f� and WF� ′
ha� p′�f�,

it suffices to prove the theorem under the assumption that ���� � is CR. Since
� % +T

p ���0, there is L ∈ +�
p ��� such that #���L$ < 0. By Lemma V.6.3,

there is a maximally real submanifold � ⊆ � with p ∈ � and �L ∈ Tp�
(note that the induced structure on � is CR). Since � is maximally real and
L �= 0, �L % Tp� . Choose a submanifold � of � such that � ⊆ �, and
Tp� is spanned by Tp� and �L. Thus � is a hypersurface in �. Since �
is maximally real, � inherits a hypoanalytic structure of codimension 1 from
���� �. This induced structure on � is CR near p, is generated by L at p,
and � is a maximally real submanifold of �. We may assume that near p, �
divides � into two components �+, �− where �+ is the side toward which
�L points. Since �L ∈ +p���, �+ ⊆� near p. �+ may be regarded as a
wedge in � with edge � . If F is the solution in � with bF = f on � , then F

restricts to �+ (since �+ is noncharacteristic) and this restriction is a solution
for the structure on �. Moreover, this restriction has a boundary value equal
to f 
� . To prove the theorem, we have to show that i∗�� % WFha� p�f 
��.
Note that we also have #i∗����L$< 0. Choose local coordinates x1� � � � � xm� t

on � vanishing at p so that in these coordinates � is given by t = 0 and
L= A+ i �

�t
where A=∑m

1 Aj
�

�xj
is a real vector field. We therefore need to

show that if � ∈ T ∗0 Rm and #A��$ < 0, then � %WFhabf . This will follow
from Theorem V.6.9.

Corollary V.6.5. Suppose � ⊂� is a maximally real submanifold, p ∈� ,
and let �+ and �− be wedges in � with edge � such that +p��

+� =
−+p��

−�. If f ∈
′��� is the boundary value of a solution of � on �+ and
also the boundary value of a solution of � on �−, then WFha�p�f�⊂ i∗�T 0

p� .

Proof. By Theorem V.6.4,

WFha�p�f�⊆ +T
p ��+�0∩+T

p ��−�0�

Note that since +p��
+� = −+p��

−�, +T
p ��+� = −+T

p ��−�. Hence if � ∈
+T
p ��+�0∩+T

p ��−�0, then #��v$ = 0 for every v ∈ +T
p ��+�. Since +T

p ��+�
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is an open cone in ��p∩Tp� , it follows that � ∈ (��p∩Tp�
)⊥

. Therefore
the corollary follows from the fact that

i∗�T 0
p =

(��p∩Tp�
)⊥

�

Corollary V.6.6. (Theorem V.3.1 in [BCT].) If f is defined in a full
neighborhood of p and p ∈� is strongly noncharacteristic, then

WF�
ha�pf ⊂ i∗�T 0

p��

Corollary V.6.7. (The edge-of-the-wedge theorem.) If the structure � on
� is an elliptic structure and f is the boundary value of solutions in two
wedges �+��− with edge a maximally real � as in Corollary V.6.5, then
f extends to a hypoanalytic function in a full neighborhood of p in � .

Corollary V.6.7 is a generalization of the classical edge-of-the-wedge theorem
of several complex variables. The example of the structure in the plane
generated by �

�y
for which the x-axis is maximally real shows that the corollary

may not be valid when the structure is not elliptic.

Remark V.6.8. Notice that in general i∗�T 0
p� ⊆ +T

p ���0�

We will next present a result on the hypoanalytic wave front set of the trace
of a solution when the vector field in question is locally integrable.

We consider a smooth vector field L = X+ iY where X and Y are real
vector fields defined in a neighborhood U of the origin. Let 0 be an embedded
hypersurface through the origin in U dividing the set U into two regions, U+

and U−, where U+ denotes the region toward which X is pointing. We assume
that L is noncharacteristic on 0, which means (after multiplying L by i if
necessary) that X is noncharacteristic. Our considerations will be local and
so after an appropriate choice of local coordinates �x� t� and multiplication of
L by a nonvanishing factor, the vector field is given by

L= �

�t
+

m∑
j=1

aj�x� t�
�

�xj

(V.17)

and 0 and U+ are given by t = 0 and t > 0 respectively. We will need to
consider the integral curve �−%� %� � s �→ ��s� of X that passes through the
origin, i.e., �′�s� = X 
��s�, ��0� = 0. It is clear that for small % > 0 and

s
<%, ��s�∈U+ if and only if s > 0, so ��−%� %�∩U+ = ��0� %�. To simplify
the notation we will simply write �+ to denote ��0� %�.
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Theorem V.6.9. Let L= �
�t
+∑m

j=1 aj�x� t�
�

�xj
be locally integrable. Suppose

f ∈
′�U+� has a boundary value at t = 0 and

Lf�x� t�= 0� �x� t� ∈ U+�

Assume that there is a sequence pk ∈ �+, pk → 0 such that for each k =
1�2� � � � , X�pk� and Y�pk� are linearly independent. Then there exists a unit
vector v such that

�0 ∈ Rn� v ·�0 > 0&⇒ �0� �0� %WFha�bf��

In particular, the hypoanalytic wave front set of bf at the origin is contained
in a closed half-space.

Proof. Let Z1� � � � �Zm be a complete set of smooth first integrals of L near
the origin in U and choose new local coordinates �x� t� in which the Zj’s may
be written as

Zj�x� t�= xj+ i!j�x� t�� k= 1� � � � �m�

with !�0�0� = 0 , !x�0�0� = 0, and !xx�0�0� = 0. For j = 1� � � � �m let
Mj =

∑m
k=1 bjk�x� t�

�
�xk

be vector fields satisfying

MjZk = �k
j � 
Mj�Mk�= 0�

It is readily checked that for each j = 1� � � � �m,


Mj�L�= 0� (V.18)

For any C1 function g, the differential may be expressed as

dg = Lg dt+
m∑

k=1

Mkg dZk� (V.19)

Using (V.19) we get:

d�gdZ1∧· · ·∧dZm�= Lg dt∧dZ1∧· · ·∧dZm� (V.20)

For � ∈ Cm� z ∈ Cm, let

E�z� �� x� t�= i� · �z−Z�x� t��−2#�$
z−Z�x� t��2�

Let B denote a small ball centered at 0 of radius r in Rm and � ∈ C�0 �B�,
�≡ 1 for 
x
 ≤ r/2, the precise value of r as well as the value of the positive
parameter 2 in the definition of E will be determined later. We will apply
(V.20) to the function

g�z� �� x� t�= ��x�f�x� t�eE�z���x�t�
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where �z� �� are parameters. We get:

d�gdZ�= fL� eEdt∧dZ� (V.21)

where dZ = dZ1∧ · · · ∧ dZm. Next by Stokes’ theorem we have, for t1 > 0
small:∫

B
g�z� �� x�0�dxZ�x�0�=

∫
B
g�z� �� x� t1�dxZ�x� t1�+

∫ t1

0

∫
B

d�gdZ��

(V.22)
We will estimate the two integrals on the right in (V.22) and our aim is to
show that for z close to the origin in complex space, both decay exponentially
as �→� in a conic neighborhood of �0. Write

Z = �Z1� � � � �Zm�= x+ i!�x� t�� ! = �!1� � � � �!m��

Observe that, assuming without loss of generality that 
�0
 = 1,

�E�0� �0� x� t�=!�x� t� ·�0−2�
x
2−
!�x� t�
2��
Our main task will be to determine convenient values of t1, 2 and r such that
for some � > 0

(i) �E�0� �0� x� t1�≤−� for 
x
 ≤ r;
(ii) �E�0� �0� x� t�≤−� for 0 ≤ t ≤ t1 and r/2 ≤ 
x
 ≤ r.

In order to find the vector v mentioned in the statement of the theorem we
will need

Lemma V.6.10. There exists a sequence tk↘ 0 such that

(1) !�0� tk� �= 0;
(2) 
!�0� t�
 ≤ 
!�0� tk�
 for 0 ≤ t ≤ tk;
(3) lim

tk→0
!�0� tk�/
!�0� tk�
 = −v.

We will postpone the proof of Lemma V.6.10 and continue our reasoning
with v given by (3) in Lemma V.6.10. The assumptions on ! allow us to
write

!�x� t�=!�0� t�+ e�x� t�� 
e�x� t�
 ≤ A
xt
+B
x
2 (V.23)

for some positive constants A and B. Suppose first !t�0�0� �= 0, which is
the case that is needed for Theorem V.6.4. Then there is � < 0 such that
!t�0�0�= �v. Since !�0�0�= 0 and !x�0�0�= 0, we can write

!�x� t� ·�0 = !t�0�0� ·�0+O�
x
2+ t2�

= �v ·�0+O�
x
2+ t2��

Cambridge Books Online © Cambridge University Press, 2009https://doi.org/10.1017/CBO9780511543067.006 Published online by Cambridge University Press

https://doi.org/10.1017/CBO9780511543067.006


262 The FBI transform and some applications

Hence given 2> 0, we can find t1� r and �> 0 such that (i) and (ii) above hold.
We may therefore assume that !t�0�0�= 0 and so the quotient 
!�0� t�
/t2 ≤
C for �0� t� ∈ U+. We have !�0� tk�+
!�0� tk�
 v= o�
!�0� tk�
�. We recall
that by hypothesis �0 ·v > 0. Hence,

!�0� tk� ·�0 =−
!�0� tk�
 v ·�0+o�
!�0� tk�
�
<−
!�0� tk�
 v ·�0/2=−c
!�0� tk�
�

for tk small and 0 < c < 1. We now take r = �
!�0� tk�
/tk, with � and tk
small to be chosen later. Hence, for 
x
 ≤ r and 0 ≤ t ≤ tk, we can choose �

small enough (depending on A, B and C but not on tk) so that


e�x� t�
 ≤ A� 
!�0� tk�

t

tk
+B�2 
!�0� tk�


t2
k


!�0� tk�


≤ c

!�0� tk�


2
�

(V.24)

This implies that on the support of ��x� we have

−�1+ c�
!�0� tk�
 ≤!�x� tk� ·�0 ≤−c

2

!�0� tk�
�

Let 2 = %/
!�0� tk�
. A consequence of (V.23), (V.24) and the fact that

!�0� t�
 ≤ 
!�0� tk�
 for 0 ≤ t ≤ tk is


!�x� t�
 ≤ �1+ c�
!�0� tk�
�

!�x� t�
2 ≤ �1+ c�2
!�0� tk�
2�

2
!�x� t�
2 ≤ %�1+ c�2
!�0� tk�

(V.25)

for x in the support of ��x� and 0 ≤ t ≤ tk. Choosing % = c/4�1+ c�2 (thus,
independent of tk), we get, on the support of ��x�,

!�x� tk� ·�0+2
!�x� tk�
2 ≤−
c

2

!�0� tk�
+ %�1+ c�2
!�0� tk�


≤ −c

4

!�0� tk�


which leads to an exponential decay in the first integral on the right of (V.22)
for z complex near 0 and � in a complex conic neighborhood of �0, as soon
as we replace t1 by tk. For the second integral, note that for 0 ≤ t ≤ tk and
x in the support of �, we may invoke again (V.25) to estimate the size of

!�x� t�
 and 2
!�x� t�
2 which gives, in view of the previous choice of %,


!�x� t�
+2
!�x� t�
2 ≤ �1+ c�
!�0� tk�
+
c

4

!�0� tk�
 ≤ �1+2c�
!�0� tk�
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while on the support of L�, 
x
 ≥ r/2= �
!�0� tk�
/2tk so

2
x
2 ≥ %�2
!�0� tk�

4t2

k

and

!�x� t� ·�0−2�
x
2−
!�x� t�
2�≤
(

1+2c− %�2

4t2
k

)

!�0� tk�
�

Hence, if tk is chosen sufficiently small, we also get exponential decay for
the second integral on the right-hand side of (V.22) with t1 replaced by tk.

We have thus shown that the function

F�z� ��=
∫
B

eE�z���x�0���x�f�x�0�dxZ�x�0�

satisfies an exponential decay of the form


F�z� ��
 ≤ Ce−R
�


for z near 0 in Cm and � in a complex conic neighborhood of �0 in Cm. In
particular, since Z�0�0�= 0 and dx!�0�0�= 0, by Theorem V.4.8, �0� �0� %
WFha�bf�.

We now return to the proof of Lemma V.6.10; it is here that we use
the fact that X and Y are linearly independent on a sequence pk ∈ �+ that
approaches the origin. We will show that !�0� t� cannot vanish identically
on any interval �0� %′�. Let us write L= �t+a ·�x, Z= x+ i!, Zx = I+ i t!x

and recall that t!x has small norm for �x� t� close to 0. Now LZ= 0 leads to
a=−i�I+ i t!x�

−1 !t. If !�0� t� vanishes identically on 
0� %′� we will have,
for those values of t, that !t�0� t�= 0, a�0� t�= 0, and Y�0� t�=�a�0� t�= 0.
Furthermore, X�0� t�= �t for 0 < t < %′, showing that ��s�= �0� � � � �0� s� for
0 < s < %′. Thus, X���s�� and Y���s�� are linearly dependent for 0 < s < %′, a
contradiction. Therefore, there exists a sequence sk↘ 0 such that 
!�0� sk�
>
0 and since !�0�0� = 0 there is another sequence tk ↘ 0 satisfying (1) and
(2), which in turn possesses a subsequence that satisfies (1), (2), and (3).

V.7 Application to the F. and M. Riesz theorem

The classical F. and M. Riesz theorem states that a complex measure �

defined on the boundary T of the unit disk $ all of whose negative Fourier
coefficients vanish, i.e.,

�̂�k�=
∫ 2)

0
exp�−ik��d����= 0� k=−1�−2� � � � � (V.26)
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is absolutely continuous with respect to Lebesgue measure d�.
Observe that condition (V.26) is equivalent to the existence of a holomor-

phic function f�z� defined on $ whose weak boundary value is �. In other
words, the theorem asserts that if a holomorphic function f on $ has a weak
boundary value bf that is a measure, then in fact bf ∈ L1�T�.

The F. and M. Riesz theorem has inspired an extensive generalization in
two different directions: (i) generalized analytic function algebras, which has
as a starting point the fact that (V.26) means that � is orthogonal to the
algebra of continuous functions f on T that extend holomorphically to F on
$ with F�0� = 0; (ii) ordered groups, which emphasizes instead the role of
the group structure of T in the classical result. We will next briefly describe
these two directions.

Let A denote the algebra of continuous functions f on T which have
a holomorphic extension F into $. The map f �−→ F�0� is a continuous
homomorphism � of A and so there is a set M� of measures on T each of
which represents �. In this case, it is clear that the normalized Lebesgue
measure d� is the unique element of M�. The kernel of � is the closure of the
linear span A0 of exp�in���n > 0. Hence the condition �̂�n�= 0 for all n < 0
is equivalent to � ∈ A⊥0 . Such a � decomposes as � = �a+�s, where �a

(resp. �s) is absolutely continuous (resp. singular) with respect to d�, that is,
with respect to every measure in M�. The classical F. and M. Riesz theorem
consists of two parts: � ∈ A⊥0 ⇒ �s ∈ A⊥0 and �s ∈ A⊥0 ⇒ �s = 0.

For function algebras A on compact Hausdorff spaces X other than T, one
looks at continuous homomorphisms � of A and their sets of representing
measures M�. It is known that any measure � on X can be decomposed as
� = �a+�s, with �a (resp. �s) absolutely continuous (resp. singular) with
respect to every measure in M�. Under a variety of hypotheses on A or M�,
the implication � ∈ A⊥0 ⇒ �s ∈ A⊥0 has been proved and this kind of result
turns out to be a crucial ingredient in the theory of generalized analyticity in
the algebra A. For more details on this, we mention the book [BK] by Klaus
Barbey and Heinz Konig.

In the second direction of generalization, one starts with a locally compact
abelian group G. Its dual group Ĝ, written additively, is assumed to contain
an order, that is, a semigroup P which satisfies P∪−P = Ĝ. Denote by M�E�

the convolution algebra of complex Borel measures on G whose Fourier
transforms vanish on the subset E of Ĝ. Each measure � decomposes as
�a+�s with respect to Haar measure on G. In this set-up, the implication
� ∈M�P�⇒ �s ∈M�P� has been proved. Under some conditions on G and
P, the implication � ∈M�P�⇒ �s = 0 has also been proved. There are also
results for compact groups (see [K1] and [K2]).
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Thus, although absolute continuity with respect to Lebesgue measure is a
local property, the generalizations mentioned above involve global objects:
function algebras and groups.

In the paper [B], Brummelhuis used microlocal analysis to prove general-
izations of a local version of the theorem of F. and M. Riesz. Among other
things, in [B] it is shown that if a CR measure on a hypersurface of Cn is
the boundary value of a holomorphic function defined on a side, then it is
absolutely continuous with respect to Lebesgue measure. It is easy to use his
methods to get a similar result for CR measures on CR submanifolds of any
codimension whenever the measure is the boundary value of a holomorphic
function defined in a wedge. Another proof of this result was given by Rosay
in [Ro]. There are also results when the edge of the wedge has lower regularity
([CR2] and [BH8]). Another way of stating the F. and M. Riesz theorem is
to say that if a holomorphic function f�z� defined on a smoothly bounded
domain D of the complex plane has tempered growth at the boundary and its
weak boundary value is a measure, then the measure is absolutely continuous
with respect to Lebesgue measure.

If we regard holomorphic functions as solutions of the homogeneous equa-
tion �f = 0, it is natural to ask for which complex vector fields L it is possible
to draw the same conclusion for solutions of the equation Lf = 0. We will
present here an extension of the F. and M. Riesz theorem to all locally inte-
grable, smooth complex vector fields in the plane for smooth domains at the
noncharacteristic part of the boundary. We recall that a nowhere vanishing
smooth vector field

L= a�x� y�
�

�x
+b�x� y�

�

�y

is said to be locally integrable in an open set � if each p ∈� is contained
in a neighborhood which admits a smooth function Z with the properties that
LZ = 0 and the differential dZ �= 0.

Theorem V.7.1. Suppose L= �
�t
+a�x� t� �

�x
is smooth in a neighborhood U

of the origin in the plane. Let U+ = U ∩R2
+, and suppose f ∈ C�U+� satisfies

Lf = 0 in U+ and for some integer N ,


f�x� t�
 = O�t−N � as t→ 0+�

Assume that L is locally integrable in U . If the trace bf = f�x�0� is a
measure, then it is absolutely continuous with respect to Lebesgue measure.

The existence of the trace bf = f�x�0� under the assumptions on f follows
from theorem 1.1 in [BH1]. In his work [B], the author gives a microlocal
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criterion for the absolute continuity of a measure analogous to (V.26) based
on Uchiyama’s deep characterization of BMO �Rn� [U]. Similarly, one of the
main steps in the generalization of the F. and M. Riesz theorem is Theorem
V.6.9, which involves the location of the hypoanalytic wave front set of the
trace of a solution of a locally integrable vector field in Rn. On the other hand,
while in the classical case and the generalizations in [B] the location of the
wave front set of the measure under consideration always satisfies a restrictive
hypothesis which leads to absolute continuity, this restriction is not fulfilled
in general by the trace of a solution of an arbitrary locally integrable vector
field even if the solution is smooth (an example concerning a vector field
with real-analytic coefficients is shown in example 4.3 of [BH1]). Thus, we
need to deal as well with points where the wave front set of the measure may
contain all directions; at those points, the vector field L exhibits a behavior
close to that of a real vector field (in a sense made precise in Lemma V.7.2
below) and absolute continuity may be proved directly.

Lemma V.7.2. Let

L= �

�t
+ i

n∑
j=1

bj�x� t�
�

�xj

be smooth on a neighborhood U =B�0� a�×�−T�T� of the origin in Rn+1 with
B�0� a�= �x ∈Rn 
 
x
<a	. We will assume that the coefficients bj�x� t�, j=
1� � � � � n are real and that all of them vanish on F× 
0� T�, where F ⊂ B�0� a�
is a closed set. Assume that f ∈ C�U+� satisfies Lf = 0 on U+ = B�0� a�×
�0� T�, has tempered growth as t↘ 0 and its boundary value bf�x�= f�x�0�
is a Radon measure �. Then the restriction �F of � to F defined on Borel
sets X ⊂ B�0� a� by �F�X�= ��X∩F� is absolutely continuous with respect
to Lebesgue measure.

Proof. If x̃ is an arbitrary point in F we may write

bj�x� t�=
n∑

k=1

�xk− x̃k��jk�x� x̃� t�

with �jk�x� x̃� t� real and smooth. The proof of theorem 1.1 in [BH1] shows
that for any � ∈ C��−a�a� we have

#���$ =
∫

f�x�T�!k�x�T�ds+
∫ T

0

∫
B�0�a�

f�x� t�Lt!k�x� t�dxdt� (V.27)

where !k�x� t�=
k∑

j=0

�j�x� t�
tj

j! � �0�x� t�= ��x�� (V.28)
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and �j�x� t�=−
�

�t
�%

j−1�x� t�−
n∑

s��=1

�

�xs

�x�− x̃���j��x� x̃� t��j−1�x� t�

for j = 1� � � � � k, with k a convenient and fixed positive integer. We can write

!k�x� t�= A�x� t�Dx���x� (V.29)

where A�x� t�Dx�=
∑

�
≤k a��x� t�D

�
x is a linear differential operator of order

k in the x variables with coefficients depending smoothly on t. The coefficients
a� are obtained from the coefficients bj�x� t� of L by means of algebraic
operations and differentiations with respect to x and t. Observe that given
any point x̃ ∈ F , A�x� t�Dx� may be written as

A�x� t�Dx�=
∑

�
≤k

n∑
�=1

A���x� x̃� t� ��x�− x̃��Dx�
�� (V.30)

Notice that 
A���x� x̃� t�
 ≤ C, for x ∈ B�0� a�, x̃ ∈ F , t ∈ 
0� T�, 
�
 ≤ k, and
�= 1� � � � � n because the coefficients of L have uniformly bounded derivatives
on B�0� a�. Hence, we obtain from (V.29) and (V.30) the estimate∣∣∣∫ f�x�T�!k�x�T�dx

∣∣∣≤ C
∑


�
≤k+1

∫
B�0�a�

d�x�F�
�
 
D�
x��x�
dx� (V.31)

where d�x�F� = inf x̃∈F 
x− x̃
. We next consider the second integral on the
right in (V.27). We will first show that for any j,

Lt�!j�= �j+1

j! tj� (V.32)

To see this, note first that (V.32) holds for j = 0 from the definition of �1.
To proceed by induction, assume (V.32) for j ≤m. Then

Lt�!m+1� = Lt�!m�+Lt

(
�m+1

�m+1�! t
m+1

)
= �m+1

m! tm+Lt

(
�m+1

�m+1�! t
m+1

)
= Lt��m+1�

�m+1�! t
m+1

= �m+2

�m+1�! t
m+1�

This proves (V.32). Next we observe that since the coefficients bj�x� t� vanish
on F × 
0� T�, each �j has the form

�j�x� t�=
∑

�
≤j

c��x� t�D
�
x��x� (V.33)
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where the c� are smooth and satisfy the estimate


c�
 ≤ Cd�x�F�
�
�

The form (V.33) is clearly valid for �0 = �. Assume it is valid for �j . Then
it will also be valid for �j+1 since by definition, �j+1 = Lt�j . If we now
choose k= N +1, (V.32) and (V.33) imply that∣∣∣∣ ∫ T

0

∫
B�0�a�

f�x� t�Lt!k�x� t�dxdt

∣∣∣∣≤ ∫ T

0

∫
B�0�a�


f�x� t�
�k+1�x� t�

k! tk dxdt

≤ C
∫ T

0

∫
B�0�a�


�k+1�x� t�
dxdt (V.34)

≤ C
∑


�
≤k+1

∫
B�0�a�

d�x�F�
�

D�
x��x�
dx�

Thus the second integral on the right-hand side of (V.27) also satisfies an
estimate of the kind in (V.31). Consider now a compact subset K ⊂ F with
Lebesgue measure 
K
 = 0 and choose a sequence

0 ≤ �%�x�≤ 1 ∈ C��B�0� a�� %→ 0�

such that (i) �%�x� = 1 for all x ∈ K; (ii) �%�x� = 0 if d�x�K� > %; (iii)

D�

x�%�x�
 ≤C�%
−
�
. Note that �%�x� converges pointwise to the characteristic

function of K as %→ 0 while D��%�x�→ 0 pointwise if 
�
 > 0. Let * ∈
C��B�0� a�� and use (V.31) and (V.34) with � = �%* keeping in mind the
trivial estimate d�x�F�≤ d�x�K�. By the dominated convergence theorem,

#���%*$→
∫
K
* d�

while


d�x�K�
�
D�
x�%�x��L1 ≤ �%
�
D�

x�%�x��L1 → 0

as %→ 0 (when �= 0 one uses the fact that 
K
 = 0). Thus, (V.31) and (V.34)
show that ∫

K
* d�= 0� * ∈ C��B�0� a���

which implies that the same conclusion holds for any continuous function *

on K (first extend * to a compactly supported function on B�0� a� and then
approximate the extension by test functions). Thus the total variation 
�
�K�

of � on K is zero and by the regularity of � it follows that 
�
�F ′� = 0
whenever F ′ ⊂ F is a Borel set with 
F ′
 = 0. This proves that �F is absolutely
continuous with respect to Lebesgue measure.
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We now consider the set

F0 = �x ∈ B�0� a� 
 ∃% > 0 
 bj�x� t�= 0� ∀t ∈ 
0� %�� j = 0� � � � � n	

which is a countable union of the closed sets

Fk = �x ∈ B�0� a� 
 bj�x� t�= 0� ∀ 0 ≤ t ≤ 1
k
� j = 0� � � � � n	

to which we can apply Lemma V.7.2 and conclude that �Fk
is absolutely

continuous with respect to Lebesgue measure. Thus, �F0
is also absolutely

continuous with respect to Lebesgue measure and the Radon–Nikodym theorem
implies that there exists g ∈ L1

loc�B�0� a�� such that

�F0
�X�=

∫
X
g�x�dx� X ⊂ B�0� a� a Borel set.

Theorem V.6.9 and Lemma V.7.2 imply Theorem V.7.1:

End of the proof of Theorem V.7.1. We may assume that the vector field
has the form

L= �

�t
+ ib�x� t�

�

�x

where b�x� t� is real and smooth on a neighborhood of U = B�−a�a�×
�−T�T� of the origin in R2. Since the trace bf is a measure, by the Radon–
Nikodym theorem, we may write

bf = g+�

where g is a locally integrable function and � is a measure supported on a
set E of Lebesgue measure zero. Suppose x0 is a point for which we can
find a sequence tj converging to 0 with b�x0� tj� �= 0. Let Z�x� t� be a first
integral satisfying Z�x0�0�= 0, and Zx�x0�0�= 1. If �Zt�x0�0� �= 0, then L

will be elliptic in a neighborhood of �x0�0� and so by the classical F. and M.
Riesz theorem, we can conclude that bf is absolutely continuous near �x0�0�.
Otherwise, the proof of Theorem V.6.9 shows that the FBI transform with this
Z as a first integral and arbitrarily large 2 decays exponentially in a complex
conic neighborhood of �x0� �0�, for some nonzero covector. By theorem 2.2
in [BCT], it follows that near the point x0, modulo a smooth nonvanishing
multiple, the trace bf is the weak boundary value of a holomorphic function F

defined on a side of the curve x �−→ Z�x�0�. But then, again by the classical
F. and M. Riesz theorem, bf is locally integrable near x0, that is, x0 % E.
Hence the set E is contained in the set

F0 = �x ∈ B�0� a� 
 ∃% > 0 
 bj�x� t�= 0�∀t ∈ 
0� %�� j = 0� � � � � n	�
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But we already observed that the restriction of bf to F0 is absolutely contin-
uous with respect to Lebesgue measure which implies that � is zero.

Notes

For a more detailed account of CR manifolds the reader is referred to
the books [Bog] and [BER]. The book [T5] contains a detailed discus-
sion of hypoanalytic manifolds. The characterization of microlocal analyt-
icity (Theorem V.2.14) was proved by Bony. Microlocal analyticity was
generalized to microlocal hypoanalyticity in the work [BCT]. Several mathe-
maticians have used the FBI transform to study the regularity of solutions in
involutive structures and higher-order partial differential equations. Some of
these applications can be found in the works [BCT], [BT3], [BRT], [Hi] and
[HaT], [Sj1], and [EG1]. Theorem V.5.5 was proved by Chemin [Che] by
using para-differential calculus. The main ideas for the proof presented here
are due to Hanges and Treves ([HaT]), who proved the analytic version of
Chemin’s result. Subsequently, Asano [A] used the techniques in [HaT] to
give a new proof of Chemin’s result. Most of the material in Section V.6 is
taken from a paper of Eastwood and Graham ([EG1]). Section V.7 is taken
from [BH1]. For a generalization of the F. and M. Riesz theorem to systems
of vector fields, we refer the reader to [BH7].
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