
ANOTHER ENUMERATION OF TREES 

DONALD E. KNUTH 

Given a set of vertices which have each been assigned one of the colours 
Ci, C2, . . . , Cmi with fij vertices Cj} a formula is derived for the number of 
oriented trees on these vertices, having a designated root, and subject to any 
number of restrictions of the form "no arc goes from a vertex of colour Ct 

to a vertex of colour C / \ The formula is based on a combinatorial construction 
which defines a correspondence between such trees and certain sequences. 

In 1889, A. Cayley (2) found t ha t the number of oriented trees which can 
be constructed on n vertices, having a specified root, is exactly nn~2. Cayley 's 
formula has been generalized in several interesting ways; see Raney (8), 
Riordan (9), K n u t h (5), Good (3), Moon (6). In this paper we present a 
combinatorial construction which leads to another ra ther pleasant generali
zation of Cayley's formula. 

T h e term "oriented t ree" is used in this paper to distinguish the trees 
discussed here from "free t rees" (which have no root and no orientation 
specified for the arcs) and from "ordered trees" (in which the relative order 
of the vertices pointing to a vertex is significant as well as the orientation of 
the arcs) . 

FIGURE 1. Oriented tree 

Figure 1 shows an oriented tree on the vertices ai, a2, a3, a^ a5, bi, b2, b^, 
Ci, c2, c<i, ch r, in which all arcs go from an " a " to a "b" or a "c", or from 
a "&" to an " a " or a " c " , or from a " c " to a " c " or an " r " . The admissible 
kinds of arcs jus t described are represented graphically in Figure 2. I t is 
natura l to ask: " H o w many ways are there to draw arcs on the specified 
vertices so t h a t an oriented tree of this type is obta ined?" In general, we 
will find t h a t if there are a, &, and c vertices of the corresponding types, then 
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the total number of oriented trees subject to the restrictions of Figure 2 
is exactly (a + c)h-l(b + c)a~l(c + l)c-l{c2 + ca + cb). The theorem below 
shows that similar formulas may be obtained when any diagram of ''chromatic 
constraints" is considered in place of Figure 2. 

FIGURE 2. Chromatic constraints 

In the following discussion, the notation \X\ stands for the number of 
elements in the (finite) set X. Furthermore, if / is a function, we write 
f°(x) = x and/ r + 1 (x) = f(f(x)) when the latter is defined. 

1. The basic construction. Let us say (U, F, f) is a T-graph if F is a 
finite set of vertices, U Ç V, a n d / is a function from U into V such that there 
are no "cycles", i.e., no vertices x withfm(x) = x for some m > 0. It follows 
that for all x £ V there is a least integer m ^ 0 such tha t / m (x) ? U, and in 
this case we write fœ(x) = fm(x). In terms of this notation, an oriented tree 
with root r is a T-graph of the form (U, U KJ {r},f). 

The enumeration formulas to be derived rest essentially on the following 
construction which generalizes a theorem due to Prufer (7). 

LEMMA. Let U, F, and W be sets of vertices, with W disjoint from U W V. 
Let f be a function from V — U into U. The number of functions h from U 
into FVJ W, such that (U U F, U U V \J W,f U h) is a T-graph, is 

| F U W\m-x\W\. 

Proof. Let n = \U\. We will prove the more interesting result that there 
is a one-to-one correspondence between such functions h and sequences of 
vertices aiy a2, . . . , an such that ak g F U W for 1 ^ k < n and an Ç W. 
For this purpose, assume the set U W F \J W has been linearly ordered by 
some relation. 

First, suppose such a function h is given, and consider the directed graph G 
with vertices U ^J V U W, with arcs from v to f(v) for y Ç F — [/, and 
with arcs from w to /t(w) for u G t/. Let us say a vertex w G U is "free" with 
respect to G if there is no oriented path from uf to u for any other u' G £/. 
Since there are no oriented cycles in G, there is at least one free vertex. Let 
Ui be the lowest free vertex (in the assumed linear ordering). Once ii\, . . . , ut 

have been defined, let ut+i be the lowest free vertex in the directed graph 
obtained from G by removing uk and the arc from uk to h(uk) for 1 ^ k ^ t. 
This rule defines a sequence U\, u2,. . . , un containing each of the n vertices 

https://doi.org/10.4153/CJM-1968-104-8 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1968-104-8


TREES 1079 

of U. Now let ak = h(uk) for 1 ^ k S n. Clearly, ak Ç V U W for 1 ^ fe < n 
and aw G W. 

Conversely, assume such a sequence a,\y a2, • . . , an is given. Let us now 
say a vertex u £ U is "free" with respect to the sequence if there is no j for 
which a,j = u or for which aô G F — U and /(a,-) = w. Since an Ç PF, there 
must be at least one free vertex. Let u\ be the lowest free vertex (in the 
assumed linear ordering). Once Ui, . . . , ut have been defined, letut+i be the 
lowest free vertex with respect to at+\, . . . , an which is different from u\, . . . , ut. 
This rule defines a sequence Ui, u2, . . . , un containing each of the n vertices 
of U. Now let h(uk) = ak for 1 ^ k S n. Then (UKJ V, U\J VKJ WJ\J h) 
is a T-graph, since (J U h)m(uk) = ur for ra > 0 implies r > k. 

The two constructions just given are obviously inverse to each other, so 
the stated one-to-one correspondence has been established. (Priïfer essentially 
published the special case in which U = V and \W\ = 1.) We may note 
also from the construction that if u is the highest vertex of U, in the assumed 
linear ordering, then (f\Jh)œ(u) = an; for in the rule for determining the 
sequence Wi, u2, . . . ,un, the vertex u becomes free only when there is an 
oriented path from u to all remaining vertices. 

2. The main construction. Let ^ be a family of non-empty, disjoint 
sets, and let V = U &, i.e., V = \JC^C. We will assume V is a finite set 
of vertices, partitioned into the classes represented by ^. Let ^ be a directed 
graph on the elements of *$ (cf. Figure 2); and for C G ^ , let @ (C) be the 
set of all C Ç ^ such that there is an arc from C to C in ^ . The family 
cé and the directed graph *& will be fixed throughout this section. 

If J ^ is a subset of ^ , we say a Jf'structure is a T-graph ( J7, J7",/) for which 
U = U X F = U # , and if M G C G Jf, then /(w) G U ^ ( C ) . In other 
words, we are considering the set of T-graphs on V satisfying the "chromatic 
constraints" of &, where we think of ^ as a set of colours. Our goal is to 
enumerate the number of possibles-structures, i.e., the number of functions 
/ satisfying the restrictions just mentioned. 

THEOREM. The number of possible j£-structures is equal to 

zfniu^cor-voi). 
where the sum is over all functions g such that ( S , f̂, g) is a T-graph and 
g(C) Ç &(Qfor all C f J f . 

(Note: Using a theorem of Tutte (11), this formula can also be written as 

d e t ^ - n |U^(C) | l c | - \ 

where A is a matrix whose rows and columns are indexed by the elements 
of J f ; Ace = -\C n U ^ ( Q | when CV C, and Acc = \U&(C) - C\.) 
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Proof. Le t n = \jf\. We will prove in fact t h a t there is a one-to-one corre
spondence between J^ - s t ruc tu res and sets of n sequences of the form 

(*) aCi, ac2j . . . , aCr, r = |C|, 

where aCk G U ^ ( C ) , 1 g fe < r, and aC r G g(C) for all C Ç J f , where 
Ç)Tj &, g) is a r - g r a p h contained in @. Assume t h a t the vertices V are 
linearly ordered, and so are the "colours" ^ . 

Firs t suppose t h a t a J ^ - s t ruc tu r e (£/, F , / ) is given. We will define a func
tion g as required, and a set of sequences (*), and a sequence G , C2, . . . , Cw 

representing the colours of J ^ , and also a sequence &i, w2, • • • , un with 
uk (E C*. S t a r t with G , the lowest colour in the assumed linear order, and 
U\ the highest vertex of G . li t < n and if C^ and ut have been chosen, we 
define Ct+\ and ^z+i as follows: Let m be maximal such t h a t / m ( z ^ ) G C«, 
a n d / * ( « , ) G {Ci, . . . , C,_i} for 0 S k S m. Let vt = fm+l(ut) and let g(Ct) 
be the class in @(Ct) such t h a t z^ 6 g (CO- Now if g(Ct) = Ck for some k, 
1 ^ & < /, or if g(Ct) ([ Jf, choose Ct+i to be the lowest colour of J ^ — { G , 
. . . , Ct} and let ut+i be the highest vertex of t h a t colour. Otherwise, let 
Ct+i = g(Ct), ut+i = vt. 

WTe wish to prove t h a t ( j ^ , &, g) is a T-graph. Note t h a t if g(Ct) = Ck for 
/ < k rg n, then & = t + 1. If ( J^ , ^ , g) is no t a jH-graph, there is some / 
such t h a t gr(Ct) = Ct and g{Ct) = Ck for some r > 0 and k < t. We can 
find 5 ^ / such t h a t g(CA) = Ck+i for s ^ k < t bu t Cs ^ g(CÂ:) for & < s; it 
follows t h a t g(Ct) = Ck for some k such t h a t s ^ k < t. Consider the values 

us,f(us),f
2(us), . . . , vs = us+i,f(its+i), . . . , utJ(ut), . . . , * / „ . . . , //, 

where z£ is the first element encountered t h a t is in 

U(^ f - J f ) U C 1 U . . . U C,_i. 

By construction, none of the elements of this sequence after us+i are in Cv; 
none of the elements after us+2 are in Cs+i\ and so on. I t is therefore im
possible for y^ to be an element of Ck for s S k < t. This contradict ion proves 
(JT, *&, g) is a T-graph. 

Finally, for t = n, n — 1, . . . , 1, we successively construct the sequence 
(*) for C = Ct. Consider the T-graph (U u V,ft), where Ut = Ct+i VJ . . . VJCn 

a n d / * i s / restricted to Ut> Reorder the elements of Cu if necessary, so t h a t ut 

is the highest element, and apply the construction of the lemma with U, V, 
W, a n d / replaced, respectively, by Ct, Vu U &(Ct) — VtJ and <j>u where 
Vt = K U &(Ct) \ft

coiv) e Ct), and 0 , = f? restricted to Vt. T h e values 
of / restricted to Ct now correspond to a function h as s ta ted in the lemma, 
so we obtain a sequence (*) in which the last e lement is vt. 

Conversely, let us suppose we are given a set of sequences (*) for each 
C G J ^ , defining a function g of the required type . We will define a function 
/ such t h a t (U, V,f) is a T-graph of the required type , and we will also 
define a sequence G , C2, . . . , Cn representing the colours of J ^ , and a sequence 
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Wi, u2, . • . , un with uk G C .̂ Start with G, the lowest colour in the assumed 
linear order, and Ui, the highest vertex of C\. If t < n and if Ct and wz have 
been chosen, let vt be the last element of the sequence (*) for Ct. Now if 
g(Ct) = Ck for some k, 1 ^ k < t, or if g(Ci) $ JT, choose C/+i to be the 
lowest colour of J ^ — {G, . . . , Ct] and let w!+i be the highest vertex of that 
colour. Otherwise, let Ct+i = g(Ct), ut+i = vt. 

Now for t = nf n — 1 , . . . , 1 , we successively define / on the elements of 
Ct so that no cycles are introduced. Suppose / has already been defined on 
Ut = Ct+i VJ . . . U Cn and let ft be this function. Reorder the elements of 
Ct if necessary so that ut is the highest element, and apply the construction 
of the lemma with U, V, W, and / replaced, respectively, by Cu Vu 

U & (Ct) — Vt, and <j>t (as above). The construction has been carried out so 
that vt S Vu since, if g(Ct) = Ct+i, we ha.veft

œ(vt) = ft
œ(ut+i) = ft

œ(vt+i) 
and, continuing in this manner, it is clear thsLtft

œ(vt) (? Ct when (tâ, C, g) 
is a T-graph. Therefore, the lemma applies and it determines a function h 
which may be used to define /z_i = / , U h. 

The two constructions just described are inverses of each other, so the 
theorem has been proved. It is possible to give a much simpler proof of this 
theorem, based directly on the theorem of Tutte (11) which expresses the 
number of subtrees of a directed graph, having a given root, as a deter
minant. We consider the directed graph having U c€ V) [r^\ as vertices, where 
r0 is a new symbol; there is an arc in this graph from v to v' if and only if 
either v 6 C G J f and v' G U &(C), or if v G C G ^ - J f and */ = r0. The 
number of J^-structures is obviously the number of subtrees of this directed 
graph having root r0. The corresponding determinant is easily evaluated by 
using elementary row and column operations; as an example of this evalua
tion we consider the situation in Figures 1 and 2, where ^ = J^ W {R}} 

jf = {A, B, C}, A = [au a2j a3, «4, ab], B = {bh b2, b^}, C = {ch c2, c-Sj cA}. 
By Tutte's theorem, the number of J^-structures is 

A B c R 
7 0 0 0 0 - 1 - 1 - 1 - 1 - 1 - 1 - 1 0 
0 7 0 0 0 - 1 - 1 - 1 - 1 - 1 - 1 - 1 0 
0 0 7 0 0 - 1 - 1 - 1 - 1 - 1 - 1 - 1 0 
0 0 0 7 0 - 1 - 1 - 1 - 1 - 1 - 1 - 1 0 
0 0 0 

- 1 - 1 
0 

- 1 

7 

- 1 

- 1 

9~ 

- 1 

~ 0 ~ 

- 1 

~~0 

- 1 - 1 - 1 - 1 0 

- 1 

0 0 
- 1 - 1 

0 
- 1 

7 

- 1 

- 1 

9~ 

- 1 

~ 0 ~ 

- 1 

~~0 _ 1 _ 1 __1 _ 1 0 
- 1 - 1 - 1 - 1 - 1 0 9 0 - 1 - 1 —1 - 1 0 
- 1 - 1 - 1 - 1 - 1 

0 
0 
0 

0 

0 
9 

0 

- 1 - 1 - 1 - 1 0 
0 

- 1 - 1 - 1 - 1 

0 
0 
0 

0 

0 
9 

0 4 - 1 - 1 - 1 — 1 
0 0 0 0 0 0 0 0 - 1 4 - 1 - 1 — 1 
0 0 0 0 0 0 0 0 - 1 - 1 - 4 - 1 — 1 
0 0 0 

0 0 

0 

0 

0 

0 

0 0 0 - 1 - 1 - 1 4 - 1 

0 

0 0 

0 0 

0 

0 

0 

0 0 0 0 0 0 0 0 
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= det 

7 0 0 0 0 - 1 - 1 - 1 - 1 - 1 - 1 - 1 0 
- 7 7 0 0 0 0 0 0 0 0 0 0 0 
- 7 0 7 0 0 0 0 0 0 0 0 0 0 
- 7 0 0 7 0 0 0 0 0 0 0 0 0 
- 7 0 

- 1 
0 

- 1 
0 

- 1 

7 
- 1 

0 0 0 0 0 0 0 0 
- 1 

0 
- 1 

0 
- 1 

0 
- 1 

7 
- 1 9 0 0 - 1 - 1 - 1 - 1 0 

0 0 0 0 0 - 9 9 0 0 0 0 0 0 
0 0 

0 

0 

0 

0 

0 

0 

0 

- 9 0 9 0 0 0 0 0 
0 

0 

0 

0 

0 

0 

0 

0 

0 0 0 0 4 - 1 - 1 - 1 - 1 
0 0 0 0 0 0 0 0 — 5 5 0 0 0 
0 0 0 0 0 0 0 0 - 5 0 5 0 0 
0 0 

0 

0 

0 

0 

0 

0 

0 

0 0 0 - 5 0 0 5 0 

0 

0 

0 

0 

0 

0 

0 

0 

0 0 0 0 0 0 0 0 1 

= det 

7 0 0 0 0 - 3 - 1 - 1 - 4 - 1 - 1 - 1 0 
0 7 0 0 0 0 0 0 0 0 0 0 0 
0 0 7 0 0 0 0 0 0 0 0 0 0 
0 0 0 7 0 0 0 0 0 0 0 0 0 
0 0 

- 1 
0 

- 1 
0 

- 1 
7 

- 1 
0 0 0 0 0 0 0 0 

— o 
0 

- 1 
0 

- 1 
0 

- 1 
7 

- 1 9 0 0 - 4 - 1 - 1 - 1 0 
0 0 0 0 0 0 9 0 0 0 0 0 0 
0 0 

0 
0 
0 

0 
0 

0 
0 

0 0 9 0 0 0 0 0 
0 

0 
0 

0 
0 

0 
0 

0 
0 0 0 0 1 - 1 - 1 - 1 - 1 

0 0 0 0 0 0 0 0 0 5 0 0 0 
0 0 0 0 0 0 0 0 0 0 5 0 0 
0 0 0 

0 
0 
0 

0 
0 

0 0 0 0 0 0 5 0 
0 

0 0 

0 
0 
0 

0 
0 0 0 0 0 0 0 0 1 

/ 7 - 3 -4> 
(3 + 4)5-1(5 + 4)3-U4 + l ) 4 " 1 det 1 - 5 9 - 4 

V 0 0 IV 

The formula in the theorem can also be obtained by means of multivariate 
generating functions and a generalization of Lagrange's inversion formula, 
as shown by Good (3, p. 512). (Several misprints in the formula stated by 
Good should be corrected.) 

Even though there are alternate means for proving the theorem, the proof 
given here has several advantages since it establishes a useful correspondence 
with sequences. I t is now possible to enumerate such oriented trees with a 
given number of vertices of in-degree 2, etc., as in Riordan (9), since the 
in-degree of each vertex is the number of times it appears in the sequences (*). 

As an example of the construction in the above proof, consider the tree 
in Figure 1 and suppose we order the colours A < B < C < R. Figure 1 is 
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an {Ay B, C)-structure. The construction selects G = A, and we may take 
a± < a2 < a3 < &4 < a5 as an ordering of the elements of A, therefore u\ = a». 
Since f2(a-0) £ A b u t f+k(a5) is not, we set z>i = / 3 ( a 5 ) = c2, g ( 4 ) = C, and 
C2 = C. T h e elements of C mus t be ordered so t h a t c2 is highest, therefore 
let C\ < cz < cA < c2. Now f(c2) = r and thus we let v2 = r and g(C) = i£. 
Finally, we take C3 = B and bi < b2 < b$ = uz. In this case,/2(&3) = &i G B 
b u t since /(Ô3) is m C\ = A we take z>3 = a3 not z;3 = c2; hence g (B) = A. 
T h e construction of the lemma is now used, s tar t ing with a sequence for 
C3 = B. Here, all vertices are free since V\ is vacuous, and the sequence is 
simply /(&i), /(&2),/(&8): 

B: c2} a4l a3. 

T h e C2 ( = C) sequence is constructed next (remembering t h a t C\ < c3 < 

c4 < ^2): 

C: r, ci, c2, r. 

Finally, the G ( = 4 ) sequence is constructed: 

A: c4, &i, 61, &2, £2. 

T h e original tree is reconstructible from these three sequences. Conversely, 
from any sequences of this type (i.e., the A sequence contains five elements 
of B and C; the B sequence contains three elements of A and C, and if the 
last element is in A, the last element of A is not in B; and the C sequence 
contains four elements of C and R, the last in R) we can construct an oriented 
tree which will lead to these sequences. 

FIGURE 3. Cyclic case 

3. E x a m p l e s a n d a p p l i c a t i o n s . Consider a cyclic directed graph like 
t h a t in Figure 3 ; for oriented trees, suppose \R\ = 1. The number of oriented 
trees in which all arcs go from colour d to G + i or from Cm to G or from 
Cm to R is 

nl n2 nm—l / 1 -1 \nrn— 1 I /"> I 

«2 »3 . . . wOT (wi + 1) ; fij = Cy. 
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If we like, we may merge together colours R and G ; then we find 

» « , _ i w_ W l - 1 n2 "m-l ... 

n2 nz . . .nm nx 

is the number of oriented trees on G U C2 VJ . . . U Cm in which all arcs go 
from colour d to C(i+i)(m0(ï m) and the root is in C\. T h e case m = l is Cayley 's 
theorem; the case m = 2 was proved by Scoins (10) and it also follows from 
a more general result due to Austin (1). 

FIGURE 4. Symmetric cycle 

A B 

w 
C t 
D 

E F 

FIGURE 5. A free tree 

If the arcs are allowed to go in either direction between colour Ct and 
colour Ci+ij we get a si tuat ion like Figure 4. In Figure 4, consider R as essen
tially a specified element of C\ which has been temporar i ly given a new name. 
Since the arcs in the remaining graph are symmetr ic , we m a y consider free 
trees instead of oriented trees, namely, connected graphs wi thout cycles; the 
number of free trees on C\ \J C2 W . . . U Cm, with a vertex of colour Ct adjacent 
to a vertex of colour Cj only if i = ( j ± 1) (mod m) , is 

(nm + n2)
ni~\nx + n,)n2' 

X 

(n2 + n4y 

1 , 1 

(nm-i + ni)nm nxn2 

,nmni 
+ ... + -

nin2 n? 

i \ 
) , nj = 

\Cj\, m ^ 3 . 

In general, enumerat ion formulas for free trees can be obtained in this 
way when the graph of * 'chromatic cons t ra in ts" has a symmetr ic incidence 
matr ix . Another interesting case occurs when the directed graph ^ is itself 
a free tree with symmetr ic arcs. Thus , for example, the number of free trees 
on AVJB\JC\JD\JE\JF, with adjacent vertices having adjacent colours 
in the diagram of Figure 5, is 

\D\-1 D \E\- \D \F\-l\ C\2\D\< \cyM~l\c\im-l\A u B u ur '- ' icu E u F 
In general, the number of such free trees is 

E I | U { C ' | C adjacent to C } | l c | - 1 |C r ' e « t e e ( e r ) - 1 

CÇ<ë 

when the chromat ic constra ints themselves form a free tree. 
T h e above formulas can also be used to derive non-obvious summat ion 

identities. Le t ^ be a directed graph on { G , C2, . . . , Cm, R} and let 
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p(ni, fi2, . . . , nm, x) be the formula for the number of {Ci, C2, . . . , Cm\-
structures according to the theorem in §2, where nk = \Ck\ and x = \R\. 
Then we have the convolution formula 

S ( h] V h J • • • ( h
m)P(ki, *2, • • • , fc», *)£(»i - K n2 — k2,. . . , 

^m ~ *m, y) = P(nh ti2,...,nm,x + y). 

For in every T-graph (Ci U . . . U Cw, Ci U . . . U Cm U i?,/) we can 
partition the vertices v of Ci U . . . \J Cm according to the values oîf°°(v) Ç R; 
the above formula expresses the number of ways colours Ci, . . . , Cm can be 
split into &i, . . . , km and n\ — ki, . . . , n\ — km respective elements so that 
the first group falls into x specified elements of R and the second group falls 
into the other y elements of R. 

As an example, the simple graph 

yields the identity 

Ç [l)x(pc + kf-'yiy + n - k)^-1 = (x + y)(x + y + n)n~\ 

which is directly related to Abel's generalization of the binomial theorem 
(see 4). 

^B A R 

FIGURE 6 

From the graph of Figure 6 we get the following identity in integers m, 
n, x, y: 

E ( 7 ) ( l ) x ^ x + Q^V + kf-'yim-^iy + n- k)^'1 

X (m + n - j - k)71-*-1 = (x + y)m(x + y + n)m-\m + n)v~\ 

(Suitable conventions are assumed when 0/0 appears.) This identity appears 
to be very difficult to derive by any other means, and more complicated 
graphs will give still more intricate formulas of this type. 
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