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#### Abstract

We study the following Dirichlet problem for the degenerate elliptic Monge-Ampère equation: Given $f \in C^{\bullet}(\bar{\Omega}), f \geq 0$ and $g \in C^{\bullet+2}(\bar{\Omega})$, find a solution $u \in C^{t}(\bar{\Omega}), t \geq 2$, satisfying $u_{11} u_{22}-u_{12}^{2}=f$ in $\Omega$ and $u=g$ on $\partial \Omega$. Since $f$ is nonnegative, we cannot. apply any standard elliptic methods. In this paper, we use an iteration scheme of NashMoser type and a priori estimates for degenerate elliptic operators, and solve the Diricllet problem for a certain class of $f$ and $g$.


## 1. Introduction

There are vast references on elliptic Monge-Ampère equations (see [10]). However, we find only a few papers concerned with degenerate elliptic Monge-Ampère equations. Bakelman [3] and Rauch-Taylor [14] studied existence and uniqueness of weak solutions. Lin $[\mathbf{1 0}]$ proved $C^{3}$ local solvability. Trudinger [15] and Chen [5] solved boundary value problems in the function spaces $C^{1,1}$ and $W^{2, \infty}$ respectively. Unfortunately, no one has investigated the Dirichlet problem and its loss of derivatives in $C^{s}$ classes. In this paper we shall solve the following problem for a certain class of $f$ and $g$.

Problem. Given $f \in C^{*}(\bar{\Omega}), f \geqslant 0$ and $g \in C^{s *+2}(\bar{\Omega})$, find a solution $u \in$ ( ${ }^{\prime \prime}(\bar{\Omega})$ satisfying

$$
\begin{equation*}
u_{11} u_{22}-u_{12}^{2}=f \quad \text { in } \quad \Omega, \quad u=g \quad \text { on } \quad \partial \Omega \tag{1.1}
\end{equation*}
$$

Here $\Omega$ is a bounded open set in $R^{2}$ with $C^{\infty}$ boundary, $s_{*}$ is a nonnegative integer and $t_{*}$ is a function of $s_{*}$ satisfying $t_{*} \rightarrow \infty$ as $s_{*} \rightarrow \infty, u_{i j}$ denotes the derivative $\partial_{i} \partial_{j} u$.

All the difficulties of the problem arise from the nonnegativity of $f$, In fact, since $f \geqslant 0$, standard elliptic methods (see [4], [ $7-0],[11-12]$ ) do not work for higher derivative estimates. Furthermore, the following two examples (Examples 1.1 and 1.2) show that we cannot always find a solution $u$ of the problem for general $f$ and $g$; this implies that we should place some restriction on $f$ and $g$.

In order to illustrate the difficulties of the problem, we consider a radially symmetric case and seek exact solutions. If $\Omega=B=\{r: r<1\}, f=f(r), g=g(r)$ and

[^0][^1]$u=u(r)$, where $r=\sqrt{x_{1}^{2}+x_{2}^{2}}$, then we can transform (1.1) into an ordinary differential equation
\[

$$
\begin{equation*}
\left(u_{r}^{2}\right)_{r}=2 r f \quad \text { in } \quad B, \quad u=g \quad \text { on } \quad \partial B . \tag{1.1}
\end{equation*}
$$

\]

It is easy to solve (1.1)'. In fact, direct computation gives

$$
u=\int_{1}^{r}\left[2 \int_{0}^{s} t f(t) d t\right]^{1 / 2} d s+g(1)
$$

Hence, we have the following
Example 1.1: For $f=r^{\nu}, \nu=1,2, \ldots$

$$
u=\frac{2 \sqrt{2}}{(\nu+4) \sqrt{\nu+2}}\left(r^{\frac{\nu}{2}+2}-1\right)+g(1)
$$

is a solution of (1.1)'. If $\nu$ is even and $\nu / 2$ is odd, then

$$
f \in C^{\infty}(\bar{B}) \quad \text { and } \quad u \notin C^{\frac{\nu}{2}+2}(\widetilde{B})
$$

Example 1.2: For $f=\left|r-\frac{1}{2}\right|^{\nu}, \nu=1,2, \ldots$, we have

$$
u_{r}= \begin{cases}\left.-\frac{1}{(\nu+1)(\nu+2)}\{2(\nu+1) r+1\}\left[\frac{1}{2}-r\right]^{\nu+1}+\frac{1}{(\nu+1)(\nu+2)}\left[\frac{1}{2}\right]^{\nu+1}\right]^{\frac{1}{2}} & \text { if } 0 \leqslant r \leqslant \frac{1}{2}, \\ {\left[\frac{1}{(\nu+1)(\nu+2)}\{2(\nu+1) r+1\}\left[r-\frac{1}{2}\right]^{\nu+1}+\frac{1}{(\nu+1)(\nu+2)}\left[\frac{1}{2}\right]^{\nu+1}\right]^{\frac{1}{2}}} & \text { if } \frac{1}{2} \leqslant r \leqslant 1 .\end{cases}
$$

This implies

$$
u \in C^{1}(\bar{B}) \quad \text { and } \quad u \notin C^{2}(\bar{B})
$$

Examples 1.1 and 1.2 show that in the problem the function $t_{*}=t_{*}\left(s_{*}\right)$, which tends to $\infty$ as $s_{*} \rightarrow \infty$, does not always exist, that is the smoothness of $f$ and $g$ does not always imply the smoothness of $u$. Seeing Examples 1.1 and 1.2 , it might seem to be impossible to solve the problem. However, we can solve the problem for a certain class of $f$ and $g$ (Theorems 1.3, 1.4 and 1.5).

Throughout this paper, $\kappa$ is a fixed sufficiently small positive number and $s_{*}$ is an integer satisfying

$$
\begin{equation*}
s_{*} \geqslant 14+4 \kappa . \tag{1.2}
\end{equation*}
$$

((1.2) is necessary for the convergence of our iteration scheme (see Section 2)). $f \in$ $C^{s \cdot}(\bar{\Omega})$ is a nonnegative function and $g \in C^{s++2 d}(\bar{\Omega}), 0<d<1$.

We set $S=\{x \in \bar{\Omega}: f(x)=0\}$. We use two kinds of norms $\mid \cdot\left\|_{k}=\right\| \cdot \|_{C^{k}(\bar{\Omega})}$ and $\|\cdot\|_{k}=\|\cdot\|_{W^{k}(\Omega)}$. Unless otherwise specified, we use the same notation as in [0]. We shall prove the following

Theorem 1.3. Assume that $S$ is an isolated point in $\Omega$ and $g_{\nu \nu}>0$ on $S$ for some vector $\nu$. If $\left|\operatorname{det}\left(g_{i j}\right)-f\right|_{s .}$. is sufficiently small, then there is a unique solution $u \in C^{\left[\frac{\theta \circ}{2}-2-2 \kappa\right]}(\Omega)$ of the Dirichlet problem (1.1).

Theorem 1.4. Assume that $S$ is a compact line segment in $\Omega$ and $g_{\tau r}>0$ for a tangent vector $\tau$ on $S$. If $\left|\operatorname{det}\left(g_{i j}\right)-f\right|_{s .}$ is sufficiently small, then there exists a unique solution $u \in C^{\left[\frac{5 \%}{2}-2-2 \kappa\right]}(\bar{\Omega})$ of the Dirichlet problem (1.1).

Theorem 1.5. Assume that $S$ is a compact $C^{\infty}$ submanifold of $\Omega$ such that $\Omega \backslash S$ is connected and assume that there is a vector $\nu$ satisfying $g_{\nu \nu}>0$ on $S$. If $\left|\operatorname{det}\left(g_{i j}\right)-f\right|_{o, 0}$ and $\left|D^{4} g\right|_{0}$ are sufficiently small, then there exists a unique solution $u \in C^{\left[\frac{0}{2}-2-2 \kappa\right]} \bar{\Omega}$ of the Dirichlet problem (1.1).

In each theorem the assumption concerned with $S$ leads us to a priori estimates and the assumption on $f$ and $g$ ensures the existence of approximating solutions (see Section 2). The strange number $\frac{s_{0}}{2}-2-2 \kappa$ comes from our technicalities; the author is wondering whether or not $C^{\left[\frac{0 \cdot}{2}-2-2 \kappa\right]}$ is a suitable class.

In Section 2 we prove a theorem of Nash-Moser type on the assumption that there exists a sequence of good approximating solutions and a certain type of a priori estimates for linearised operators. Section 3 is devoted to the study of a priori estimates for linear degenerate elliptic operators. We prove Theorem 1.3-1.5 in Section 4.

## 2. An iteration scheme of Nash-Moser Type

In the first place we shall give several fundamental inequalities which play important roles in the proof of convergence of our iteration shceme. The inequalities

$$
\begin{gather*}
|u|_{i} \leqslant C(i)\|u\|_{i+1+\kappa}  \tag{2.1}\\
\|u\|_{j} \leqslant C(i, j, k)\|u\|_{i}^{\frac{k-j}{k-j}}\|u\|_{k}^{\frac{j-k}{k-i}} \quad(i<j<k) \tag{2.2}
\end{gather*}
$$

are well-known. (2.1) and (2.2) are Sobolev and interpolation inequalities respectively. We define operators $S_{\Theta}: W^{i}(\Omega) \rightarrow W^{j}(\Omega)(\Theta \geqslant 1)$ by

$$
S_{\odot} u(x)=\Theta^{2} \int_{\Omega} \rho(\Theta(x-y)) u(y) d y
$$

where $\rho \in C_{0}^{\infty}\left(\mathbf{R}^{2}\right)$ is a nonnegative function satisfying $\int \rho(x) d x=1 . S_{\Theta}$ are called smoothing operators. It is easy to show that

$$
\begin{gather*}
\left\|\left(I-S_{\Theta}\right) u\right\|_{i} \leqslant C^{\prime}(i, j) \Theta^{i-j}\|u\|_{j} \quad(i<j)  \tag{2.3}\\
\left\|S_{\Theta} u\right\|_{i} \leqslant C^{\prime}(i, j) \Theta^{i-j}\|u\|_{j} \tag{2.4}
\end{gather*}
$$

Here, in particular, $C(i, i)=1$.
Let $F[u]: W^{k+2}(\Theta) \rightarrow W^{k}(\Omega)\left(k \leqslant s_{*}\right)$ be a map defined by

$$
F[u]=\operatorname{det}\left(u_{i j}\right)-f
$$

We define the linearised operator $L[u]$ and the modified linearised operator $L_{\varepsilon}[u]$ by

$$
L[u] v=a^{i j}[u] v_{i j}=\left.\partial_{t} L[u+t v]\right|_{t=0}
$$

and

$$
L_{\varepsilon}[u] v=a_{\varepsilon}^{i j}[u] v_{i j}=L[u] v+\varepsilon M v
$$

respectively, where $M=\alpha^{i j} \partial_{i} \partial_{j}$ is a second order linear elliptic operator with real constant coefficients.

We shall prove fundamental properties of $F[u], L[u]$ and $L_{e}[u]$.
Lemma 2.1. There is a constant $K \geqslant 0$ such that

$$
\begin{gather*}
|F[u]-F[v]|_{0} \leqslant K\left(|u|_{2}+|v|_{2}\right)|u-v|_{2}  \tag{2.5}\\
\left\|\partial_{t} L[u+t v] W\right\|_{s} \leqslant K\left[\sum_{\substack{i+j=s \\
i \leqslant s / 2}}\|v\|_{i+3+\kappa}\|w\|_{j+2}+\sum_{\substack{i+j=s \\
j<s / 2}}\|v\|_{i+2}\|w\|_{j+3+\kappa}\right] \tag{2.6}
\end{gather*}
$$

for $0 \leqslant s \leqslant s_{*}-2$ and $0 \leqslant t \leqslant 1$, and

$$
\begin{equation*}
\|M u\|_{0} \leqslant K\|u\|_{0+2}, \tag{2.7}
\end{equation*}
$$

for $0 \leqslant s \leqslant s_{*}$.
Proof: (2.5) and (2.7) are clear. (2.6) follows from (2.1) and $\partial_{t} L[u+t v] w=$ $v^{i j} w_{i j}$, where each $v^{k l}$ is the $(k, l)$ - cofactor of the matrix $\left(v_{i j}\right)$.

Lemma 2.2. $L_{\varepsilon}[u]$ is a formally self-adjoint operator.
Proof: Since

$$
L_{\varepsilon}[u] v=\left(u_{22} v_{1}\right)_{1}-\left(u_{21} v_{2}\right)_{1}-\left(u_{12} v_{1}\right)_{2}+\left(u_{11} v_{2}\right)_{2}+\varepsilon \alpha^{i j} v_{i j}
$$

and $\alpha^{i j}$ are constants, $L_{\varepsilon}[u]$ is formally self-adjoint.
Lemma 2.3. If $M u \geqslant 1$, then for $\varepsilon=|F[u]|_{0}$

$$
\begin{equation*}
\operatorname{det}\left(a_{\varepsilon}^{i j}[u]\right) \geqslant f+\varepsilon^{2} \operatorname{det}\left(\alpha^{i j}\right) \tag{2.8}
\end{equation*}
$$

Proof: Direct computation gives

$$
\operatorname{det}\left(a_{\varepsilon}^{i j}[u]\right) \geqslant f+\varepsilon(M u-1)+\varepsilon^{2} \operatorname{det}\left(\alpha^{i j}\right)
$$

this proves the lemma.
It is to be noted that the computation in the proofs of Lemmas 2.2 and 2.3 does not remain valid in higher dimensional cases. This is why we have restricted ourselves to two dimensions.

Now we shall construct a sequence which converges to a solution of the equation $F[u]=0$. The convergence requires several assumptions (Assumptions 2.4-2.6).

Assumption 2.4 (the existence of approximating solutions).
There is a constant $K \geqslant 0$ such that for any $\varepsilon \in(0,1]$ there exist numbers $\delta=\delta(\varepsilon) \in(0,1], \theta=\theta(\varepsilon)>1$ and a function $u_{\epsilon} \in C^{s++2, d}(\bar{\Omega})$ satisfying

$$
\begin{gather*}
\left|u_{\varepsilon}\right|_{2} \leqslant K,\left|u_{\varepsilon}\right|_{s} \leqslant K \delta^{-s_{*}} \quad\left(0 \leqslant s \leqslant s_{*}+2\right)  \tag{2.9}\\
\left|F\left[u_{\varepsilon}\right]\right|_{0} \leqslant \varepsilon \theta^{-s_{*}},\left\|F\left[u_{\varepsilon}\right]\right\|_{s} \leqslant \varepsilon \theta^{-s_{*}} \quad\left(0 \leqslant s \leqslant s_{*}\right), \tag{2.10}
\end{gather*}
$$

and

$$
\begin{equation*}
\left.u_{\varepsilon}\right|_{\partial \Omega}=g \tag{2.11}
\end{equation*}
$$

We construct a sequence $\left\{u_{n}\right\}$ as follows:

$$
\begin{equation*}
u_{0}=0, u_{n+1}=u_{n}+v_{n} \tag{2.12}
\end{equation*}
$$

where $v_{n} \in C^{s++2, d}(\bar{\Omega})$ is a solution of the Dirichlet problem

$$
\begin{gather*}
L_{e_{n}}\left[u_{\varepsilon}+\bar{u}_{n}\right] v_{n}=f_{n} \text { in } \Omega, v_{n}=0 \quad \text { on } \quad \partial \Omega,  \tag{2.13}\\
\varepsilon_{n}=\left|F\left[u_{\epsilon}+\tilde{u}_{n}\right]\right|_{0},  \tag{2.14}\\
\tilde{u}_{n}=S_{n} u_{n},  \tag{2.15}\\
f_{0}=-S_{0} F\left[u_{e}\right], f_{n}=S_{n-1} R_{n-1}-S_{n} R_{n}+S_{n-1} F\left[u_{\varepsilon}\right]-S_{n} F\left[u_{\varepsilon}\right],  \tag{2.16}\\
R_{0}=0, R_{n}=\sum_{j=0}^{n-1} r_{j},  \tag{2.17}\\
r_{j}=\left(L_{\varepsilon_{j}}\left[u_{\varepsilon}+u_{j}\right]-L_{\varepsilon_{j}}\left[u_{\varepsilon}+\bar{u}_{j}\right]\right) v_{j}-\varepsilon_{j} M v_{j}+Q_{j} \quad(0 \leqslant j \leqslant n-1),  \tag{2.18}\\
Q_{j}=F\left[u_{e}+u_{j+1}\right]-F\left[u_{e}+u_{j}\right]-L\left[u_{\varepsilon}+u_{j}\right] v_{j} \quad(0 \leqslant j \leqslant n-1) . \tag{2.19}
\end{gather*}
$$

Here $S_{n}=S_{\theta_{n}}$ and $\theta_{n}=(\theta(\varepsilon))^{n}$.
In order to solve the Dirichlet problem (2.13) in $C^{\infty}(\bar{\Omega})$, we need the following

## Assumption 2.5 (the ellipticity of modified linearised operators).

$$
\begin{equation*}
M\left(u_{\varepsilon}+\tilde{u}_{n}\right) \geqslant 1 . \tag{2.20}
\end{equation*}
$$

By Lemma 2.3, (2.20) implies $\operatorname{det}\left(a_{e_{n}}^{i j}\left[u_{\epsilon}+\tilde{u}_{n}\right]\right) \geqslant f+\varepsilon_{n}^{2} \operatorname{det}\left(\alpha^{i j}\right)>0$.
The next assumption ensures the convergence of the sequence $\left\{u_{n}\right\}$.
Assumption 2.6(a priori estimates for modified linearised operators).

$$
\begin{equation*}
\left\|v_{n}\right\|_{s} \geqslant K\left\{\left\|f_{n}\right\|_{s}+\sum_{\substack{i+j=s \\ j<s}}\left(1+\mid u_{n}\left\|_{0} \leqslant K\right\| f_{n} \|_{0},\right.\right. \tag{2.21}
\end{equation*}
$$

where $K^{-}=$constant $\geqslant 0$ is independent of $\varepsilon$ and $n$.
In the remainder of this section we estimate $v_{n}, u_{n}, u_{n}-\bar{u}_{n}, r_{n}, f_{n}$ and $\varepsilon_{n}$, and prove that $u_{n}$ converges to a certain function $u_{\infty}$ and that $u_{\varepsilon}+u_{\infty}$ is the solution of $\operatorname{det}\left(u_{i j}\right)=f$ satisfying $\left.u\right|_{\theta \Omega}=g$.

Proposition 2.7. Under Assumptions 2.4-2.6, if

$$
\begin{gather*}
0<\varepsilon \leqslant\left\{s_{*} K^{-2}+\left(s_{*}+2\right) K\right\}^{-2}  \tag{2.23}\\
\theta \geqslant 1 / \sqrt{\varepsilon} \delta^{3}  \tag{2.24}\\
s_{*} \geqslant 4+2 \kappa  \tag{2.25}\\
5+\kappa \leqslant \sigma \leqslant s_{*} \tag{2.26}
\end{gather*}
$$

then

$$
\begin{gather*}
\left\|v_{0}\right\|_{s} \leqslant \frac{\sqrt{\varepsilon}}{2} \theta^{s-\sigma} \quad\left(0 \leqslant s \leqslant s_{*}\right)  \tag{2.27}\\
\left\|r_{0}\right\|_{s} \leqslant C_{1} \varepsilon \theta^{s-\sigma} \quad\left(0 \leqslant s \leqslant s_{*}-s\right), \tag{2.28}
\end{gather*}
$$

where $C_{1}=$ constant $\geqslant 0$ depends only on $s_{*}$ and $K^{-}$.
Proposition 2.8. Under Assumptions 2.4-2.6, if

$$
\begin{equation*}
0<\varepsilon \leqslant \min \left[\left\{s_{*} K^{2}+\left(s_{*}+2\right) K\right\}^{-2},\left(2 K C_{2}\right)^{-2}, \alpha, \beta,\right] \tag{2.29}
\end{equation*}
$$

where

$$
\alpha=\max _{0 \leqslant s \leqslant s \in}\left\{K\left\{2 C_{2}+\sum_{\substack{i+j=s \\ j<s}}(1+K+C(i+2) C(i+3+\kappa,, \sigma+\kappa))\right\}\right\}^{-2}
$$

and

$$
\beta=\left\{K C(0)\left(2 C\left(1+\kappa, s_{*}-2\right)+1\right)\right\}^{-2}
$$

$$
\begin{gather*}
\theta \geqslant \max \left(1 / \sqrt{\varepsilon} \delta^{3}, 2^{1 / \kappa}\right),  \tag{2.30}\\
s_{*} \geqslant 14+4 \kappa  \tag{2.31}\\
\sigma=\frac{s_{*}}{2}-1,  \tag{2.32}\\
\tau=\sigma-2, \tag{2.33}
\end{gather*}
$$

then we have

$$
\begin{align*}
\left\|v_{j-1}\right\|_{s} & \leqslant \frac{\sqrt{\varepsilon}}{2} \theta_{j-1}^{s-\sigma}
\end{aligned} \quad\left(0 \leqslant s \leqslant s_{*}\right), ~ 子 \begin{array}{ll}
\sqrt{\varepsilon} & \text { if } s \leqslant \sigma-k,  \tag{2.34}\\
\sqrt{\varepsilon} \theta_{j}^{s-\sigma} & \text { if } s \geqslant \sigma-k,
\end{array}, \begin{aligned}
& \left\|u_{j}\right\|_{s} \leqslant \bar{u}_{j} \|_{s} \leqslant C_{0} \sqrt{\varepsilon} \theta_{j}^{s-\sigma} \quad\left(0 \leqslant s \leqslant s_{*}\right),  \tag{2.35}\\
& \left\|r_{j-1}\right\|_{s} \leqslant C_{1} \varepsilon \theta_{j-1}^{s-\sigma} \quad\left(0 \leqslant s \leqslant s_{*}-2\right),  \tag{2.36}\\
& \left\|f_{j}\right\|_{s} \leqslant C_{2} \varepsilon \theta_{j}^{s-\sigma} \quad\left(0 \leqslant s \leqslant s_{*}\right), \\
& \varepsilon_{j} \leqslant C_{3} \sqrt{\varepsilon} \theta_{j}^{\tau-\sigma},
\end{align*}
$$

where $v_{-1}=0, r_{-1}=0$ and constants $C_{i} \geqslant 0$ depend only on $\kappa, s_{*}, \sigma$ and $K^{-}$.
Remark: By virtue of the interpolation inequality (2.2), (2.27) - (2.28) and (2.34) ${ }_{j}$ - $(2.39)_{j}$ remain valid for real $s$, if we modify the constants $C_{0}-C_{3}$ appropriately.

Before proving Propositions 2.7 and 2.8 , we shall prove the main theorem of this section.

Theorem 2.9. Under the same assumptions as Proposition 2.8, there exists a function $u_{\infty} \in W^{\frac{1 \pi}{2}-1-\kappa}(\Omega)$ such that

$$
\begin{equation*}
\operatorname{det}\left(\left(u_{\epsilon}+u_{\infty}\right)_{i j}\right)=f \quad \text { in } \quad \Omega, u_{\varepsilon}+u_{\infty}=g \quad \text { on } \quad \partial \Omega \tag{2.40}
\end{equation*}
$$

and

$$
\begin{equation*}
\left\|u_{\infty}\right\|_{\frac{\cdot \dot{2}}{2}-1-\kappa} \leqslant \sqrt{\varepsilon} \tag{2.41}
\end{equation*}
$$

Proof: By Proposition 2.8,

$$
\left\|u_{i}-u_{j}\right\|_{\frac{\rho_{i}-1-\kappa}{}} \leqslant \sum_{\nu=j}^{i-1}\left\|v_{\nu}\right\|_{\frac{\rho_{i}-1-\kappa}{}} \leqslant \frac{\sqrt{\varepsilon}}{2} \sum_{\nu=j}^{i-1}\left(\theta^{-\kappa}\right)^{\nu} \rightarrow 0
$$

as $i, j \rightarrow \infty, i>j$. Hence, there is a function $u_{\infty} \in W^{\frac{\mathfrak{m}_{i}^{2}}{2}-1-\kappa}(\Omega)$ satisfying $u_{n} \rightarrow u_{\infty}$ in $W^{\frac{0_{*}^{*}}{2}-1-\kappa}(\Omega)$. Since $W^{\frac{\delta_{*}}{2}-1-\kappa}(\Omega) \hookrightarrow C^{2}(\bar{\Omega}), u_{\infty} \in C^{2}(\bar{\Omega})$ and $u_{n} \rightarrow u_{\infty}$ in $C^{2}(\bar{\Omega})$.

On the other hand, direct computation gives, by (2.13) - (2.19),

$$
\begin{equation*}
F\left[u_{\varepsilon}+u_{n+1}\right]=\left(1-S_{n}\right) F\left[u_{\varepsilon}\right]+\left(1-S_{n}\right) R_{n}+r_{n} \tag{2.42}
\end{equation*}
$$

Combining (2.42) with (2.3) and (2.37) $)_{j}$, we can show that $F\left[u_{\varepsilon}+u_{n}\right] \rightarrow 0$ in $W^{\frac{\rho_{i}^{2}}{2}-1-\kappa}(\Omega)$; this implies $F\left[u_{\varepsilon}+u_{n}\right] \rightarrow 0$ in $C^{0}(\bar{\Omega})$, since $W^{\frac{\varepsilon_{i}}{2}-1-\kappa}(\Omega) \hookrightarrow C^{0}(\bar{\Omega})$.

Therefore, $u_{\infty} \in W^{\frac{\sigma_{*}}{2}-1-\kappa}(\Omega)$ and $F\left[u_{\varepsilon}+u_{\infty}\right]=0$. Since $\left.u_{\varepsilon}\right|_{\theta \Omega}=g$ and $\left.u_{n}\right|_{\partial \Omega}=\left.\sum_{j=0}^{n-1} v_{j}\right|_{\partial \Omega}=0$, we have $\left.\left(u_{\epsilon}+u_{\infty}\right)\right|_{\partial \Omega}=g$. By $(2.35)_{j},\left\|u_{\infty}\right\|_{\frac{\mu \cdot}{2}-1-\kappa}=$ $\lim _{n \rightarrow \infty}\left\|u_{n}\right\|_{\frac{\rho_{*}}{2}-1-n} \leqslant \sqrt{\varepsilon}$.

Proof of Proposition 2.7: (2.21), (2.16), (2.4), (2.10) and $s_{*} \geqslant \sigma$ give

$$
\left\|v_{0}\right\|_{0} \leqslant \frac{\sqrt{\varepsilon}}{2} \theta^{-\sigma}
$$

We suppose that

$$
\begin{equation*}
\left\|v_{0}\right\|_{j} \leqslant \frac{\sqrt{\varepsilon}}{2} \theta^{j-\sigma} \quad(0 \leqslant j<s) \tag{2.43}
\end{equation*}
$$

and estimate $\left\|v_{0}\right\|_{s}$. By (2.22), we have

$$
\begin{equation*}
\left\|v_{0}\right\|_{s} \leqslant K\left\{\left\|f_{0}\right\|_{s}+\sum_{\substack{i+j=s \\ j<s}}\left(1+\left|u_{\varepsilon}\right|_{i+2}\right)\left\|v_{0}\right\|_{j}\right\} \tag{2.44}
\end{equation*}
$$

(2.16), (2.4) and $s_{*}+s \geqslant \sigma$ give

$$
\begin{equation*}
\left\|f_{0}\right\|_{s} \leqslant s \theta^{s-\sigma} . \tag{2.45}
\end{equation*}
$$

(2.24) implies

$$
\begin{equation*}
1 \leqslant \sqrt{\varepsilon} \theta^{i} \quad(0<i \leqslant s) \tag{2.46}
\end{equation*}
$$

By (2.9) and (2.24), we have

$$
\begin{equation*}
\left|u_{e}\right|_{i_{+} 2} \leqslant \hbar^{-} \sqrt{\varepsilon} \theta^{i} \quad(0<i \leqslant s) . \tag{2.47}
\end{equation*}
$$

Combining (2.43) - (2.47), we obtain

$$
\left\|v_{0}\right\|_{s} \sqrt{\varepsilon}\left\{s_{*} K^{2}+\left(s_{*}+2\right) K\right\} \frac{\sqrt{\varepsilon}}{2} \theta^{s-\sigma}
$$

this implies, by (2.23),

$$
\left\|v_{0}\right\|_{s} \leqslant \frac{\sqrt{\varepsilon}}{2} \theta^{s-\sigma}
$$

Thus (2.27) is proved by induction.
Next we prove (2.28). (2.18) gives

$$
\begin{equation*}
r_{0}=-\varepsilon_{0} M v_{0}+Q_{0} . \tag{2.48}
\end{equation*}
$$

(2.7, (2.14), (2.10) and $s_{*} \geqslant 2$ show that

$$
\begin{equation*}
\left\|\varepsilon_{0} M v_{0}\right\|_{s} \leqslant \frac{1}{2} K \varepsilon \theta^{s-\sigma} \tag{2.49}
\end{equation*}
$$

Since

$$
Q_{0}=\int_{0}^{1}\left\{\int_{0}^{t} \partial_{s} L\left[u_{\varepsilon}+s v_{0}\right] v_{0} d s\right\} d t
$$

we have, by (2.6), $s_{*} \geqslant 4+2 \kappa$ and $\sigma \geqslant 5+\kappa$,

$$
\begin{equation*}
\left\|Q_{0}\right\|_{\theta} \leqslant \frac{1}{4}\left(s_{*}+1\right) \kappa^{-} \varepsilon \theta^{s-\sigma} . \tag{2.50}
\end{equation*}
$$

Combining (2.48) - (2.50), we obtain (2.28).
Proof of Proposition 2.8: (2.34) $-(2.39)_{0} .(2.34)_{0}-(2.37)_{0}$ are clear. (2.16), (2.4), (2.10) and $s_{*}+s \geqslant \sigma$ show (2.38) $)_{0}$ (2.39) $)_{0}$ follows from (2.14), (2.10) and $s_{*}+s \geqslant \sigma$.
(2.34) $_{j \leq n}-(2.39)_{j \leq n} \Rightarrow(2.34)_{n+1} \cdot(2.21),(2.38)_{n}$ and (2.29) give

$$
\left\|v_{n}\right\|_{0} \leqslant \frac{\sqrt{\varepsilon}}{2} \theta_{n}^{-\sigma}
$$

We suppose that

$$
\begin{equation*}
\left\|v_{n}\right\|_{j} \leqslant \frac{\sqrt{\varepsilon}}{2} \theta_{n}^{j-\sigma} \quad(0 \leqslant j<s) \tag{2.51}
\end{equation*}
$$

and estimate $\left\|v_{n}\right\|_{0}$. By (2.22), we have

$$
\begin{equation*}
\left\|r_{n}\right\| \leqslant K\left\{\left\|r_{n}\right\|_{s}+\sum_{\substack{i+j=s \\ j<s}}\left(1+\left|u_{\varepsilon}+\bar{u}_{n}\right|_{i+2}\right)\left\|v_{n}\right\|_{j}\right\} \tag{2.52}
\end{equation*}
$$

Combining (2.52) with $(2.38)_{n},(2.46),(2.47),(2.1),(2.4),(2.35)_{n}$ and (2.51), we obtain

$$
\left\|v_{n}\right\|_{0} \leqslant \sqrt{\varepsilon} K\left\{2 C_{2}+\sum_{\substack{i+j, s \\ j<0}}(1+K+C(i+2) C(i+3+\kappa, \sigma+\kappa))\right\} \frac{\sqrt{\varepsilon}}{2} \theta_{n}^{s-\sigma} ;
$$

this implies by (2.29),

$$
\left\|v_{n}\right\|_{s} \leqslant \frac{\sqrt{\varepsilon}}{2} \theta_{n}^{s-\sigma}
$$

Thus (2.34) ${ }_{n+1}$ is proved.
(2.34) $j_{j 0}-(2.39)_{j \leq n} \Rightarrow(2.35)_{n+1}$. Since $u_{n+1}=\sum_{j=0}^{n} v_{j}$, we have, by (2.34 $)_{n+1}$,

$$
\left\|u_{n+1}\right\|_{s} \leqslant \frac{\sqrt{\varepsilon}}{2} \sum_{j=0}^{n} \theta_{j}^{s-\sigma}
$$

Direct computation gives, by (2.30),

$$
\frac{\sqrt{\varepsilon}}{2} \sum_{j=0}^{n} \theta_{j}^{s-\sigma} \leqslant \begin{cases}\sqrt{\varepsilon} & (s \leqslant \sigma-\kappa) \\ \sqrt{\varepsilon} \theta_{n+1}^{s-\sigma} & (s \geqslant \sigma+\kappa)\end{cases}
$$

(2.34) ${ }_{j \leq n}-(2.39)_{j \leq n} \Rightarrow(2.36)_{n+1}$ It follows immediately from (2.3), (2.4) and $(2.34)_{n+1}$ that

$$
\left\|u_{n+1}-\tilde{u}_{n+1}\right\|_{s} \leqslant \begin{cases}C(s, \sigma+\kappa) \sqrt{\varepsilon} \theta_{n+1}^{s-\sigma} & (s<\sigma+\kappa) \\ 2 \sqrt{\varepsilon} \theta_{n+1}^{s-\sigma} & (s \geqslant \sigma+\kappa)\end{cases}
$$

So we have only to take

$$
C_{0}^{\prime}=\max \left[\max _{0 \leqslant 0<\sigma+\kappa} C(s, \sigma+\kappa), 2\right]
$$

$(2.34)_{j \leq n-}-(2.39)_{j \leq n} \rightleftharpoons(2.37)_{n+1}$. Since

$$
\left(L_{\varepsilon_{n}}\left[u_{\varepsilon}+u_{n}\right]-L_{\varepsilon_{n}}\left[u_{\varepsilon}+\tilde{u}_{n}\right]\right) v_{n}=\int_{0}^{1} \partial_{t} L_{\varepsilon_{n}}\left[u_{\varepsilon}+\tilde{u}_{n}+t\left(u_{n}-\tilde{u}_{n}\right)\right] v_{n} d t
$$

we have, by (2.6), $s_{*} \geqslant 4+2 \kappa$ and $\sigma \geqslant 5+\kappa$,

$$
\begin{equation*}
\left\|\left(L_{\varepsilon_{n}}\left[u_{\varepsilon}+u_{n}\right]-L_{e_{n}}\left[u_{\varepsilon}+\bar{u}_{n}\right]\right) v_{n}\right\|_{g} \leqslant \frac{1}{2}\left(s_{*}+1\right) K C_{0} \varepsilon \theta_{n}^{s-\sigma} . \tag{2.53}
\end{equation*}
$$

(2.7), (2.39) $n$ and (2.33) give

$$
\begin{equation*}
\left\|\varepsilon_{n} M v_{n}\right\|_{s} \leqslant \frac{1}{2} K C_{3} \varepsilon \theta_{n}^{s-\sigma} \tag{2.54}
\end{equation*}
$$

Since

$$
Q_{n}=\int_{0}^{1}\left\{\int_{0}^{t} \partial_{s} L\left[u_{e}+u_{n}+s v_{j}\right] v_{j} d s\right\} d t
$$

we obtain, by $\left(2.6, s_{*} \geqslant 4+2 \kappa\right.$ and $\sigma \geqslant 5+\kappa$,

$$
\begin{equation*}
\left\|Q_{n}\right\|_{s} \leqslant \frac{1}{4}\left(s_{*}+1\right) K \varepsilon \theta_{n}^{s-\sigma} . \tag{2.55}
\end{equation*}
$$

By (2.18), (2.53) - (2.55) imply

$$
\left\|r_{n}\right\|_{s} \leqslant C_{1} \varepsilon \theta_{n}^{s-\sigma},
$$

where

$$
C_{1}=\frac{1}{2}\left(s_{*}+1\right) K C_{0}+\frac{1}{2} K C_{3}+\frac{1}{4}\left(s_{*}+1\right) K
$$

$(2.34)_{j \leqslant n}-(2.39)_{j \leqslant n} \Rightarrow(2.38)_{n+1}$. We note that, by (2.16),

$$
\begin{equation*}
f_{n+1}=S_{n} R_{n}-S_{n+1} R_{n+1}+S_{n} F\left[u_{\varepsilon}\right]-S_{n+1} F\left[u_{\varepsilon}\right] . \tag{2.56}
\end{equation*}
$$

$(2.4),(2.37)_{j \leqslant n},(2.32)$ and $\theta \geqslant 2^{1 / \sigma}$ give

$$
\begin{gather*}
\left\|S_{n} R_{n}\right\|_{s} \leqslant 2 C_{1} C\left(s, s_{*}-2\right) \varepsilon \theta_{n+1}^{s-\sigma}  \tag{2.57}\\
\left\|S_{n+1} R_{n+1}\right\|_{s} \leqslant C_{1} C\left(s, s_{*}-2\right) \varepsilon \theta_{n+1}^{s-\sigma} \tag{2.58}
\end{gather*}
$$

(2.4), (2.10) and $s_{*}+s \geqslant \sigma$ show that

$$
\begin{align*}
& \left\|S_{n} F\left[u_{e}\right]\right\|_{s} \leqslant C(s, \sigma) \varepsilon \theta_{n+1}^{s-\sigma}  \tag{2.59}\\
& \left\|S_{n+1} F\left[u_{e}\right]\right\|_{s} \leqslant C(s, \sigma) \varepsilon \theta_{n+1}^{s-\sigma} \tag{2.60}
\end{align*}
$$

Combining (2.56) - (2.60), we obtain

$$
\left\|f_{n+1}\right\|_{s} \leqslant C_{2} \varepsilon \theta_{n+1}^{s-\sigma}
$$

where

$$
C_{2}=3 C_{1} \max _{0 \leqslant s \leqslant s .} C\left(s, s_{*}-2\right)+2 \max _{0 \leqslant s \leqslant \theta_{0}} C(s, \sigma) .
$$

$(2.34)_{j \leq n}-(2.39)_{j \leq n} \Rightarrow(2.39)_{n+1} .(2.14)$ and (2.42) give

$$
\begin{align*}
& \varepsilon_{n+1} \leqslant\left|\left(I-S_{n}\right) F\left[u_{\varepsilon}\right]\right|_{0}+\left|\left(I-S_{n}\right) R_{n}\right|_{0} \\
& +\left|r_{n}\right|_{0}+\left|F\left[u_{\varepsilon}+\tilde{u}_{n}\right]-F\left[u_{\varepsilon}+u_{n}\right]\right|_{0} \tag{2.61}
\end{align*}
$$

By (2.1), (2.3), (2.10), $s_{*} \geqslant \sigma$ and $\tau \geqslant 1+\kappa$, we have

$$
\begin{equation*}
\left|\left(I-S_{n}\right) F\left[u_{\varepsilon}\right]\right|_{0} \leqslant C(0) C\left(1+\kappa, s_{*}\right) \varepsilon \theta_{n+1}^{\tau-\sigma} \tag{2.62}
\end{equation*}
$$

By $(2.1),(2.3),(2.37)_{j \leqslant n},(2.32), \theta \geqslant 2^{1 / \sigma}$ and $\tau \geqslant 1+\kappa$, we obtain

$$
\begin{equation*}
\left|\left(I-S_{n}\right) R_{n}\right|_{0} \leqslant 2 C_{1}^{\prime} C(0) C\left(1+\kappa, s_{*}-2\right) \varepsilon \theta_{n+1}^{r-\sigma} \tag{2.63}
\end{equation*}
$$

(2.1), Proposition 2.7 and $\tau \geqslant 1+\kappa$ give

$$
\begin{equation*}
\left|r_{0}\right|_{0} \leqslant C_{1} C(0) \varepsilon \theta^{r-\sigma} \tag{2.64}
\end{equation*}
$$

(2.1), (2.37) ${ }_{n+1}$ and $\tau \geqslant \frac{\sigma}{2}+1+\kappa$ show that

$$
\begin{equation*}
\left|r_{n}\right|_{0} \leqslant C_{1} C^{\prime}(0) \varepsilon \theta_{n+1}^{\tau-\sigma} \quad(n \geqslant 1) . \tag{2.65}
\end{equation*}
$$

From (2.5), (2.1), (2.9), (2.35) ${ }_{n+1}, 3+\kappa \leqslant \sigma-\kappa,(2.36)_{n+1}$ and $\tau \geqslant 3+\kappa$

$$
\begin{equation*}
\left|F\left[u_{\varepsilon}+\tilde{u}_{n+1}\right]-F\left[u_{\epsilon}+u_{n+1}\right]\right|_{0} \leqslant 2 K C(2)(K+C(2) \sqrt{\varepsilon}) C_{0} \sqrt{\varepsilon} \theta_{n+1}^{\tau-\sigma} \tag{2.66}
\end{equation*}
$$

follows. Combining (2.61) - (2.66), we obtain

$$
\varepsilon_{n+1} \leqslant C_{3} \sqrt{\varepsilon} \theta_{n+1}^{r-\sigma}
$$

where

$$
C_{3}^{\prime}=C^{\prime}(0) C\left(1+K, s_{*}\right)+\frac{1}{K} C_{1}+2 K C_{0} C(2)(K+C(2))
$$

Here we used (2.29), in other words, $\sqrt{\varepsilon} \leqslant\left\{K C(0)\left(2 C\left(1+K, s_{*}-2\right)+1\right)\right\}^{-1}$.
In order to determine the constants $C_{1}, C_{2}$ and $C_{3}$ explicitly, we have only to regard the three equations which define $C_{1}, C_{2}$ and $C_{3}$ as simultaneous algebraic equations with respect to $C_{1}, C_{2}$ and $C_{3}$ and solve them.

## 3. A Priori estimates for linear operators

Let $L$ be a degenerate elliptic operator of the form

$$
L=a^{i j} \partial_{i} \partial_{j}
$$

with real coefficients $a^{i j}=a^{j i} \in C^{\infty}(\bar{\Omega})$. Here "degenerate elliptic" means $a^{i j}(x) \xi_{i} \xi_{j}$ $\geqslant 0$ for any $(x, \xi) \in \bar{\Omega} \times \mathbf{R}^{2}$. For simplicity we use the following notation: $\lambda(x)$ is a continuous function defined in $\Omega$ satisfying

$$
\inf _{|\xi|=1} a^{i j}(x) \xi_{i} \xi_{j} \geqslant \lambda(x) \geqslant 0,
$$

$S$ denotes the set of all zero points of $\lambda(x)$ in $\Omega$,

$$
\Lambda_{k}=\max _{i, j}\left|D^{k} a^{i j}\right|_{0}
$$

and

$$
A(k)=\max \left\{\max _{i, j}\left|a^{i j}\right|_{k}, \inf _{x} \lambda(x), 1\right\} .
$$

Unless otherwise specified, $C, C^{\prime}, C_{1}$ and $C_{1}^{\prime}$ denote nonnegative constants independent of $L$.

First we shall give four fundamental lemmas. For $t \geqslant 1$ and $\Phi \in C^{\infty}(\bar{\Omega})$ satisfying $\{x \in \Omega: \Phi(x)=0\} \neq \emptyset$ and $D \Phi \neq 0$, we put

$$
U(\Phi, t)=\{x \in \Omega:|\Phi(x)|<1 / t\}
$$

Lemma 3.1. Assume that $L$ is formally self-adjoint. Then there is a constant $C$ independent of $L, \Phi$ and $t$ such that

$$
\begin{align*}
t^{2} \int\left(a^{i j} \Phi_{i} \Phi_{j}\right) u^{2} d x \leqslant C\left[\int|L u \cdot u| d x+\right. & \left.t \int\left|a^{i j} \Phi_{i j}\right| u^{2} d x\right]  \tag{3.1}\\
& \left(u \in C^{\infty}(\overline{U(\Phi, t)}),\left.u\right|_{\partial U(\Phi, t)}=0\right)
\end{align*}
$$

Proof: For $u \in C^{\infty}(U(\Phi, t))$ satisfying $\left.u\right|_{\partial U(\Phi, t 6)}=0$, we put

$$
v=\left(T-e^{t \Phi}\right)^{-1} u, \quad T=\text { constant }>2 e
$$

Direct computation gives

$$
\begin{equation*}
L u=\left(T-e^{t \Phi}\right) a^{i j} v_{i j}-e^{t \Phi}\left\{2 t a^{i j} \Phi_{i} v_{j}+\left(t^{2} a^{i j} \Phi_{i} \Phi_{j}+t a^{i j} \Phi_{i j}\right) v\right\} \tag{3.2}
\end{equation*}
$$

Hence, integrating $\left(T-e^{t \Phi}\right)^{-1} L u \cdot v$ by parts, we obtain

$$
\begin{gathered}
\int\left(T-e^{t \Phi}\right)^{-1} L u \cdot v d x \\
=-\int a^{i j} v_{i} v_{j} d x+\frac{1}{2} \int a_{i j}^{i j} v^{2} d x-2 \int a^{i j}\left(t e^{t \Phi}\left(T-e^{t \Phi}\right)^{-1} \Phi_{i} v\right) v_{j} d x \\
-t^{2} \int e^{t \Phi}\left(T-e^{t \Phi}\right)^{-1}\left(a^{i j} \Phi_{i} \Phi_{j}\right) v^{2} d x-t \int e^{t \Phi}\left(T-e^{t \Phi}\right)^{-1}\left(a^{i j} \Phi_{i j}\right) v^{2} d x
\end{gathered}
$$

Since $a_{i j}^{i j}=0$ and

$$
\left|2 a^{i j}\left(t e^{t \Phi}\left(T-e^{t \Phi}\right) \Phi_{i} v\right) \Phi_{j}\right| \leqslant t^{2} e^{2 t \Phi}\left(T-e^{t \Phi}\right)^{-2}\left(a^{i j} \Phi_{i} \Phi_{j}\right) v^{2}+a^{i j} v_{i} v_{j}
$$

we have

$$
\begin{align*}
& \int\left(T-e^{t \Phi}\right)^{-2} L u \cdot u d x \leqslant-t^{2} \int e^{t \Phi}\left(T-2 e^{t \Phi}\right)\left(T-e^{t \Phi}\right)^{-4}\left(a^{i j} \Phi_{i} \Phi_{j}\right) u^{2} d x  \tag{3.3}\\
&-t \int e^{t \Phi}\left(T-e^{t \Phi}\right)^{-3}\left(a^{i j} \Phi_{i j}\right) u^{2} d x
\end{align*}
$$

Here we note that $e^{-1} \leqslant \epsilon^{t \Phi} \leqslant \epsilon, T-2 \epsilon \leqslant T-2 \epsilon^{t \Phi} \leqslant T-2 e^{-1}$ and $\left(T-\epsilon^{-1}\right)^{-1} \leqslant$ $\left(T_{c}^{t \Phi}\right)^{-1} \leqslant(T-e)^{-1}$ in $U(\Phi, t)$. Combining (3.3) with these inequalities, we obtain (3.1).

For $\varepsilon>0$ we define a set $S_{e}$ by

$$
S_{\varepsilon}=\{x \in \bar{\Omega}: \operatorname{dist}(x, S)>\varepsilon\} .
$$

Lemma 3.2. Assume that $L$ is formally self-adjoint, $S$ is a compact $C^{\infty}$ submanifold of $\Omega$ and $\Omega \backslash S$ is connected. Then there exists a function $\mu \in L^{\infty}(\Omega)$ such that $\mu=0$ on $S, \inf _{\Omega \backslash S_{\varepsilon}} \mu>0$ for any sufficiently small $\varepsilon>0$ and

$$
\begin{equation*}
\int \mu u^{2} d x+\int \lambda|D u|^{2} d x \leqslant C\|L u\|_{0}\|u\|_{0} \quad\left(u \in C^{\infty}(\bar{\Omega}),\left.u\right|_{\partial \Omega}=0\right) \tag{3.4}
\end{equation*}
$$

Proof: Since $L$ is formally self-adjoint, it will suffice to prove

$$
\begin{equation*}
\int \mu u^{2} d x \leqslant C \int \lambda|D u|^{2} d x \quad\left(u \in C^{\infty}(\bar{\Omega}),\left.u\right|_{\theta \Omega}=0\right) \tag{3.5}
\end{equation*}
$$

First, we fix a point $p \in \overline{\Omega \backslash S}$ arbitrarily. By virtue of the fundamental theorems of ordinary differential equations, we can construct a family of curves $c(t ; x) \in C^{\infty}\left(\left[0, T_{p}\right] \times U_{p}\right)$ such that $c(0 ; x)=x, c(t ; x) \notin S$ for $0<t<T_{p}$ when $x \in \overline{\Omega \backslash S}, c\left(T_{p} ; x\right) \notin \bar{\Omega},|\dot{c}(t ; x)| \equiv 1, C(t ; \cdot)$ is a lucal $C^{\infty}$ diffeomorphism defined in $U_{p}$, for any fixed $t$, and such that $\sup _{x \in U_{p}} \tau_{x}<\infty$, where $U_{p}$ is a sufficiently small open neighbourhood of $p, T_{p}$ is a positive constant and $\tau_{x}=\inf \{t \geqslant 0: c(1 ; x) \notin \bar{\Omega}\}$. We define a function $\mu_{p}(x)$ by

$$
\begin{equation*}
\mu_{p}(x)=\inf \left\{\lambda(c(t ; x)): 0 \leqslant t \leqslant \tau_{x}\right\} \tag{3.6}
\end{equation*}
$$

for $x \in U_{p}$. For $u \in C^{\infty}(\bar{\Omega})$ satisfying $\left.u\right|_{\partial \Omega}=0$, since

$$
u(x) u(c(0 ; x))-u\left(c\left(\tau_{x} ; x\right)\right)=-\int_{0}^{\tau_{x}} D u(c(t ; x)) \cdot \dot{c}(t ; x) d t
$$

we have

$$
\begin{equation*}
|u(x)|^{2} \leqslant C \int_{0}^{r_{x}}|D u(c(t ; x))|^{2} d t \tag{3.7}
\end{equation*}
$$

By multiplying (3.7) by $\mu_{p}(x)$ and using (3.6), we obtain

$$
\mu_{p}(x)|u(x)|^{2} \leqslant C \int_{0}^{\tau_{x}} \lambda(c(t ; x))|D u(c(t ; x))|^{2} d t
$$

this implies

$$
\int_{U_{p}} \mu_{p} u u^{2} d x \leqslant C \int_{\Omega} \lambda|D u|^{2} d x
$$

Secondly, we note that the above argument ensures the existence of a finite number of points $p_{1}, \ldots, p_{N}$ such that $\overline{\Omega \backslash S} \subset \bigcup_{i=1}^{N} U_{p_{i}}$ and

$$
\int_{U_{p_{i}}} \mu_{p_{i}} u^{2} d x \leqslant C \int_{\Omega} \lambda|D u|^{2} d x .
$$

Therefore, we have only to define $\mu(x)$ by

$$
\mu(x)= \begin{cases}\min \left\{\mu_{p_{i}}(x): x \in U_{p_{i}}, 1 \leqslant i \leqslant n\right\}, & \text { if } x \in \Omega \backslash S \\ 0, & \text { if } x \in S\end{cases}
$$

(3.5) is proved.

## Lemma 3.3 .

$$
\begin{equation*}
\sum_{k}\left\|\left[\partial_{k}, L\right] u\right\|_{0}^{2} \leqslant C A_{2}\left(\|L u\|_{1}\|u\|_{1}+A_{2}\|u\|_{1}^{2}\right) \quad\left(u \in C_{0}^{\infty}(\Omega)\right) \tag{3.8}
\end{equation*}
$$

Lemma 3.4. For a fixed $\chi \in C^{\infty}(\Omega)$ satisfying supp $|D \chi| \subset \Omega$

$$
\begin{equation*}
\|[\chi, L] u\|_{0}^{2} \leqslant C \cdot A_{0}\left(\|L u\|_{0}\|u\|_{0}+A(2)\|u\|_{0}^{2}\right) \quad\left(u \in C^{\infty}(\Omega)\right) . \tag{3.9}
\end{equation*}
$$

Here $\left[\partial_{k}, L\right] u=\partial_{k} L u-L \partial_{k} u$ and $[\chi, L] u=\gamma L u-L_{\chi} u$.
Proof of Lemma 3.3: It is well-known that

$$
\sum_{k}\left(a_{k}^{i j} u_{i j}\right)^{2} \leqslant C A_{2} \sum_{l} a^{i j} u_{l i} u_{l j}
$$

for any $u \in C_{0}^{\infty}(\Omega)$ (see [13]; Lemma 1.7.1 and also [2]; Lenma 1.3). This gives

$$
\sum_{k}\left\|\left[\partial_{k}, L\right] u\right\|_{0}^{2} \leqslant C A_{2} \sum_{l} \int a^{i j} u_{l i} u_{l j} d x
$$

Integrating by parts carefully, we have

$$
\sum_{k}\left\|\left[\partial_{k}, L\right] u\right\|_{0}^{2} \leqslant C A_{2}\left(\|L u\|_{1}\|u\|_{1}+\sum_{k}\left\|\left[\partial_{k}, L\right] u\right\|_{0}\|u\|_{0}+A_{2}\|u\|_{1}^{2}\right)
$$

This completes the proof.
Proof of Lemma 3.4: Let us consider a cut-off function $\bar{\chi} \in C_{0}^{\infty}(\Omega)$ satisfying $0 \leqslant \tilde{\chi} \leqslant 1$ and $\partial_{i} \chi \subset \subset \bar{\chi}$ for any $i$. We define an operator $\tilde{L}=\tilde{a}^{i j} \partial_{i} \partial_{j}$ by $\bar{L}=$ $\bar{\chi} L$. Since $[\chi, \bar{L}] u=[\chi, L] u$ and $\|\tilde{L} u\|_{0} \leqslant\|L u\|_{0}$, it will suffice to prove a modified inequality which we get by substituting $\tilde{L}$ into $L$ in (3.9). It is easy to prove

$$
\sum_{i}\left(\bar{a}^{i j} u_{i j}\right)^{2} \leqslant A_{0} \tilde{a}^{k l} u_{k} \cdot u_{l}
$$

(see [13]; Corollary of Lemma 1.7.1 and also [2]; Lemma 1.2); this shows

$$
\|[\chi, \tilde{L}] u\|_{0}^{2} \leqslant C A_{0}\left(\int \tilde{a}^{i j} u_{i} u_{j} d x+A_{0}\|u\|_{0}^{2}\right)
$$

Therefore, integrating $\int \bar{a}^{i j} u_{i} u_{j} d x$ by parts, we obtain

$$
\|[x, \bar{L}] u\|_{0}^{2} \leqslant C A_{0}\left(\|\bar{L} u\|_{0}\|u\|_{0}+A(2)\|u\|_{0}^{2}\right)
$$

(3.9) is proved.

Now we give the main theorem of this section which follows from Lemmas 3.2-3.4.
Theorem 3.5. Assume that $L$ is formally self-adjoint, $S$ is a compact $C^{\infty}$ submanifold of $\Omega$ and $\Omega \backslash S$ is connected. Then for any nonnegative integer $s$ there is a constant $G_{s, \lambda}$, which depends on $s$ and $\lambda(x)$ but does not depend on $L$, such that

$$
\begin{gather*}
\|u\|_{0} \leqslant C_{0, \lambda}\|L u\|_{0} \quad\left(u \in C^{\infty}(\bar{\Omega}),\left.u\right|_{\partial \Omega}=0\right)  \tag{3.10}\\
\|u\|_{1} \leqslant C_{1, \lambda}\left(\|L u\|_{1}+\|u\|_{0}\right) \quad\left(u \in C^{\infty}(\bar{\Omega}),\left.u\right|_{\partial \Omega=0}\right) \tag{3.11}
\end{gather*}
$$

and
(3.12) $\|u\|_{s} \leqslant C_{x, \lambda}\left(\|L u\|_{s}+\sum_{\substack{i+j \leqslant s \\ j<s}}^{*} A(i+2)\|u\|_{j}\right) \quad\left(u \in C^{\infty}(\bar{\Omega}),\left.u\right|_{\theta \Omega=}=0, s \geqslant 2\right)$,
provided that there is an open neighbourhood $U$ of $S$ in $\Omega$ such that

$$
\begin{equation*}
\|u\|_{0} \leqslant \Gamma\|L u\|_{0} \quad\left(u \in C_{0}^{\infty}(U)\right) \tag{3.13}
\end{equation*}
$$

$0 \leqslant K A_{2} \ll 1$ and $A(2) \leqslant 1$.
Here $\sum_{i+j \leqslant t}^{*}$ means $\sum_{\substack{i+j \leqslant t \\ i+2 \leqslant \max (t, 2)}}, " \ll 1$ " means "to be sufficiently small". The fact that the constants $C_{s, \lambda}$ depend on $\lambda(x)$ but do not depend on $L$ is very important (see Assumption 2.5 and Section 4). Theorem 3.5 says that if you want to prove a. priori extimates (3.10) - (3.12), you have only to prove a simple $L^{2}$ estimate (3.13) near $S$ where $L$ is degenerating. The key estimates of Assumption 2.6 will follow from Lemma 3.1 and Theorem 3.5 (compare Section 4).

The proof of Theorem 3.5 requires the following four lemmas.
Lemma 3.6.

$$
\begin{equation*}
\sum_{k}\left\|\left[\partial_{k}, L\right] u\right\|_{s}^{2} \leqslant C^{\prime},\left(A_{2}\|L u\|_{s+1}+\sum_{i+j \leqslant s+1}^{*} A_{i+2}^{2}\|u\|_{j}^{2}\right),\left(u \in C_{0}^{\infty}(\Omega)\right) \tag{3.14}
\end{equation*}
$$

Lemma 3.7. For a fixed $\chi \in C^{\infty}(\Omega)$ satisfying supp $|D \chi| \subset \Omega$

$$
\begin{equation*}
\|[\chi, L] u\|_{s} \leqslant C_{s}\left(A(2)\|L u\|_{s}\|u\|_{s}+\sum_{i+j \leqslant s}^{*} A^{2}(i+2)\|u\|_{j}^{2}\right),\left(u \in C^{\infty}(\Omega)\right) \tag{3.15}
\end{equation*}
$$

Lemma 3.8. Assume that

$$
\|u\|_{0} \leqslant K\|L u\|_{0},\left(u \in C_{0}^{\prime \infty}(\Omega)\right) .
$$

Then for any nomegative integer $s$ there exists a constant $C$, independent of $L$ and $K$ such that

$$
\begin{equation*}
\|u\|_{s} \leqslant K C_{s}\left(\|L u\|_{s}+\sum_{i+h \leqslant s}^{*} A_{i+2}\|u\|_{j}\right),\left(u \in C_{0}^{\infty}(\Omega)\right) . \tag{3.16}
\end{equation*}
$$

By induction with respect to $s$, Lemmas 3.6, 3.7 and 3.8 follow from Lemmas 3.3, 3.4 and 3.6.

Lemma 3.9. Assume that $L$ is uniformly elliptic in $\Omega$, that is

$$
a^{i j}(x) \xi_{i} \xi_{j} \geqslant \lambda_{0}|\xi|^{2}, \lambda_{0}=\text { constant }>0
$$

Then there is a constant $C^{\prime} \geqslant 0$ such that

$$
\begin{equation*}
\|u\|_{1} \leqslant C\left(\lambda_{0}^{-1} A(0)\|L u\|_{0}+\lambda_{0}^{-2} A^{2}(0) A(2)\|u\|_{0}\right),\left(u \in C^{\infty}(\bar{\Omega}),\left.u\right|_{\partial \Omega=0}\right) \tag{3.17}
\end{equation*}
$$

and

$$
\begin{equation*}
\|u\|_{s} \leqslant C\left(\lambda_{0}^{-s} A^{2}(0)\|L u\|_{o-1}+\lambda_{0}^{-2 s} A^{2 s}(0) \sum_{\substack{i+j \leqslant s-1 \\ j<s-1}} A(i+1)\|u\|_{j+1}\right), \tag{3.18}
\end{equation*}
$$

It is easy to prove (3.17). In fact, we have only to apply the standard techniques for the linear elliptic operator $L$ and calculate several constants exactly, and use the inequalities $A(k) \geqslant \max \left(\lambda_{0}, 1\right)$. By induction with respect to $s$ and patient calculation, (3.18) follows from (3.17).

Proof of Theorem 3.5: Let us consider the following cut-off functions: $\chi \in$ $C_{0}^{\infty}, \tilde{x}, \tilde{x} \in C_{0}^{\infty}(\Omega \backslash S), 0 \leqslant \chi, \tilde{\chi}, \tilde{x} \leqslant 1, \chi=1$ in a neighbourhood of $S$ in $U$ and $\partial_{i} \chi \subset \subset \tilde{\chi} \subset \subset \tilde{\tilde{\chi}}$ for any $i$. Since $\|u\|_{s} \leqslant\|(1-\chi) u\|_{s}\|\chi u\|_{s}$, it will suffice to estimate $\|(1-\chi) u\|_{s}$ and $\|\chi u\|_{\text {o }}$ respectively.

Proof of (3.12): By (3.18) and (3.15), we have

$$
\begin{equation*}
\|(1-\chi) u\|_{s} \leqslant C_{s, \lambda}\left(\|L u\|_{s-1}+\sum_{\substack{i+j \leqslant s \\ j<s}}^{*} A(i+2)\|u\|_{j}\right) \tag{3.19}
\end{equation*}
$$

Here we note that $C_{0, \lambda}$ is independent of the coefficients of $L$ but depends on
$\inf _{p(1-x)} \lambda(x)$. (3.13) and (3.16) give

$$
\begin{equation*}
\|\chi u\|_{s} \leqslant C_{s} K\left(\|L u\|_{s}+\|[\chi, L] u\|_{0}+\sum_{\substack{i+j \leqslant s \\ j<s}}^{*} A_{i+2}\|u\|_{j}\right)+C_{s}^{\prime} K A_{2}\|u\|_{s} \tag{3.20}
\end{equation*}
$$

where $C_{x}^{\prime \prime}$ is independent of $\chi, \bar{\chi}$ and $\tilde{\chi}$. Since $[\chi, L] u=[\chi,(\bar{\chi} L)](\overline{\tilde{\chi}} u)$ and $\bar{\chi} L(\tilde{\tilde{\chi}} u)=$ $\tilde{\chi} L u$, (3.15) shows that

$$
\begin{equation*}
\|[\chi, L] u\|_{s} \leqslant C_{0}\left(\|L u\|_{s}+\sum_{\substack{i+j \leq s \\ j<0}}^{+} A(i+2)\|u\|_{j}+A(2)\|\tilde{\tilde{\chi}}\|_{s}\right) . \tag{3.21}
\end{equation*}
$$

By (3.18), (3.15) and $A(2) \leqslant 1$, we have

$$
\begin{equation*}
\|\tilde{\bar{\chi}} u\|_{g} \leqslant C_{s, \lambda}\left(\|L u\|_{s-1}+\sum_{\substack{i+j \leqslant s \\ j<s}}^{*} A(i+2)\|u\|_{j}\right) \tag{3.22}
\end{equation*}
$$

where $C_{s, \lambda}$ is independent of the coefficients of $L$ but depends on $\inf _{\operatorname{supp} \hat{i}} \lambda$.
Combining (3.20) - (3.22), we obtain

$$
\begin{equation*}
\|\chi u\|_{s} \leqslant C_{s, \lambda}\left(\|L u\|_{s}+\sum_{\substack{i+j \leqslant s \\ j<s}}^{*} A(i+2)\|u\|_{j}\right)+C_{s}^{\prime} K A_{2}\|u\|_{s} \tag{3.23}
\end{equation*}
$$

Since $K A_{2} \geqslant 0$ is sufficiently small, (3.19) and (2.23) complete the proof of (3.12).
Proof of (3.11): By (3.17), (3.15) and $A(2) \leqslant 1$, we have

$$
\begin{equation*}
\|(1-\chi) u\|_{1} \leqslant C_{1, \lambda}\left(\|L u\|_{0}+\|u\|_{0}\right) . \tag{3.24}
\end{equation*}
$$

(3.13), (3.16), $[\chi, L] u=[\chi,(\tilde{\chi} L)](\overline{\tilde{\chi}} u), \tilde{\chi} L(\overline{\bar{x}} u)=\tilde{\chi} L u,(3.15)$ and $A(2) \leqslant 1$ show that

$$
\begin{equation*}
\|\chi u\|_{1} \leqslant C_{1}^{\prime} K^{\prime}\left(\|L u\|_{1}+\|\tilde{\tilde{\chi}} \cdot u\|_{1}\right)+C_{1}^{\prime} K A_{2}\|u\|_{1} \tag{3.25}
\end{equation*}
$$

where $C_{1}^{\prime}$ is independent of $\chi, \bar{x}$ and $\tilde{\tilde{x}} \cdot(3.17),(3.15)$ and $A(2) \leqslant 1$ give

$$
\begin{equation*}
\left\|\tilde{\chi}^{u} u\right\|_{1} \leqslant C_{1, \lambda}\left(\|L u\|_{0}+\|u\|_{0}\right) . \tag{3.26}
\end{equation*}
$$

Since $K A_{2} \geqslant 0$ is sufficiently small, by combining (3.24) - (3.26), we obtain (3.11).
Proof of (3.10): (3.4) gives

$$
\begin{equation*}
\|(1-\chi) u\|_{0}^{2} \leqslant C_{0, \lambda}\|L u\|_{0}\|u\|_{0} \tag{3.27}
\end{equation*}
$$

(3.13) implies

$$
\begin{equation*}
\|\chi u\|_{0}^{2} \leqslant C_{0} K\left(\|L u\|_{0}^{2}+\|[\chi, L] u\|_{0}^{2}\right) \tag{3.28}
\end{equation*}
$$

Since $[\chi, L] u=[\chi,(\tilde{\chi} L)](\overline{\bar{\chi}} u), \bar{\chi} L(\overline{\bar{x}} u)=\bar{\chi} L u$ and $A(2) \leqslant 1,(3.9)$ shows that

$$
\begin{equation*}
\|[\chi, L] u\|_{0}^{2} \leqslant C_{0}\left(\|L u\|_{0}^{2}+\|\overline{\tilde{u}} u\|_{0}^{2}\right) . \tag{3.29}
\end{equation*}
$$

By (3.4), we have

$$
\begin{equation*}
\|\tilde{\tilde{\chi}} u\|_{0}^{2} \leqslant C_{0, \lambda}\|L u\|_{0}\|u\|_{0} . \tag{3.30}
\end{equation*}
$$

Combining (3.27) - (3.30), we obtain (3.10).

## 4. Proof of Theorems 1.3-1.5

In this section, we use the notation introduced in Sections 1 and 2. According to Theorem 2.9 and Sobolev's embedding theorem $W^{\frac{0^{*}}{2}-2-2 \kappa}(\Omega) \hookrightarrow C^{\left[\frac{\dot{c}^{*}}{2}-2-2 \kappa\right]}(\bar{\Omega})$, it will suffice for the existence of a solution to find a good approximating solution $u_{\varepsilon}$ and a suitable elliptic operator $M$ which satisfy Assumption 2.4, 2.5 and 2.6. The uniqueness of the solution follows immediately from the maximum principle (see [1]). Grudely speaking, Assumptions 2.4 and 2.5 are easy but Assumption 2.6 is tough. Fortunately, by virtue of Theorem 3.5 we can overcome this difficulty.

Proof of Theorem 1.3: Without loss of generality, we may assume that

$$
\begin{equation*}
|g|_{4} \leqslant \frac{1}{2},\|F[g]\|_{s^{*}}>0 \tag{4.1.}
\end{equation*}
$$

In fact, since the Dirichlet problem

$$
v_{11} v_{22}-v_{12}^{2}=\left(2|g|_{4}\right)^{-2} f \quad \text { in } \quad \Omega, \quad v=\left(2|g|_{4}\right)^{-1} g \quad \text { on } \quad \partial \Omega
$$

is equivalent to (1.1), $|g|_{4} \leqslant 1 / 2$ is no actual restriction, and further, if $\|F[g]\|_{s}{ }^{*}=0$, then the statement of Theorem 1.3 turns out to be trivial.

We put

$$
\begin{equation*}
\varepsilon=\left\{\max \left(\mid F\left[g\left\|_{0},\right\| F[g] \|_{s^{*}}\right)\right\}^{\frac{2}{\varepsilon^{*}+2}}, \delta=1, \theta=\varepsilon^{-\frac{1}{2}}, u_{\epsilon}=g\right. \tag{4.2}
\end{equation*}
$$

Then it is easy to verify that Assumption 2.4 is satisfied.
By the assumption of Theorem 1.3, $g_{\nu \nu}>0$ in a neighbourhood $V$ of $S$ in $\Omega$ and $\operatorname{det}\left(g_{i j}\right)>0$ in $\Omega \backslash V$. Hence, there is a linear elliptic operator $M=\alpha^{i j} \partial_{i} \partial_{j}$ with real constant coefficients satisfying

$$
\begin{equation*}
M g \geqslant 2 \text { in } \Omega \tag{4.3}
\end{equation*}
$$

By virtue of (4.3), we can construct a sequence $\left\{u_{n}\right\}$ as in Section 2. In fact, if we already have $u_{0}, u_{1}, \ldots, u_{n}$ satisfying (2.20) - (2.22), (2.27) - (2.28) and (2.34) $j_{\leqslant n}$ $(2.39)_{j \leqslant n}$, then, by (4.2), (4.3), (2.4) and (2.35) $n, M\left(u_{\epsilon}+\bar{u}_{n}\right) \geqslant 2-K \sqrt{\varepsilon}$; this implies that Assumption 2.5 is satisfied when $\varepsilon>0$ is sufficiently small. Therefore, we can find a solution $v_{n} \in C^{\infty}(\bar{\Omega})$ of the Dirichlet problem (2.13) and obtain $u_{n+1}=u_{n}+v_{n}$.

Let us take an auxiliary function $\Phi(x)=\bar{\nu} \cdot(x-p)$, where $\bar{\nu}=\left(\nu_{1}, \bar{\nu}_{2}\right)=\left(-\nu_{2}, \nu_{1}\right)$ and $S=\{p\}$. Then Lemma 3.1 shows that

$$
\begin{gather*}
t^{2} \int\left(a_{\varepsilon_{n}}^{i j}\left[u_{e}+\bar{u}_{n}\right] \bar{\nu}_{i} \bar{\nu}_{j}\right) u^{2} d x \leqslant K \int\left|L_{e_{n}}\left[u_{\epsilon}+\bar{u}_{n}\right] u \cdot u\right| d x  \tag{4.4}\\
\left(u \in C^{\infty}(\overline{U(\Phi, t)}),\left.u\right|_{\theta U(\Phi, t)}=0\right)
\end{gather*}
$$

for all $t \geqslant 1$, where $K=$ constant $\geqslant 0$, independent of $L_{e_{n}}\left[u_{e}+\tilde{u}_{n}\right]$ and $U(\Phi, t)$. Direct computation gives

$$
\begin{equation*}
a_{e_{n}}^{i j}\left[u_{e}+\bar{u}_{n}\right] \bar{\nu}_{i} \bar{\nu}_{j} \geqslant g_{\nu \nu}-|\nu|^{2}\left|\tilde{u}_{n}\right|_{2}-\varepsilon_{n}\left(\alpha^{i j} \bar{\nu}_{i} \bar{\nu}_{j}\right)\left|g+\tilde{u}_{n}\right|_{2} . \tag{4.5}
\end{equation*}
$$

By (2.1), (2.4), (2.35) $n$ and (2.39) $n,|\nu|^{2}\left|\bar{u}_{n}\right|_{2}+\varepsilon_{n}\left(\alpha^{i j} \bar{\nu}_{i} \nu_{j}\right)\left|g+\bar{u}_{n}\right|_{2}$ is sufficiently close to zero, while the assumption of Theorem 1.3 says that $g_{\nu \nu}$ is strictly positive. Thus, (4.4) implies that

$$
\begin{equation*}
\|u\|_{0} \leqslant t^{-2} C\left\|L_{\varepsilon_{n}}\left[u_{\varepsilon}+\tilde{u}_{n}\right] u\right\|_{0} \quad\left(u \in C_{0}^{\infty}(U(\Phi, t))\right) \tag{4.6}
\end{equation*}
$$

for all $t \geqslant 1$. By (4.1), (2.35) $n_{n}$ and (2.39) $)_{n}$, we easily have

$$
\begin{equation*}
\left|a_{e_{n}}^{i j}\left[u_{e}+\bar{u}_{n}\right]\right|_{2} \leqslant 1 \tag{4.7}
\end{equation*}
$$

According to Theorem 3.5, (2.21) and (2.22) of Assumption 2.6 follow from (4.6) and (4.7).

Proof of Theorem 1.4: The proof of Theorem 1.4 is almost the same as that of Theorem 1.3. In fact, we have only to take an auxiliary function $\Phi(x)=\bar{\tau} \cdot(x-p)$ instead of $\bar{\nu} \cdot(x-p)$, where $\bar{\tau}=\left(-\tau_{2}, \tau_{1}\right)$ and $p$ is a fixed point on $S$.

Proof of Theorem 1.5: Without loss of generality, we may assume (4.1). We take $\varepsilon, \delta, \theta$ and $u_{\varepsilon}$ as in (4.2). Then, as in the proof of Theorem 1.3, it is easy to verify that Assumptions 2.3 and 2.4 are satisfied and also, to construct the sequence $\left\{u_{n}\right\}$ satisfying $(2.27)-(2.28)$ and $(2.34)_{j}-(2.39)_{j}$.

We take an auxiliary function $\Phi(x)=\alpha \bar{\nu} \cdot(x-p)$, where $\alpha$ is a positive constant, $\bar{\nu}=\left(\bar{\nu}_{1}, \bar{\nu}_{2}\right)=\left(-\nu_{2}, \nu_{1}\right)$ and $p$ is a fixed point on $S$. Lemma 3.1 gives

$$
\begin{gather*}
\int\left(a_{\varepsilon_{n}}^{i j}\left[u_{\varepsilon}+\tilde{u}_{n}\right] \bar{\nu}_{i} \bar{\nu}_{j}\right) u^{2} d x \leqslant K \int\left|L_{\varepsilon_{n}}\left[u_{\varepsilon}+\tilde{u}_{n}\right] u \cdot u\right| d x  \tag{4.8}\\
\left(u \in C^{\infty}(\overline{U(\Phi, 1)}),\left.u\right|_{\partial U(\Phi, 1)}=0\right)
\end{gather*}
$$

where $K=$ constant $\geqslant 0$ is independent of $L_{\epsilon_{n}}\left[u_{\epsilon}+\tilde{u}_{n}\right]$ and $U(\Phi, 1)$. Here we take $\alpha>0$ sufficiently small so that $S \subset U(\Phi, 1)$. Direct computation shows (4.5), so we have, by (2.1), (2.4), (2.35) $n_{n}$ and (2.39) $n$,

$$
\begin{equation*}
\|u\|_{0} \leqslant C\left\|L_{e_{n}}\left[u_{\varepsilon}+\bar{u}_{n}\right] u\right\|_{0} \quad\left(u \in C_{0}^{\prime \infty}(\Phi, 1)\right) \tag{4.9}
\end{equation*}
$$

$0<\varepsilon \ll 1,\left|D^{4} g\right|_{0} \ll 1,(4.1),(2.35)_{n}$ and (2.39) $n$ give

$$
\begin{equation*}
\left|D^{2} a_{e_{n}}^{i j}\left[u_{\varepsilon}+\tilde{u}_{n}\right]\right|_{0} \ll 1 \tag{4.10}
\end{equation*}
$$

and

$$
\begin{equation*}
\left|a_{\varepsilon_{n}}^{i j}\left[u_{e}+\tilde{u}_{n}\right]\right|_{2} \leqslant 1 \tag{4.11}
\end{equation*}
$$

By Theorem 3.5, (4.9) - (4.11) imply (2.21) and (2.22) of Assumption 2.6.
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