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Abstract

The aim of the present article is to evaluate the use of the Autoregressive Fractionally Integrated Moving Average
(ARFIMA) model in predicting spatially and temporally localized political violent events using the Integrated Crisis
Early Warning System (ICEWS). The performance of the ARFIMA model is compared to that of a naive model in
reference to two common relevant hypotheses: the ARFIMA model would outperform a naive model and the rate of
outperformance would deteriorate the higher the level of spatial aggregation. This analytical strategy is used to predict
political violent events in Afghanistan. The analysis consists of three parts. The first is a replication of Yonamine’s
study for the period beginning in April 2010 and ending in March 2012. The second part compares the results to those
of Yonamine. The comparison was used to assess the validity of the conclusions drawn in the original study, which
was based on the Global Database of Events, Language, and Tone, for the implementation of this approach to ICEWS
data. Building on the conclusions of this comparison, the third part uses Yonamine’s approach to predict violent
events in Afghanistan over a significantly longer period of time (January 1995-August 2021). The conclusions
provide an assessment of the utility of short-term localized forecasting.

Policy Significance Statement

The current article demonstrates the feasibility, advantages, and limitations of combining the Autoregressive
Fractionally Integrated Moving Average (ARFIMA) model with data from the Integrated Crisis Early Warning
System (ICEWS) in predicting spatially and temporally localized political violent events. By outlining analytical
strategy that is tested on data concerning violent events in Afghanistan between 1995 and 2021, the article
introduces an approach to predict violent events in the subnational level (i.e., province and district levels) 1
month in advance. This could be of help to relevant policy actors, for example, humanitarian or monitoring
agencies, in devising timely mitigation or prevention measures. In addition, the article supports the emerging
focus in the forecasting literature on local rather than national prediction of violent events.

This research article was awarded an Open Materials badge for transparent practices. See the Data Availability Statement for
details.
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Introduction

The aim of the present article is to evaluate the use of the Autoregressive Fractionally Integrated Moving
Average (ARFIMA) in predicting spatially and temporally localized political violent events, in accord-
ance with the operationalization suggested by Yonamine (2013), and using the Integrated Crisis Early
Warning System (ICEWS) (Lockheed Martin Advanced Technology Laboratories (ATL), 202 1) that was
not available for him. This article is, therefore, part of the “predictive turn” sweeping over conflict studies
literature in the past decade. Drawing upon the growing recognition that explanatory modeling, that is,
statistical significance, is rarely associated with predictive power, an increasing number of studies have
pursued the development of methods that improve predictive accuracy. This effort was enabled, in turn, by
the new availability of high-frequency georeferenced “big data” repositories, the advancement of machine
learning algorithms, and scalable cheap high-performance computing. Gradually, a consensus emerged
that short-term, local (i.e., subnational) predictions may provide the most promising venue for further
development of forecasting accuracy.

Arguably, Yonamine’s (2013) was the first study to use the emergence of the first close-to-real-time
repositories—Global Database of Events, Language, and Tone (GDELT ))—for subnational forecasting. He
sought to demonstrate the utility of the ARFIMA model, shown in other fields with univariate time-series
data, in the provision of “more accurate and consistent forecasts than other time-series models” (Yonamine,
2013, p. 9). Although his work has received much attention over the years, his analytical strategy was not
replicated. Nevertheless, such a replicatory exercise could be both timely and advantageous for scientific
and policy stakeholders alike, as it offers a more feasible and straightforward approach than other more
complicated algorithms at a time of greater availability of more rigorously screened data sources.

Therefore, following a review of the relevant literature, the present study focuses on replicating
Yonamine’s (2013) analytical strategy. Special attention is given to testing his two hypotheses: the
ARFIMA model would outperform a naive model and the rate of outperformance would deteriorate the
higher the level of administrative unit (i.e., aggregation). Since the original article focused on predicting
political violence in Afghanistan, the replication of its analytical strategy is conducted on ICEWS data for
Afghanistan. The events of August—September 2021, marking the end of the American involvement there
and the Taliban’s regaining of control, have also rendered the analysis presented here an overview of the
temporal-spatial dispersion of political violence in Afghanistan over the last two decades.'

Methodologically, the replication exercise consists of three parts. The first is a replication of Yonamine’s
(2013) study for the period beginning in April 2010 and ending in March 2012. Similarly to the original
study, the data for this timeframe was divided into an initial training set (ITS) (September 2004—March
2010) and test set (TS) (April 2010-March 2012). The second part compares the results to those of
Yonamine (2013). The comparison was used to assess the validity of the conclusions drawn in the original
study, which was based on GDELT data, to the implementation of this approach to ICEWS data. Building on
the conclusions of this comparison, the third part uses Yonamine’s (2013) approach to predict violent events
in Afghanistan over a significantly longer period of time (January 1995—August 2021). The division into an
ITS and TS was based on backtesting. The conclusions of this section provide an assessment, drawing on the
methods and data source used, of the utility of short-term localized forecasting.

Literature Review

In 2010, Shmueli (2010, p. 290) observed that “In many scientific fields, and especially the social
sciences, statistical methods are used nearly exclusively for testing causal theory.” Put differently, she

" The implications of this tragic development are beyond the methodological focus of the current article and its timeframe.
Similarly, while the current article traces the evolution of violent events in Afghanistan, its focus is on validating a particular
prediction approach—that is, ARFIMA. Hence, it is not engaged with the vastly excellent literature analyzing the drivers, causes,
and implications for the failure of state building in Afghanistan. On this topic, see Barfield (2016) and Murtazashvili (2022).
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pointed out that the majority of social scientific literature focuses on explanatory modeling,’ resulting in
the neglection of predictive modeling.>** Naturally, “the consequence of neglecting to include predictive
modeling and testing alongside explanatory modeling is losing the ability to test the relevance of existing
theories and to discover new causal mechanisms” (Shmueli, 2010, p. 304). Coincidently in the same year,
several prominent conflict studies scholars (Ward et al., 2010, p. 363) observed that the same was true in
the field of conflict studies: “[I]t is not uncommon in conflict research to conduct statistical analyses and
then draw policy inferences from the statistical information, without ever trying to make specific
predictions” (Ward et al., 2010, p. 363).°

Moreover, they warned that this state of affairs had severe implications for theory building and conflict
prediction alike: “[BJasing policy prescriptions on statistical summaries of probabilistic models (which
are [italic in the original] predictions) can lead to misleading policy prescriptions if out-of-sample
predictive heuristics are ignored” (Ward et al., 2010, p. 364). Replicating two prominent studies in the
field, the authors demonstrated the inadequacy of explanatory modeling for prediction purposes (Ward
et al., 2010, pp. 365-366, 372; Chadefaux, 2017, p. 8; Bara, 2020, p. 179).° There are two reasons for
this situation: “First, the information needed for prediction may simply be impossible to obtain...
Another reason why theories might explain without predicting is the idiosyncrasy of the phenomenon”
(Chadefaux, 2017, p. 8). As a result, scholars and practitioners alike had shelved the potential
contribution that predictive modeling could make to model comparison and selection (Chadefaux,
2017, p. 8; Cranmer and Desmarais, 2017). In this sense, predictive modeling may be used as a validation
measure for explanatory modeling (Cranmer and Desmarais, 2017, p. 146; Dowding and Miller, 2019,
pp. 1002—1003).

However, over the last decade the situation has changed significantly, culminating in what may be
termed a “predictive turn” in the literature (Chadefaux, 2017, p. 7; Colaresi and Mahmood, 2017, p. 93;
Dowding and Miller, 2019, p. 1005).” The change was characterized as:

“In the past decade, the field of conflict studies has seen increasing debates over the distinction
between explanation and prediction and the implications of this distinction for research. From these

2 Following Shmueli (2010, p. 290), explanatory modeling is defined hereby as: “The use of statistical models for testing causal
explanations.” Cranmer and Desmarais (2017, p. 146) relied on Shmueli (2010) to provide a similar definition that is adapted to the
field of political science (albeit with redefining “explanatory modeling” as “inferential modeling”): “In inferential modeling, the
statistical model is constructed as an operationalization of a theoretical model. The specification is important because deviations
from the theoretical model in operationalization inhibit our ability to use the statistical model to test hypotheses. The coefficients are
the objects of interest, which is to say that the statistical model itself is the object of interest [italic in the original]. In inferential
modeling, we use the data to learn about the statistical model.”

3 Following Shmueli (2010, p. 291), predictive modeling is defined hereby as: “The process of applying a statistical model or data
mining algorithm to data for the purpose of predicting new or future observations”. Cranmer and Desmarais (2017, p. 146) relied on
Shmueli (2010) to provide a similar definition that is adapted to the field of political science: “...in pure predictive modeling, the
objects of interest are the variables rather than the parameters: we use the available data to produce the best possible predictions of the
outcome variable. It does not matter, for purely predictive exercises, whether the statistical model used is a close operationalization
of a causal theory, because the only metric for the quality of a model here is its predictive performance.”

“In line with Colaresi and Mahmood (2017, p. 193), a model as opposed to modeling is defined hereby as: “...a stylized
representation of the underlying process of interest.”

3 The seminal role of this article was captured succinctly by Bara (2020, pp. 179—180) who observed that “...it was not until an
article by Ward et al. (2010) that the fundamental distinction between explanation and prediction reached a broader audience of
conflict researchers... What drove the message home is that the authors subjected two of the most widely cited models of civil war
onset to out-of-sample testing and found that their contribution to predicting future conflict was massively less impressive than the
theoretical claims the authors had made on the basis of their statistically significant findings. Since them, out-of-sample predictions
are a crucial part of what could be termed a conflict prediction paradigm.”

® This point is summarized neatly by Chadefaux (2017, p. 8): “This focus on theoretically-motivated approaches could be justified
if, as is typically assumed, statistical models with high explanatory power also had high predictive power. Yet this is often not the
case, and relying on p-values for the purposes of policy formulation is risky at best.”

7 This opinion about the state of conflict studies is not, however, universally shared. See, for example, Cederman and Weidmann
(2017, p. 474): “...prediction remains highly controversial in academic conflict research. Relatively few conflict experts have
attempted explicit forecasting of conflict.” In spite of this stance, they go on to survey efforts to correct this situation.
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debates, a subfield has emerged within conflict studies that is dedicated to prediction specifically.”
(Bara, 2017, p. 177)

It was facilitated by advancement in data availability, computing power, and analytic methods (Cederman
and Weidmann, 2017, p. 474; Dowding and Miller, 2019, p. 1008; Bara, 2020, pp. 183, 186). Methodo-
logically, scholars began to turn increasingly away from the traditional focus on using statistical inference
methods to analyze structural variables that are usually measured in country-year units, which vary little
and slowly if atall (Cederman and Weidmann, 2017, p. 474; Chadefaux, 2017, p. 10; Dowding and Miller,
2019, p. 1013; Bara, 2020, p. 182). While these studies contributed significantly to understanding the
causes and dynamics of conflicts, that is, explanation, they generally failed to pinpoint which of them
would actually break into war and when, that is, prediction (Chadefaux, 2017, p. 10; see also Cranmer and
Desmarais, 2017, p. 163).® As an alternative, the “predictive turn” literature turned to resampling
techniques and out-of-sample validation in order to “...guard against the inclusion of long lists of
explanatory factors that may worsen predictive performance”(Cederman and Weidmann, 2017,
p. 475). These efforts were supported by policy actors, for example, humanitarian organizations and
intelligence agencies, that hoped to capitalize on their hopefully improved prediction accuracy
(Chadefaux, 2017, p. 7; Bara, 2020, pp. 184—185).

Combined, these advancements in literature led to a noticeable improvement in the prediction accuracy
of conflicts and violent events. However, the abovementioned change in methods used, which often
involved ones that were complicated and hard-to-interpret, rendered the explanation and communication
of the results a considerable challenge (Dowding and Miller, 2019, p. 1015). In spite of this difficulty, the
use of such methods, for example, artificial neural networks (ANNs), was almost inevitable as “...the
interactions of risk factors generating violent outcomes are inductively inferred from the data, and this
process typically requires highly complex models” (Cederman and Weidmann, 2017, p. 474). The need,
as described below, also emerged from the growing availability of close-to-real-time georeferenced,
automatically generated, datasets. For the first time, all of these innovations paved the way for short-term,
localized (i.e., subnational level) conflict forecasting.

As mentioned above, the improved ability to forecast conflict, measured as prediction accuracy, came
at the expense of the ease of explaining how the algorithm worked. This was a considerable difficulty for
the policy communities that supported and partially financed the advancement in this field. In addition to
an early warning on an impending crisis, stakeholders must be able to justify a call for action in order to
mobilize decision makers and legitimize action (Cederman and Weidmann, 2017, p. 476). It was also a
growing problem for the forecasting scientific community concerning identification of the relative and
combined contributions of variables to the outcome. As a partial solution, scholars have recently begun to
increasingly rely on theoretical-informed reasoning in the planning of predictive modeling (Blair and
Sambanis, 2020).

All of these developments in “predictive turn” literature bear directly on what is perhaps the main
venue of this research program—tackling a key shortcoming of the traditional conflict forecasting
literature:

“A growing body of research has suggested that an additional shortcoming of existing studies of
civil wars rests with the level of analysis. While most large-n studies of intrastate conflicts use
country-level data, most conflicts are more local than that. By disaggregating the focus from the
country-level to regions or localities, further progress can be made.” (Ward et al., 2010, p. 373)

Indeed, “predictive turn” literature tackled not only the challenge of spatially but also temporally localized
prediction, that is, short-term prediction. This was made possible by the combination of advanced
analytical tools and the larger, (much) higher-frequency, georeferenced datasets mentioned above.
Combined, these developments led to improved accuracy, rendering studies more methodologically

8 For a recent concise review of the relevant literature, see: Blair and Sambanis (2020, pp. 1888-1890).
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sound than traditional literature (Cederman and Weidmann, 2017, pp. 474—476; Chadefaux, 2017, p. 10;
Bazzi et al., 2019, p. 2; Bara, 2020, p. 182).

In spite of the progress made by “localized prediction™ literature, the approach faces several chal-
lenges. First, the “big data” repositories it has relied upon thus far may well contain inherent biases:

“Because political violence is often coded from secondary sources such as news articles, a high
level of observed violence can be due to a high level of actual violence or a higher probability of
reporting (or both). This makes prediction difficult. If anything, scaling up the size of data set—as in
several projects that made use of automated event coding—is likely to exacerbate this problem, due
to reliance on the same secondary sources.” (Cederman and Weidmann, 2017, p. 476)

Second, some of the methods used by scholars who work on this venue faced sharp criticism, for example,

the use of a univariate time series for conducting temporally and spatially localized predictions (Bara,
2020). Third, more recently scholars have begun to explore the potential use of combining violent event
data with rich information micro-level covariates to improve prediction accuracy (Bazzi et al., 2019,
pp- 2-3). However, the unavailability of such data for the majority of the world makes these studies of
limited scientific and policy-oriented value. On the other hand, the growing public availability of close to
real-time (almost) globally georeferenced event data with close to global coverage makes the develop-
ment of reliable methods for localized conflict forecasting using univariate time-series data a task of
utmost importance.

This task was taken on relatively early in the “predictive turn” by Yonamine (2013). He successfully
demonstrated the feasibility of relying on univariate time-series data and relatively simple-to-interpret
statistical models for short-term, localized conflict predictions. Despite receiving significant attention, his
study was neither accompanied by the releasing of a code to ensure reproducibility nor any effort to
replicate his assumedly straightforward research design. Thus, the following sections are devoted to
replicating his analytical strategy using a different, more reliable data source.

Methods
Data acquisition

The data for the present article were downloaded from the ICEWS repository on Harvard University’s
Dataverse using the ICEWS R package (Beger, 2021). The ICEWS “is an early warning system designed
to help US policy analysts predict a variety of international crises to which the US might have to respond
(...).” This project was created by the Defense Advanced Research Projects Agency but has since been
funded (through 2013) by the Office of Naval Research (Ward et al., 2013, p. 1). The ICEWS is based on
fully automated machine coding of news items from “over 6,000 international, regional, national and local
news sources” (Boiney and Foster, 2013, p. 48). It is an example of what is known as automated event
coders: “[Alutomated event coders code natural language text (usually from news sources) as categories
of events” (Kotzé et al., 2020, p. 1). The coding was conducted “to extract <who, did-what, to-whom,
when, where>, and performs updates in near-real time” (Boiney and Foster, 2013, p. 48).

The full ICEWS dataset retrieved on August 18th, 2021 consists of 19,140,780 observations for the
time period January 1995 through August 2021. It was subset as described below into the main dataset
used in the current study for the same timeframe. That dataset included 120,299 observations. A smaller
dataset was extracted for the timeframe April 2010 to March 2012 as described below. It included 71,036
observations. The following sections describe the analysis conducted. The first part is a replication of
Yonamine’s (2013) study for the period of April 2010-March 2012. The data for this timeframe were
divided similarly to the original study to an ITS (September 2004—March 2010) and a TS (April 2010-
March 2012).” The second part compared the results to those of Yonamine (2013). The comparison was

° Due to this division, April 2004 was also used, as predictions were made based on information for March 2004.

https://doi.org/10.1017/dap.2022.26 Published online by Cambridge University Press


https://doi.org/10.1017/dap.2022.26

e32-6 Tamir Libel

used to assess the validity of the original study’s conclusions, which were based on GDELT data, to the
employment of this approach on ICEWS data.

Drawing on the conclusions of this comparison, the third part employed Yonamine’s (2013) approach
to predicting violent events in Afghanistan over a significantly longer period of time (January 1995—
August 2021). The division into ITS and TS was based on backtesting. The conclusions of this
section provide an assessment, based on the methods and data source used, of the prevalent argument
in literature whereby, for the time being, the best predictions for which we can hope are near future,
georeferenced ones.

Data preprocessing

The present article focuses on events in Afghanistan, and therefore, the first step was to subset all events
that took place in Afghanistan using the ICEWS “country” variable, which was set to “Afghanistan.”
Moreover, concentrating on physical violent events required a way of identifying and extracting them.
ICEWS enables this as it classifies data according to the Conflict and Mediation Event Observations
(CAMEO) typology (Ward et al., 2013, p. 1).!° The CAMEO ontology captures the action which took
place, as well as its direction, between two actors. Each observation is identified by a unique code of either
three or four digits. The identifiers were used to assign a quad code to each observation. These quad codes
were used to create “quad counts” of the events in the following categories (Chiba and Gleditsch, 2017,
p- 278). Each category’s quad code classification appears alongside it in brackets: verbal-cooperation (a);
material-cooperation (b); verbal-conflict (c); and material-conflict (d).

Despite their demonstrated utility, some argued that quad counts “are useful for distilling complex data
sets into simple variables but are too coarse to capture the dynamics of escalation and de-escalation that
procedural theories propose” (Blair and Sambanis, 2020, p. 1890). This critique does not pertain to the
current study, however, as it does not focus on capturing conflict dynamics but on event prediction only.
However, this may hinder the use of quad counts for engagements with the literature on state-building
failure and violence in Afghanistan, which are focused on identifying and explaining the mechanisms
driving violence.

Because the article centers on the prediction of political conflict events in their spatial settings, events
had to be matched to the places in which they occurred. To do so, use was made of the observations’
longitude and latitude variables,'' which are provided as part of the ICEWS data. The coordinates were
used to geolocate the event within its administrative unit, that is, district or province, requiring reliable,
detailed data on the division of Afghanistan into its respective administrative units. This information was
retrieved from the Global Administrative Areas (GADM) dataset (Global Administrative Areas, 2012). Its
country data files on Afghanistan were used to assign the coordinates of events to the required
administrative units via a customized function.!” The latter conducts reversed geocoding that assigns
an administrative unit’s name (e.g., district or province) to a new variable (i.e., either “district2” or
“province2”). Overall, 318 districts and 34 provinces'® were identified by their unique names.'*
Subsequently, as a final step, the observations which were classified as “quad 4,” that is, material-conflict,
were subset.

19 For background on CAMEOQ, see: Gerner et al. (2002). Moreover, the ICEWS team has “improved the CAMEO ontology,
largely by resolving overlaps and clarifying guidelines for each extant type of event” (Ward et al. (2013, p. 3).

! These are provided in the ICEWS data as variables “latitude” and “longitude.”

12 Only 316 districts had actual data and were included in the analysis. Thus, the “n” of the districts was set to 316 rather than 318.

'3 In addition to the 34 provinces identified by their unique names, there was one “NA.”

14 The post-2001 Government of Afghanistan recognized 34 provinces as the first sub-national administrative unit. Therefore, the
current study is in line with the official data, unlike Yonamine’s (2013, p. 7), which argued that “Afghanistan is spatially divided into
32 provinces and 317 sub-provincial-level districts.” However, neither his claim that Afghanistan had 317 districts nor the
identification of 318 by names and subsequent successful extraction of information on 316 districts in the current study match
any official listings of districts. It seems that, in practice, the former regime lacked an agreed upon, formal list of its second
sub-national administrative division (Ruttig, 2018). Thus, the predictions contained in the present study were based on those
administrative units for which information was successfully obtained—34 provinces and 316 districts.
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Figure 1. Number of violent events per year, 1995—August 2021. Data source: Lockheed Martin
Advanced Technology Laboratories (ATL) (2021).

The resulting dataset contains 120,299 observations of material conflict for the period beginning in
January 1995 and ending in August 2021.'° In order to provide some insight into the dataset, Figure 1
presents the total number of cases per year, that is, at the country level. The variable Kabul pro presents
the proportion of total events in Afghanistan that occurred in the district of Kabul City.

As shown in Figure 1, the height of each bar signifies the total number of quad four events for
Afghanistan each year. The color of the bars shows the proportion of these events that took place in the
district of Kabul City, where lighter colors correspond to greater proportion. Overall, there are relatively
few events up to 2001, which saw a significant increase following the American invasion and subsequent
occupation of Afghanistan. Moreover, the events from 1995, 1996, and 2001 were particularly concen-
trated in Kabul.

In order to verify that the American invasion of Afghanistan had indeed constituted a turning point in
the number of violent events, Figure 2 presents the number of violent events per month for 2001.

Figure 2 indicates that the invasion in October 2001 was indeed a turning point with a major increase in
the number of violent events from September onwards. Figure 1 further indicates that the number of events
in the following years is influenced by the turbulent years of American involvement in Afghanistan.
Moreover, the smaller number of events prior to 2000 was probably also influenced by the relative lack of
media attention to the developments in Afghanistan before the 9/11 attacks. To some degree, a similar
pattern has also impacted the number of events reported in later years, when the attention of world media
turned elsewhere.'® The diagram clearly shows that a relatively high proportion of the total violent
events reported in Afghanistan took place in one district—Kabul City. This could be explained both by
the Taliban and Islamic State’s strategic decision to concentrate efforts on Kabul in order to destabilize the

' The following problem raised by Blair and Sambanis (2020, p. 1910, footnote 8) could potentially apply to the data used for this
timeframe: “We opt not to use earlier Integrated Crisis Early Warning System (ICEWS) data based on advice from the Political
Instability Task Force (PITF) as the ICEWS actor and event dictionaries were overhauled in 2000.” In addition, although the ICEWS
system seems to use some internal filtering mechanisms to avoid or decrease duplication of stories, no clear information exists on this
issue. One possible relevant control measure is the “One-A-Day” filter for post-processing suggested by Schrodt and Analytics
(2015). The author is grateful to Andreas Beger for bringing it to his attention.

16 The ICEWS relies on Factiva as a data source. The author was not able to find information on the latter with regard to which
media outlets, that is, local versus international, were used to generate the data on Afghanistan. Had they relied on local media
outlets, a different picture of events may have emerged.
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Figure 2. Events per month in Afghanistan in 2001. Data source: Lockheed Martin Advanced Technology
Laboratories (ATL) (2021).

American-backed regime and the prevalence of international media in the city. The latter has since
eased its reporting on the attacks that took place in the city (Kamran Bokhari, personal communication,
August 17, 2021).

Out of the total number of violent events, the high proportion attributed to Kabul is an example of
the inherent bias in ‘big data’ repositories mentioned above. However, one could also argue that it
mostly resulted from the aggregation of data at higher levels. An alternative visualization of the data
demonstrates the benefits offered by the georeferenced character of ICEWS data, providing the
opportunity to present the spatial distribution of the annual number of material conflict events.
Figure 3 does so at the district level.

Figure 3 shows that, until 2001, there were no data available on the vast majority of districts. The districts
for which data were available show a yearly total of several dozens of events. The sole exception is the
district of Kabul that includes the Afghan capital. It shows an annual total of over 100 material conflict
events even during these relatively calm years. Please note that the visualization method used has an
inherent weakness: the legend of the heatmap is automatically adapted to the scale of events in each
individual year. Therefore, a casual inspection may miss the differences in scales of number of events
between years.

From 2001 to 2017, the number of districts for which no data were available dropped considerably.
After that, the trend seems to begin reversing. The lack of data could be interpreted either as evidence of
the absence of attacks resulting in no reporting as there was nothing to report, an indirect result of the
gradual advancing of the Taliban that prevented media reports, or a failure of local and international media
to report from many regions about the ongoing violence. While the first option may seem counter-
intuitive, it could result from the Taliban’s and Islamic State’s strategic decision to focus theirs attacks on
certain regions they deemed crucial for destabilizing the American backed-regime (Kamran Bokhari,
personal communication, 17 August 2021), that is, Kabul.

Figure 4 presents the aggregation at the next level of administrative unit—the province level. The
visualization at the province level is very similar to that of the district level. The aggregation also led to
very few provinces for which no data were available. These appeared more frequently in the early years
and cease to appear after 2006. Similarly to the district level diagram, here too Kabul province stands out
as the hottest spot, with Kandahar province as another notable location after 2001.
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Figure 3. Annual number of material conflict events in districts, 1995-2020."7 Data source: Lockheed
Martin Advanced Technology Laboratories (ATL) (2021).
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Figure 3. Continued.
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Figure 3. Continued.

Description of the proposed methods

Yonamine (2013, p. 1) pursued to create a policy-relevant forecasting tool by relying on GDELT, which was
released that same year. At that time, GDELT was the only dataset that met the five attributes he defined for
“building nuanced predictions on a global scale: broad spatial coverage; density; geo-coding; accuracy; and
future availability in real-time” (Yonamine, 2013, p. 2). Moreover, GDELT also offered sub-state geo-
coding that fit Yonamine’s (2013, p. 3) aim of presenting “the first study to ever use open-source, machine-
coded event data to build forecasts of political violence at a sub-state level of geospatial aggregation.”

Due to resource limitations, he focused on “forecasting conflict in sub-state geospatial units in a single
country” (Yonamine, 2013, p. 3). Afghanistan was chosen for two reasons: it offered a rich and varied
number of relevant events over a long time period; and a precedent that demonstrated the ability to
implement a similar approach to study Afghanistan (Zammit-Mangion et al., 2012).'? In practice, he built
predictions 1 month in advance, with district-month (N = 317), province-month (N = 32), and country-
month (N = 1) as units of analysis.?° These units reflect an ascending order of administrative units, with
provinces aggregating districts and the country level aggregating provinces. Therefore, using these units
of analysis provided Yonamine (2013, p. 3) with “a rudimentary test of the effects of geo-spatial
aggregation on forecast accuracy.”

'7 The use of data aggregation means that a district for which there was data available, even for just 1 month in a given calendar
year, will be counted as non-NA. Therefore, districts for which no data were available—represented in the heatmap as grey—are
counted as NA throughout the year.

'8 The use of data aggregation means that a province for which there were data available, even for just 1 month in a given calendar
year, will be counted as non-NA. Therefore, provinces for which no data were available—represented in the heatmap as grey—are
counted as NA throughout the year.

19 Despite the abovementioned similarity in approaches between Zammit-Mangion et al. (2012) and Yonamine (2013), there were
notable differences between their articles, backing the latter’s claim to present a first of its kind. The former used leaked data from
Wikileaks to construct an in-sample training set that builds predictions for the year following the last one for which leaked data were
available. Therefore, the forecast accuracy of the out-of-sample test set had to be assessed using another dataset. As Yonamine (2013,
pp. 5-6) had indicated, the Wikileaks dataset was neither updated nor did it provide coverage beyond Iraq and Afghanistan. As a
result, this dataset did not meet his requirements of a dataset nor his article’s declared aim.

20 Claiming that aggregation of events at the monthly level is a common practice in conflict studies literature, Yonamine (2013,
p. 7) justified his choice by stating that: “I choose to use the month as my level of temporal aggregation because this provides
sufficient variation throughout the time-series data while reducing the level of noise that is present at daily or weekly levels.” This
practice was therefore kept in the current study as part of the replication.
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Figure 4. Annual number of material conflict events in provinces, 1995-2020.'® Data source: Lockheed
Martin Advanced Technology Laboratories (ATL) (2021).
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Figure 4. Continued.

The core of his analysis®' is a comparison of “forecasts of levels of material conflict one-month-in
advance” using the ARFIMA model and a naive model. The latter assumes that the current real-world
level of violence at a given location is identical to that of the previous month. The former model, which is
explained below, outperformed the naive model in terms of forecasting accuracy; however, its perform-
ance relative to the naive model decreased as geographical aggregation increased (Yonamine, 2013,
p. 3).>> This validation approach is aligned with the advice provided by Cederman and Weidmann (2017,
p. 476) for assessing the added value of a given approach: “...analysts need to do a better job comparing
their forecasts from complex prediction machinery to simple baseline models. In its purest form, such a
baseline model simply predicts no change from the past.”

Choosing the ARFIMA model enabled Yonamine to use “univariate data comprised solely of the counts of
material conflict events” (Yonamine, 2013, p. 7). Other data structures could not be created as the long
timeframe and level of analysis on Afghani districts made it impossible to find appropriate exogenous variables
to combine with the GDELT data in order to predict conflict levels (Yonamine, 2013, p. 8). Yonamine (2013,
p. 1) therefore focused on measuring the accuracy of the models’ predictions, as he believed that to be the best
way to assess whether a model reflects “a real-world data generating process, or simply fitting noise.”

Yonamine’s (2013) work may be seen as an early example of both the “predictive turn” in literature
(Ward et al., 2010) and the growing focus on localized predictions. His emphasis on forecasting accuracy
is also grounded in his interest to present a useful prediction tool for the variety of actors involved in
humanitarian and conflict resolving work (Zammit-Mangion et al., 2012). Yonamine’s (2013, p. 9)
decision to employ ARFIMA for the first time in order to predict political conflict drew upon the
experience in other fields that demonstrated the model’s “ability to generate more accurate and consistent
forecasts than other time-series models.”

The ARFIMA is a commonly used method to model a time series with long memory (Reisen et al.,
2001, p. 3; Liu et al., 2017, p. 5). A useful way of understanding the meaning of “long memory” in this
context is through its opposite—a Markov Chain: “Rather than Markov processes where the current state

2!'Yonamine (2013, pp. 15-18) also conducted an analysis of what he defined as “two logical extensions to the univariate
ARFIMA model” (Yonamine, 2013, p. 3) whereby he included additional variables and added data on drug prices to the ARFIMA
model. These are not replicated in the current article due to time and resource limitations.

22 The selection of the naive model was based on the common finding that: “[A]s forecasters have long recognized, simple models
often outperform complex ones in out-of-sample tests” (Blair and Sambanis (2020, p. 1903).
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of a system is enough to determine its immediate future, the fractional Gaussian noise model requires
information about the complete past history of the system” (Graves et al., 2017, p. 437). The ARFIMA
process is based on three parameters: p, g, and d. While p stands for the number of lags in the
autoregressive part to be modeled and q for the moving average lags, d indicates the degree of integration
of the time series and can take on any value between 0 (stationary) and 1 (integrated) (Box-Steffensmeier
and Tomlinson, 2000, p. 64). The ARFIMA model may be represented by the following equation:

®(B)(1—B)‘'X,=0(B)¢,

where ®(B) and ®(B) represent the autoregressive and moving average components with B as back-shift
operator (i.e., lag) such that BXt = X, . (1 — B) is the difference operator V¢equal to (1 — B)d, ande, an
error term that is normally distributed with E(2 f) = 0 and variance o> (Box-Steffensmeier and Tomlinson,
2000, p. 64; Reisen et al., 2001, p. 3).

Yonamine’s (2013) analytical strategy consisted of the following steps. First, he trained the model on an
in-sample training set that included all the data between February 2001 and April 2008. Second, he ran an out-
of-sample prediction for May 2008. Third, he added the prediction for May 2008 to the in-sample training set.
Fourth, he trained the model again on the new in-sample training set (i.e., containing now data between
February 2001 and May 2008). Fifth, he ran a prediction for June 2008. Next, he repeated the above-
mentioned steps “until a final prediction is made for April 2012... using a model trained on February 2001
through March 2012” (Yonamine, 2013, p. 11). The present article replicated the general analytical strategy of
Yonamine (2013) rather than its exact steps. This replication was based on a nested loop, containing two for-
loops (one for calculating ARFIMA predictions and the other—naive predictions), which went through the
data files of violent events in Afghanistan on the district, province, and country levels.

The predictions for both models were calculated using the “forecast” R package’s ARFIMA and naive
functions, respectively (Hyndman and Khandakar, 2008). The advantage of this ARFIMA function is that it
estimates and sets the model’s parameters automatically. However, by using this function, the current article
differed from Yonamine’s (2013) article, which used the “ARFIMA” R package (Veenstra, 2012). In line
with the original article, a month-district/province/country unit that was not assigned a value of a conflict
event was associated with a “0” (Yonamine, 2013, p. 7). For the first two of the three administrative unit
levels—district and province—the following steps were taken. For the third level of administrative unit, that
is, country, the workflow was somewhat different as there was only one data file.

The comparison that Yonamine (2013) conducted between the forecasting accuracy of ARFIMA and the
naive model required a suitable error or difference statistic, a measure that “can be used to compare model-
produced estimates with independent, reliable observations” (Willmott and Matsuura, 2005, p. 79). His error
statistic of choice was the mean absolute error (MAE), which is a common measure in literature (Chai and
Draxler, 2014). MAE is a dimensioned measure of average performance error in the sense that “it expresses
average model-prediction error in the units of the variable of interest” (Willmott and Matsuura, 2005, p. 79).
Itis also used to reflect average difference rather than error when “no set of estimates is known to be the most
reliable” (Willmott and Matsuura, 2005, p. 79). Generally speaking, MAE sums up the absolute values of
errors in a model and divides the results by n (Willmott and Matsuura, 2005, p. 80).

MAE = |n”! Z|ei|]

i=1

Although the use of MAE is widespread, Yonamine (2013) implemented it in a unique manner due to
his need to compare the results of multiple univariate time-series analyses with regard to three different
units of analysis (i.e., month-district, month-province, month-country):

“For each of the 48 months that iteratively serve as the out-of-sample test, I calculate the error rates
for the naive model (naive error) and the ARFIMA model (arfima_error rate), which reflect the
MAE across the N cross-sections (N = 317 for the district-month model, N = 32 for the province-
month model and N = 1 for the country-month model).” (Yonamine, 2013, pp. 13—14)
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As part of the replication pursued, the present study adopted the use of MAE as an error statistic,
employing it in the same fashion as Yonamine (2013).

Results and discussion

The first part of the current study replicated Yonamine’s (2013) analytical strategy using ICEWS data.
Yonamine (2013, p. 3) argued that the ARFIMA model’s outperformance of the naive model will also be
reflected in a smaller MAE size. Figure 5 presents the current study’s MAE results of ARFIMA and naive
models at the district level.

Figure 5 confirmed Yonamine’s (2013) assumption—the ARFIMA’s MAE, presented in red, is overall
lower than those of the naive’s MAE, presented in green. The five intersections of the two lines visualized
the few exceptions: August 2008, January 2009, April 2010, March 2011, and September 2011. Next,
Figure 6 presents the comparable results at the province level.

May 2008 / Apr 2012
20
Yis /\/\
-
10
05
——  ARFIMA MAE
—— naive MAE

MTTTTTTTTTTT T TTTTTTTIT T T TTTTTITTTTTTITTITTTITTITITITIT

May 2008 Dec 2008 Jul 2009 Feb2010 Sep2010 Apr2011 Nov 2011

Figure 5. Assessing accuracy at the district level.”* Data source: Lockheed Martin Advanced Technology
Laboratories (ATL) (2021).

May 2008 / Apr 2012
15
<
= 10
5
—— ARFIMA MAE
—— naive MAE

May 2008 Dec 2008 Jul 2009 Feb2010 Sep2010 Apr2011 Nov 2011

Figure 6. Assessing accuracy at the province level.>* Data source: Lockheed Martin Advanced Tech-
nology Laboratories (ATL) (2021).

2 The title for this figure is an adaptation of Yonamine’s (2013, p. 30) title for his Table 1.
24 The title for this figure is an adaptation of Yonamine’s (2013, p. 31) title for his Table 2.
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Figure 7. Assessing accuracy at the country level.”° Data source: Lockheed Martin Advanced Technology
Laboratories (ATL) (2021).

As shown, the ARFIMA model’s MAE results (i.e., red line) are lower than those of the naive model
(i.e., green line) at the province level too. Six intersections, indicating the months at which the naive
results are greater than those of ARFIMA, may be observed: August 2008, September 2009, April 2010,
February 2011, March 2011, and September 2011. Figures 5 and 6 thus provide support for Yonamine’s
(2013) assumptions that the ARFIMA MAE would be smaller than the naive’s, and that the former’s
performance relative to the latter’s will deteriorate the higher the level of aggregation is.>> However, the
rate of deterioration observed was miniscule compared to the original study. Next, Figure 7 provides the
data at the country level.

At the country level, presented in Figure 7, the rate at which the ARFIMA model outperformed the
naive model deteriorated substantially. The 48 month-country units were divided almost equally between
the ARFIMA and naive models—25 and 23 months, respectively. The aggregation of the data at the
country level also provided an opportunity to compare the observed (i.e., real events) and the predictions
by both ARFIMA and naive models for the TS period—May 2008 to April 2012. These results are
presented as a line graph in Figure 8.

As expected, the predictions by the naive model, marked here by the dark blue line, constituted a
delayed version of the actual data. In turn, the ARFIMA predictions successfully captured the general
trends from early 2009 to late 2010, and again from February 2012. As the country level presented the
worst performance by ARFIMA compared to the naive model, an additional visualization was provided
for the district level, that is, the level at which the ARFIMA model performed best. Therefore, Figure 9
presents a comparison between the observed and predicted results for the Kabul district—the one with the
highest number of events per year.

As can be seen, the behavior of the naive model in Figure 9 is similar to the one displayed in Figure 8,
that is, at the country level. In contrast, the performance of the ARFIMA model was much better at this
level than at the country level. In other words, for the most part, it successfully predicted the trend in the
observed data. This finding may be seen as support not only for Yonamine’s (2013) assumptions but also
for the argument in the forecasting literature whereby predictions may be most accurate for localized
predictions.

25 That is, district level < province level < country level.
26 The title for this figure is an adaptation of Yonamine’s (2013, p. 32) title for his Table 3.
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Figure 8. Comparison of observed, ARFIMA predictions, and naive predictions at the country level. Data
source: Lockheed Martin Advanced Technology Laboratories (ATL) (2021).
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Figure 9. A comparison of observed, ARFIMA predictions, and naive predictions for the Kabul City
district. Data source: Lockheed Martin Advanced Technology Laboratories (ATL) (2021).

In the next section, the results of the present study are compared to those of Yonamine (2013) to
provide a comparison of the use of a shared analytical strategy with two main data sources—GDELT and
ICEWS. The comparison is presented in Table 1.

Table 1 shows that, at the district level, Yonamine’s (2013) results were clearly better, with 47 out 0of 48
months for which the ARFIMA model outperformed the naive model. In contrast, for the current study,
the figure was just 43 out of 48 months. The situation is reversed at the province level, with 42 out of 48
months for the current study, and 40 out of 48 months for Yonamine (2013). This was contrasted once
more at the country level, at which the figures for Yonamine (2013) and the current study were 30 out of
48 and 25 out of 48, respectively. An additional comparison of the MAE results obtained by Yonamine
(2013) and the present study is provided in Figures 10—12 for the district, province, and country levels,
respectively.
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Table 1. A comparison of the MAE results of Yonamine (2013) and the current study

Yonamine (2013) Current study
AE <NE Sum of MAE AE <NE Sum of MAE
TRUE  FALSE AE NE TRUE  FALSE AE NE
District 47 1 129.76 155.07 43 5 63.13 74.21
Province 40 8 1,004.56  1,151.50 42 6 406.62  505.5
Country 30 18 16,439 16,612 25 23 4,982 5,497

Data source: Yonamine (2013) and Lockheed Martin Advanced Technology Laboratories (ATL) (2021).
Abbreviation: AE, ARFIMA error; MAE, mean absolute error; NE, naive error.

May 2008 / Apr 2012
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5 =——AE-originat
NE_original
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Figure 10. A comparison of accuracy assessments between Yonamine (2013) and the current study at the

district level. Legend: original, Yonamine (2013); current, current study; AE, ARFIMA error; NE, naive

error. Data source: Yonamine (2013) and Lockheed Martin Advanced Technology Laboratories (ATL)
(2021).

Both Yonamine’s (2013) predictions and those made in the current study seem to follow similar trends.
However, the former set’s trends are more similar to each other, with two exceptions: May 2009—October
2009 and November 2010—April 2011. What is also noticeable is the difference in scale between the two
sets. Yonamine’s (2013) values for ARFIMA and naive MAE range from 1.66 to 5.5 and 1.7 to 6.25,
respectively. In contrast, the values for the current study are 0.88—1.97 and 1.04-2.21, respectively. The
MAE results for the province level are provided in Figure 11.

The abovementioned difference in scale was more noticeable at the province level. For Yonamine
(2013), the values of MAE ranged from 6.91 to 93.09 and 10.38 to 91.66 for the ARFIMA model and
naive model respectively. In contrast, the values for the current study ranged from 3.08 to 13.43 and 5.08
to 17.32, respectively. The difference probably originated in the different data sources, that is, GDELT and
ICEWS, respectively. Moreover, while both sets of predictions seem to follow the same respective trends,
Yonamine’s ARFIMA and naive predictions tend to be more in sync.

Figure 12 shows both sets of the ARFIMA and naive models as less in sync than at the previous levels.
However, the original study’s sets were more closely related despite involving greater divergence and
fluctuations. The increased scale of difference between the original and current studies probably resulted
from the further aggregation of data. An additional assessment of the prediction accuracy was made by
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Figure 11. A comparison of accuracy assessments between Yonamine (2013) and the current study at the

province level. Legend: original, Yonamine (2013), current, current study; AE, ARFIMA error; NE, naive
error. Data source: Yonamine (2013) and Lockheed Martin Advanced Technology Laboratories (ATL)

(2021).
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Figure 12. A comparison of accuracy assessments between Yonamine (2013) and the current study at the

country level. Legend.: original, Yonamine (2013); current, current study; AE, ARFIMA error; NE, Naive

error. Data source: Yonamine (2013) and Lockheed Martin Advanced Technology Laboratories (ATL)
(2021).

evaluating the extent to which the ARFIMA model reduced the MAE size compared to that of the naive
model. This measure was calculated using the following equation:

AE x 100
NE

100 —

where AE stands for “ARFIMA error” and NE stands for “naive error.” The results are summarized in
Table 2.
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Table 2. A comparison of the reduction in MAE size

Original study (%) Current study (%)
District 16.33 14.94
Province 12.77 19.57
Country 1.05 9.37

Data source: Yonamine (2013) and Lockheed Martin Advanced Technology Laboratories (ATL) (2021).

The results presented in Table 2 support the findings shown in Figures 10—12. The proportion of the
ARFIMA model’s outperformance of the naive model was better at the district level in the original
study. In the original study, the ARFIMA model reached an MAE size that was 16.33% smaller than that
of'the naive model. The comparable figure for the current study at that administrative level was 14.94%.
The situation was reversed at the province level, for which the current study reached a better result than
that of the original study—19.57% compared to 12.77% in the original study. For both studies, the
AFRIMA model’s performance was the worst at the country level, at which the proportion of reduction
in MAE size was the smallest for both studies—1.05% in the original study and 9.37% in the
current one.

The results presented so far called for a qualification of Yonamine’s (2013) assumption that the
ARFIMA model’s performance comparing to that of the naive model deteriorates with each level of
aggregation. This seemed to be true for the highest level of aggregation but not necessarily for the interim
one in the current study. Moreover, the rate of deterioration in the ARFIMA model’s performance
compared to that of the naive model was significantly smaller on all three levels of administrative units
than in the original study.

Furthermore, with regard to the difference in scales mentioned above, it should be noted that,
because the MAE is based on error size, which, in turn, is determined by the subtraction of the observed
from the predicted in absolute values, this finding may suggest that Yonamine’s (2013) study
contained a higher number of cases per month-district units. That would be in line with a common
observation in the literature that his data source, GDELT, may contain a considerable number of
duplicated events and thus suffers from a high number of false positives. This may also help to explain
the small difference between the results obtained by the current study at the district and province levels
—reflected in the number of administrative unit month for which the naive model outperformed the
ARFIMA model—which were very close: 43 versus 5 and 42 versus 6, respectively. The similarity
between these results was also reflected in the much smaller difference in scale of the results compared
to the original study.

The previous two sections of the analysis helped to assess the usability of Yonamine’s (2013)
analytical strategy with ICEWS data. Having done so, the approach was employed on the entire ICEWS
dataset timeframe—January 1995 through August 2021. The significantly longer period added yet
another dimension for evaluating Yonamine’s (2013) approach when using the ICEWS data; however, it
required the identification of a suitable cutting point for the data, dividing it into an ITS and TS. Three
cutting points for sets of ARFIMA and naive predictions at the country level were therefore determined:
2/3 ITS—1/3 TS, Y2 ITS—' (TS), and % ITS—" TS. The country level was selected under the
assumption that it was at that level that the ARFIMA model’s performance is the worst. Therefore, any
model that performed better at this level would do even better at the other levels. The results obtained by
this step are presented in Table 3.

Due to the very close “accuracy rate” measurements for the first two upper sets, a further comparison
was conducted at the district level. As mentioned above, this level is assumed to yield the best results in
terms of the ARFIMA model outperforming the naive one. The results of the comparison are presented in
Table 4.
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Table 3. A comparison of predictions at the country level

AE < NE?7 Sum of MAE?®

Accuracy Reduction in
TRUE FALSE TOTAL rate’® (%) AE NE MAE size (%)

ITS:50%, TS:50% 91 69 160 56.87 16,152 17,522 7.82
ITS:66%, TS:33% 62 47 109 56.88 10,794 11,814 8.64
ITS:75%, TS: 25% 44 36 80 55 7,937 8,574 7.43

Data source: Lockheed Martin Advanced Technology Laboratories (ATL) (2021).
Abbreviations: AE, ARFIMA error; ITS, initial training set; MAE, mean absolute error; NE, naive error; TS, test set.

Table 4. A comparison of predictions at the district level

AE <NE3° Sum of MAE??
Accuracy Reduction in
TRUE FALSE TOTAL rate® (%) AE NE MAE size (%)
ITS:50%, TS:50% 136 24 160 85 165.71  197.69 16.18
ITS:66%, TS:33% 87 22 109 79.81 105.69  122.55 13.76

Data source: Lockheed Martin Advanced Technology Laboratories (ATL) (2021).
Abbreviations: AE, ARFIMA error; ITS, initial training set; MAE, mean absolute error; NE, naive error; TS, test set.

The results of this comparison indicate that, at the district level, the performance of the ARFIMA
model was better in the upper set of the two models than the lower one for both the accuracy rate and
proportion of reduction in MAE size. Therefore, the next step of the analysis was to focus on a comparison
of the results of the ARFIMA and naive models for the division of the dataset into equal sized ITS and
TS. The results for all three levels of administrative units are presented in Table 5.

Table 5 contains somewhat surprising results. For the original timeframe, the use of the ARFIMA
model on ICEWS data resulted in a contradiction with Yonamine’s (2013) results in terms of the reduction
in MAE size. As shown in Table 2, the performance of the ARFIMA model yielded better results at the
province level than at the district level, while in the original study, the latter provided the best results.
However, using the division of the entire dataset into two equal sized sets, the ARFIMA model’s
outperformance of the naive model met the original study’s expectations as measured by reduction in
MAE size: the results at the district level were the best and the outperformance rate deteriorated the higher
the level of aggregation. The same can also be seen in Figures 13—15, which show a comparison of the
accuracy rate of both ARFIMA and naive models as measured in MAE across the three administrative
units. Figure 13 provides an overview of the results at the district level.

Figure 13 shows the red line, representing the MAE results for the ARFIMA model, as consistently
below the green line, which represents the MAE of the naive model, almost throughout the entire duration
of'the TS. It provides a visual demonstration of the 85% accuracy rate mentioned in Table 5. Similarly, the
not much worse results obtained for the province level are shown in Figure 14.

7 Measured as month units for which AE < NE is either TRUE or FALSE.
28 This parameter was calculated using the following equation; AEX100

2% This parameter was calculated using the following equation: 100 —
30 Measured as month units for which AE < NE is either TRUE or FALSE.

3! This parameter was calculated using the following equation: w with » = number of districts used in the calculation.
32 This parameter was calculated using the following equation: 100 — %.

AEx100
NE -
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Figure 13. An accuracy assessment with a cutting point at %2 of the full timeframe—district level. Data
source: Lockheed Martin Advanced Technology Laboratories (ATL) (2021).
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Figure 14. Accuracy assessment with cutting point %: of the full timeframe—province level. Data source:
Lockheed Martin Advanced Technology Laboratories (ATL) (2021).

Finally, the significant deterioration in the ARFIMA model’s outperformance of the naive model is
visually noticeable in Figure 15.

As mentioned in the discussion of the second section, the difference in results between the original and
current studies probably originates from their respective reliance upon GDELT and ICEWS, respectively.
This also led to the smaller number of cases per administrative unit months characteristic to ICEWS in the
current study. Therefore, it is reasonable to assume that the aggregation of the district-level data into
the province level in the current study resulted in better performance than displayed at the district level in
the original timeframe, before the deterioration at the (too-) aggregated country level. It does, however,
seem that the longer duration of the last section provided the ARFIMA model with enough data at the ITS
to yield better performance in spite of the smaller number of cases per administrative unit month in the
ICEWS data.
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Figure 15. Accuracy assessment with cutting point %: of the full timeframe—country level. Data source:
Lockheed Martin Advanced Technology Laboratories (ATL) (2021).

Table 5. A comparison of predictions with a cutting point at 7 full timeframe

AE < NE?** Sum of MAE?>
Accuracy Reduction in
TRUE FALSE TOTAL rate’* (%) AE NE MAE size (%)
District level 136 24 160 85 165.71  197.69 16.18
Province level 131 29 160 81.87 1,201.11 1,421.20 15.49
Country level 91 69 160 56.87 16,152 17,522 7.82

Data source: Lockheed Martin Advanced Technology Laboratories (ATL) (2021).
Abbreviation: AE, ARFIMA error; MAE, mean absolute error; NE, naive error.

Conclusions

The present article sets out to replicate the first study that used automated machine coding event data to
predict violent events at the subnational level. The original study can be seen as an early example of the
current trend in the literature to advance short-term, localized predictions. After replicating the original
study using a more reliable data source—ICEWS rather than GDELT—followed by a comparison of its
results with those of the original study, the original study’s analytical strategy was implemented on a much
longer timeframe. The latter analysis makes several contributions to the literature. Firstly, it demonstrated
that Yonamine’s (2013) analytical strategy is feasible and beneficial for short-term, localized predictions
using ICEWS—the current common standard. However, some precautions should be taken.

The ICEWS’s smaller number of events per administrative unit month requires either reliance on
longer periods than Yonamine (2013) did or on aggregation at a higher administrative unit level in order to
maximize ARFIMA’s performance. The current study, however, also revealed that the deterioration in
ARFIMA'’s outperformance compared to the naive model is much smaller at the country level than it is in
the original, GDELT-based study. This finding may indicate that country-level predictions using uni-
variate data may be sounder due to such data limitations.

33 Measured as month units for which AE < NE is either TRUE or FALSE.
** This parameter is calculated using the following equation: AEx100
35 This parameter is calculated using the following equation: 100 — %
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Second, the current study provides support for Yonamine’s (2013) original conclusion that univariate
time-series data could provide a “good enough” forecasting tool for policy actors. In practice, the
implementation of his analytical strategy only requires a reliable, timely data source and enough
computing power. Given the current almost weekly release of ICEWS data and ubiquitous availability
of either cloud or strong personal machines, both requirements could be easily met. However, Yonamine’s
(2013) original study did not make replication an easy task. While his personal Github account contained
some pieces of code that provided a little insight into his approach, it was never referenced in his article or
near completion. Thus, the third contribution of the current study lies in providing detailed code and data
that made reproducibility possible.

Fourth, the extensive, successful use of the naive model in the current study as a benchmark for
prediction accuracy, together with relevant visualization to ease interpretation, may be seen as support for
the abovementioned call to use such a simple algorithm as a benchmark. In other words, the current study
may help to establish this as a best practice. Fifth, a comparison of ARFIMA with other suitable models for
univariate time-series data predictions could be advantageous, in particular, for policy actors who look for
feasible, “good enough” forecasting tools. In this respect, the popular long short-term memory (LSTM)
algorithm may be a desirable comparison (Chen et al., 2020). Finally, the use of MAE as a measurement of
error should be compared to other possible types of measurements.

Naturally, further work is required to evaluate these conclusions. One important direction for further
study is related to the focus of the current study, due to its replicatory objective, on Afghanistan. Using
similar research designs on other countries would help to explore the reliability of the present study’s
findings. Similarly, there is a need to compare the analysis of the ICEWS data, constituting the backbone
of the article, to one derived from another data source. In spite of the author’s efforts, no other non-event
data source was found to enable such a validation exercise. The data collected by the International NGO
Safety Organisation (INSO) concerning incidents in Afghanistan, which is not accessible to the public,
may be a relevant data source for this task.>® By way of overcoming this limitation, organizations
considering to use the suggested approach for the short-term, localized prediction of violent events may
opt to “quantify” their own often rich qualitative data concerning localized violent events.>” This could
provide an unparalleled resource—relying on the intimate knowledge of local staff and their relationship
with local populations—either to be used for prediction per se or as a validation measure.*®

This brings up the crucial issue of specific and general limitations to the adoption of the presented
method by policy makers and actors. First and foremost, the 1-month-ahead predictions, demonstrated by
Yonamine (2013) and the current article, may not be as directly useful to policymakers as was hoped by
the original article. While policy actors are often interested in mid-to-long term forecasting, in-country
humanitarian actors are often occupied with even shorter timeframes than 1 month ahead. The use of the
suggested method may be best introduced as complementary to existing methods of prediction used by
policymakers and humanitarian actors. One area where it may be significantly beneficial is as a “remote
monitoring” tool:

“Remote monitoring describes the monitoring of (a) context evolution, (b) implementation of
programs and its effects, (c) performance and compliance of partner organisations in areas where
physical access to project sites, affected populations and/or partner organisations is restricted or not
possible.” (Sida and Oakley, 2019, p. 2)

36 The civilian death figures collected by the United Nations Assistance Mission in Afghanistan (UNAMA) could perhaps have
provided a rough baseline for comparison. However, they seem to be disseminated only as a periodical textual document rather than
a dataset.

37 Constituting a de-facto field work, this raises a complicated set of ethical and moral dilemmas. See Malejacq and Mukho-
padhyay (2016).

38 Similar recent calls for mixed-method approaches for data collection and analysis were made in other fields. For an excellent,
insightful introduction to the topic see Skarbek (2020).
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As long as a “good enough” data source (e.g., ICEWS) is available, the suggested approach in the
current article can clearly contribute to the “context evolution” dimension of “remote monitoring.”
However, the interpretation of results, that is, predictions, and, no less important, the drivers or
mechanisms causing them, requires forecasters to work hand-in-hand with subject matter experts who
have intimate familiarity with the region in question. This may be even more important with parsimonious
methods, like the one suggested in the present article, which lack additional information that may provide
clues concerning these drivers. In regard to the latter point, while growing attention is paid to the spatial
dimension of violence in the literature (Rokem et al., 2018), the potential contribution of the current article
is highly limited in this regard due to its reliance on univariate data. The lack of additional information
limits its ability to contribute to further understanding of the spatial mechanisms or drivers of violence in
Afghanistan. However, the spatial data visualization step described above may still help analysts gain
insights into the temporal and spatial dynamics of violent events in a given polity.

On a more general level, the way forward to improve conflict prediction will be to more explicitly
incorporate insight from theories of armed conflict. Further work on this could build on the recent
discussion between Blair and Sambanis (2020; 202 1) and Beger et al. (2021). Moreover, this issue and the
considerations above touch on the wider question of the relevance and utility of conflict prediction for
policy makers and actors. As was discussed in the above paragraphs, it is the firm belief behind the current
article that such methods could not only provide accurate predictions but could be highly beneficial to the
operations of humanitarian actors in the form of either adjusting “on ground” activity to predicted
violence or “distant monitoring.” As was also argued, there is a crucial need for collaboration between
the forecasters and subject matter experts in order to give the predictions policy- or action-relevance. This
is particularly important with parsimonious statistical models, like ARFIMA, which do not draw upon
additional information than the one (or few) variable included. The main advantage of these models—
enabling the prediction of violent events in conflict zones where collecting rich contextual information is
dangerous and hard—is also what limits their ability to shed light on the why questions.

Understanding this point—the advantage and limitations of univariate models—touches on a funda-
mental issue that is paramount to the adoption of data science methods by humanitarian actors: the relative
lack of statistical literacy and familiarity with data science among humanitarian as well as security and
intelligence actors on the one hand and the lack of contextual and social-science knowledge by data
scientists on the other.

The former rely and are used to highly contextual, qualitatively produced assessments and prediction
reports. These (ideally) draw upon subject matter expertise and social sciences theories, stemming, for
example, from development or area studies. Many of them may not be familiar with the statistical
learning-based data science methods used for producing quantitative, localized, near-term predictions A
lack of statistical literacy among humanitarian actors could hamper both trust in the analysis and dialogue
with the analysts. In the short term, collaboration of subject matter experts (usually qualitatively trained)
in the production and interpretation of the quantitatively driven prediction reports is a crucial step to
overcome that. Well-written, visualized reports that take the context in which the data need to be
interpreted into account could circumvent the lack of knowledge on both sides and prevent misunder-
standings. On the longer term, the training of data analysts with relevant social sciences and area studies or
the training of humanitarian actors in data science could bridge this gap and facilitate the adoption of these
methods by humanitarian actors.

As global instability grows, available humanitarian resources decline and timely, safe access to crisis
regions decreases, amidst growing availability of real-time data from most corners of the globe, there may
not be a realistic choice to humanitarian and security actors but to adopt data science and forecasting
methods. Achieving such mutual understanding and trust as soon as possible is mandatory for efficient
and proactive provision of conflict mitigation and humanitarian assistance.
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