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#### Abstract

Two characterisations are obtained for a gamma mixture distribution. The first is a generalisation of a result of Engel, Zijlstra and Philips [4] and the second is based on Gumbel's bivariate exponential distribution. The two characterisations are of direct relevance to some practical problems.


## 1. Introduction

Finite mixture distributions have recently received increasing attention in the statistical literature partly because of interest in their mathematical properties but mainly because they arise in an extremely wide variety of disciplines ranging from atomic physics to life testing, reliability and microbiology. Ashton [2] used a gamma mixture distribution in studying the distribution of time gaps in road traffic flow. In biology a common method (see Prentice [8]) for introducing extra-binomial variation in dilution analysis is to assume a mixture model. O'Neill [7] used a gamma mixture model for analysing the dilution data.

In the present paper two characterisations are obtained for a mixture of two gamma distributions. The first is an extension of the result of [4] concerning the characterisation of the gamma distribution by the negative binomial distribution which is based on the one-to-one map, generated by the Poisson process, between the continuous probability distributions on $[0, \infty)$ and the discrete distributions defined on $\{0,1,2, \ldots\}$. Our second result, which seems to be new in the literature, characterises the gamma mixture distribution using Gumbel's bivariate exponential distribution. The motivation here is the important role of the bivariate exponential distributions in representing the waiting time in two dimensional Poisson processes (see [6]).

## 2. The first characterisation

Consider a homogeneous Poisson process with parameter $\lambda=1$ and let $N(Y)$ be the number of points in the time-interval $[0, Y)$ with $Y$ a non-negative random variable.

[^0]Theorem. $Y$ has a gamma mixture distribution with respective parameters $\left(\alpha_{i}, \beta_{i}\right), i=1,2$ if and only if $N(Y)$ is distributed as a mixture of two negative binomial distributions with respective parameters $\left(\alpha_{i}, \beta_{i} /\left(1+\beta_{i}\right)\right), i=1,2$.

Proof: Suppose $Y$ has a gamma mixture distribution with density function

$$
\begin{gather*}
h(y)=\frac{\lambda_{1}}{\Gamma\left(\alpha_{1}\right)} \beta_{1}^{\alpha_{1}} y^{\alpha_{1}-1} e^{-\beta_{1} y}+\frac{\lambda_{2}}{\Gamma\left(\alpha_{2}\right)} \beta_{2}^{\alpha_{2}} y^{\alpha_{2}-1} e^{-\beta_{2} y}  \tag{2.1}\\
y>0 ; \alpha_{i}>0 ; \beta_{i}>0 ; i=1,2 ; 0 \leqslant \lambda_{1} \leqslant 1 ; \lambda_{1}+\lambda_{2}=1
\end{gather*}
$$

Then, we have

$$
\begin{aligned}
& P(N(Y)=k)=\int_{0}^{\infty} \frac{y^{k}}{k!} e^{-y} h(y) d y \\
& =\lambda_{1} \frac{\Gamma\left(k+\alpha_{1}\right)}{\Gamma\left(\alpha_{1}\right) k!}\left(\frac{\beta_{1}}{1+\beta_{1}}\right)^{\alpha_{1}}\left(\frac{1}{1+\beta_{1}}\right)^{k} \int_{0}^{\infty} \cdot \frac{\left(1+\beta_{1}\right)^{k+\alpha_{1}}}{\Gamma\left(k+\alpha_{1}\right)} y^{k+\alpha_{1}-1} e^{-\left(1+\beta_{1}\right) y} d y \\
& \quad+\lambda_{2} \frac{\Gamma\left(k+\alpha_{2}\right)}{\Gamma\left(\alpha_{2}\right) k!}\left(\frac{\beta_{2}}{1+\beta_{2}}\right)^{\alpha_{2}}\left(\frac{1}{1+\beta_{2}}\right)^{k} \int_{0}^{\infty} \frac{\left(1+\beta_{2}\right)^{k+\alpha_{2}}}{\Gamma\left(k+\alpha_{2}\right)} y^{k+\alpha_{2}-1} e^{-\left(1+\beta_{2}\right) y} d y \\
& =\lambda_{1}\binom{k+\alpha_{1}-1}{k}\left(\frac{\beta_{1}}{1+\beta_{1}}\right)^{\alpha_{1}}\left(1-\frac{\beta_{1}}{1+\beta_{1}}\right)^{k} \\
& \quad+\lambda_{2}\binom{k+\alpha_{2}-1}{k}\left(\frac{\beta_{2}}{1+\beta_{2}}\right)^{\alpha_{2}}\left(1-\frac{\beta_{2}}{1+\beta_{2}}\right)^{k} ; \\
& k=0,1,2, \ldots .
\end{aligned}
$$

Hence, the distribution of $N(Y)$ is a mixture of two negative binomial distributions with parameters $\left(\alpha_{i}, \beta_{i}\left(1+\beta_{i}\right)^{-1}\right), i=1,2$ respectively.

We now prove the "only if" part.
We have

$$
\begin{equation*}
\int_{0}^{\infty} \frac{y^{k}}{k!} e^{-y} d H(y)=\sum_{i=1}^{2} \lambda_{i}\binom{k+\alpha_{i}-1}{k}\left(\frac{\beta_{i}}{1+\beta_{i}}\right)^{\alpha_{i}}\left(\frac{1}{1+\beta_{i}}\right)^{k}, \quad k=0,1,2, \ldots \tag{2.2}
\end{equation*}
$$

where $H(y)$ is the distribution function of $Y$.
Now, let $g(s)$ be the Laplace-Stieltjes transform of the probability measure defined by $\boldsymbol{H}(\boldsymbol{y})$. Therefore

$$
\begin{equation*}
g(s)=\int_{0}^{\infty} e^{-s y} d H(y) ; \quad \operatorname{Re}(s)>0 \tag{2.3}
\end{equation*}
$$

Differentiating (2.3) $k$ times, we get

$$
\begin{equation*}
g^{(k)}(s)=\int_{0}^{\infty}(-y)^{k} e^{-s y} d H(y) \tag{2.4}
\end{equation*}
$$

Using (2.4) we observe that (2.2) is equivalent to

$$
\begin{equation*}
\frac{(-1)^{k}}{k!} g^{(k)}(1)=\sum_{i=1}^{2} \lambda_{i}\binom{k+\alpha_{i}-1}{k}\left(\frac{\beta_{i}}{1+\beta_{i}}\right)^{\alpha_{i}}\left(\frac{1}{1+\beta_{i}}\right)^{k} ; \quad k=0,1,2, \ldots \tag{2.5}
\end{equation*}
$$

Multiplying both sides of (2.5) by $(-s)^{k}$ and then summing for all values of $k$, we get

$$
\begin{align*}
\sum_{0}^{\infty} \frac{g^{(k)}(1)}{k!} s^{k} & =\sum_{i=1}^{2} \lambda_{i}\left(\frac{\beta_{i}}{\left(1+\beta_{i}\right)}\right)^{\alpha_{i}} \sum_{k=0}^{\infty}\binom{k+\alpha_{i}-1}{k}\left(\frac{-s}{1+\beta_{i}}\right)^{k}  \tag{2.6}\\
& =\sum_{i=1}^{2} \lambda_{i}\left(\frac{\beta_{i}}{1+\beta_{i}}\right)^{\alpha_{i}}\left(1+\frac{s}{1+\beta_{i}}\right)^{-\alpha_{i}} \\
& =\sum_{i=1}^{2} \lambda_{i}\left(\frac{\beta_{i}}{s+1+\beta_{i}}\right)^{\alpha_{i}}
\end{align*}
$$

Now, the left hand side of (2.6) is the Maclaurin expansion of the function $g(1+s)$. Hence,

$$
g(1+s)=\sum_{i=1}^{2} \lambda_{i}\left(\frac{\beta_{i}}{1+s+\beta_{i}}\right)^{\alpha_{i}}
$$

or,

$$
\begin{equation*}
g(s)=\sum_{i=1}^{2} \lambda_{i}\left(\frac{\beta_{i}}{s+\beta_{i}}\right)^{\alpha_{i}} \tag{2.7}
\end{equation*}
$$

The right hand side of (2.7) is the Laplace transform of a mixture of two gamma distributions with respective parameters ( $\alpha_{i}, \beta_{i}$ ), $i=1,2$. Since the Laplace transform is a one-to-one mapping, the proof is complete.

Remarks.

1. In the special case $\alpha_{1}=\alpha_{2}=1$, that is, $Y$ is distributed as a mixture of two exponential distributions with respective parameters $\beta_{1}$ and $\beta_{2}, N(Y)$ has a mixture distribution of two geometric distributions with respective parameters $\beta_{1} /\left(1+\beta_{1}\right)$ and $\beta_{2} /\left(1+\beta_{2}\right)$.
2. The above theorem can be extended, easily, to the case of a mixture of any finite number of gamma distributions.

## 3. The second characterisation

Let $X=\left(X_{1}, X_{2}\right)$ be a vector of non-negative random variables. Let the conditional distribution of $X$ given a non-negative random variable $\theta$ be a Gumbel's bivariate exponential distribution with survival function

$$
\begin{equation*}
\bar{F}\left(x_{1}, x_{2}\right)=e^{-\theta\left(x_{1}+x_{2}+x_{1} x_{2}\right)}, \quad x_{1}, x_{2}>0 \tag{3.1}
\end{equation*}
$$

Theorem. The distribution of $\theta$ is a mixture of two gamma distributions with respective parameters $\left(\alpha_{i}, \beta_{i}\right), i=1,2$ if and only if the unconditional distribution of $X$ is a mixture of two bivariate Pareto distributions (of the second type) with respective parameters ( $\alpha_{i}, \beta_{i}$ ), $i=1,2$.

Proof: Suppose $\theta$ has a mixture distribution of two gamma distributions with density function

$$
\begin{gather*}
d G(\theta)=\sum_{i=1}^{2} \frac{\lambda_{i}}{\Gamma\left(\alpha_{i}\right)} \beta_{i}^{\alpha_{i}} \theta^{\alpha_{i}-1} e^{-\beta_{i} \theta} d \theta  \tag{3.2}\\
\theta>0 ; \alpha_{i}>0 ; \beta_{i}>0 ; i=1,2 ; 0 \leqslant \lambda_{1} \leqslant 1 ; \lambda_{1}+\lambda_{2}=1
\end{gather*}
$$

Then the unconditional distribution function $F\left(x_{1}, x_{2}\right)$ of $X$ is given by

$$
\begin{align*}
F\left(x_{1}, x_{2}\right) & =\int_{0}^{\infty} F\left(x_{1}, x_{2} \mid \theta\right) d G(\theta)  \tag{3.3}\\
& =\sum_{i=1}^{2} \lambda_{i} \frac{\beta_{i}^{\alpha_{i}}}{\Gamma\left(\alpha_{i}\right)} \int_{0}^{\infty}\left[1-e^{-\theta x_{1}}-e^{-\theta x_{2}}+e^{-\theta\left(x_{1}+x_{2}+x_{1} x_{2}\right)}\right] \theta^{\alpha_{i}-1} e^{-\beta_{i} \theta} d \theta \\
& =\sum_{i=1}^{2} \lambda_{i}\left[1-\left(\frac{\beta_{i}}{\beta_{i}+x_{1}}\right)^{\alpha_{i}}-\left(\frac{\beta_{i}}{\beta_{i}+x_{2}}\right)^{\alpha_{i}}+\left(\frac{\beta_{i}}{\beta_{i}+x_{1}+x_{2}+x_{1} x_{2}}\right)^{\alpha_{i}}\right]
\end{align*}
$$

The right hand side of (3.3) is the distribution function of the mixture of two bivariate Pareto distributions with respective parameters ( $\alpha_{i}, \beta_{i}$ ), $i=1,2$, (see [ 5 , Chapter 42,3]).

Now, we prove the "only if" part.
Suppose that the unconditional distribution of $X$ is in the form of the right hand side of (3.3). Then we have

$$
\begin{align*}
& \int_{0}^{\infty}\left[1-e^{-\theta x_{1}}-e^{-\theta x_{2}}+e^{-\theta\left(x_{1}+x_{2}+x_{1} x_{2}\right)}\right] d G(\theta) \\
& =\sum_{i=1}^{2} \lambda_{i}\left[1-\left(\frac{\beta_{i}}{\beta_{i}+x_{1}}\right)^{\alpha_{i}}-\left(\frac{\beta_{i}}{\beta_{i}+x_{2}}\right)^{\alpha_{i}}+\left(\frac{\beta_{i}}{\beta_{i}+x_{1}+x_{2}+x_{1} x_{2}}\right)^{\alpha_{i}}\right] \tag{3.4}
\end{align*}
$$

If $g(s)$ is the Laplace-Stieltjes transform of $G(\theta)$, then (3.4) may be written as

$$
\begin{aligned}
& g\left(x_{1}\right)+g\left(x_{2}\right)-g\left(x_{1}+x_{2}+x_{1} x_{2}\right) \\
& \quad \sum_{i=1}^{2} \lambda_{i}\left[\left(\frac{\beta_{i}}{\beta_{i}+x_{1}}\right)^{\alpha_{i}}+\left(\frac{\beta_{i}}{\beta_{i}+x_{2}}\right)^{\alpha_{i}}-\left(\frac{\beta_{i}}{\alpha_{i}+x_{1}+x_{2}+x_{1} x_{2}}\right)^{2}\right]
\end{aligned}
$$

or,

$$
\begin{equation*}
W\left(x_{1}\right)+W\left(x_{2}\right)=W\left(x_{1}+x_{2}+x_{1} x_{2}\right) \tag{3.5}
\end{equation*}
$$

where,

$$
\begin{equation*}
W(x)=g(x)-\sum_{i=1}^{2} \lambda_{i}\left(\frac{\beta_{i}}{\beta_{i}+x}\right)^{\alpha_{i}} \tag{3.6}
\end{equation*}
$$

Now, since $W(0)=0$, then (3.5) is valid for $x_{1}=0$ (and valid, also, for $x_{2}=0$ ).
Therefore, following the argument of the proof of Theorem 2, p. 41 in [1], it is easy to see that

$$
W(x)=0
$$

is the only solution of the functional equation (3.5). Hence,

$$
\begin{equation*}
g(s)=\sum_{i=1}^{2} \lambda_{i}\left(\frac{\beta_{i}}{\beta_{i}+s}\right)^{\alpha_{i}} \tag{3.7}
\end{equation*}
$$

The right hand side of (3.7) is the Laplace transform of the mixture of two gamma distributions with parameters ( $\alpha_{i}, \beta_{i}$ ) , $i=1,2$ respectively. Since the Lapalce transform is a one-to-one mapping the proof is complete.

Remark. Suppose $F\left(x_{1}, x_{2} \mid \theta\right)$ is the distribution function of a bivariate Weibull distribution, that is

$$
\begin{gathered}
F\left(x_{1}, x_{2} \mid \theta\right)=1-e^{-\theta \gamma_{1} x_{1}^{b}}-e^{-\theta \gamma_{2} x_{2}^{b}}+e^{-\theta\left(\gamma_{1} x_{1}^{b}+\gamma_{2} x_{2}^{b}+r \gamma_{1} \gamma_{2} x_{1}^{b} x_{2}^{b}\right)} \\
x_{1}, x_{2}>0 ; \gamma_{1} ; \gamma_{2}>0 ; b>0 ; r>0
\end{gathered}
$$

Then $\theta$ has a mixture distribution of two gamma distributions with respective parameters $\left(\alpha_{i}, \beta_{i}\right), i=1,2$ if and only if the unconditional distribution of $X$ is a mixture of two bivariate Burr distributions (see [3]) with respective parameters $\left(\alpha_{i}, \beta_{i}, r, \gamma_{1}, \gamma_{2}, b\right), i=1,2$.

In fact, the proof of this result is similar to that of the above theorem. The only difference is that, in the "only if" part of the proof we get the functional equation

$$
W\left(\gamma_{1} x_{1}^{b}\right)+W\left(\gamma_{2} x_{z}^{b}\right)=W\left(\gamma_{1} x_{1}^{b}+\gamma_{2} x_{2}^{b}+r \gamma_{1} \gamma_{2} x_{1}^{b} x_{2}^{b}\right)
$$

which, on substituting $y_{i}=\gamma_{i} x_{i}^{b}, i=1,2$, reduces to

$$
W\left(y_{1}\right)+W\left(y_{2}\right)=W\left(y_{1}+y_{2}+r y_{1} y_{2}\right)
$$

and this last equation has the same unique solution as that of equation (3.5).
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