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Abstract

A conjecture on the Hausdorff dimension for Markov attractors of disjoint hyperbolic iterated
function systems was given by Ellis and Branton. This paper proves the conjecture and generalizes
the result to more general cases.

1991 Mathematics subject classification (Amer. Math. Soc): 58F12.

1. Introduction

In [2] Ellis and Branton have discussed the Hausdorff dimension of attractors of
disjoint hyperbolic iterated function systems. The main results of [2] are

THEOREM A. (Ellis and Branton) Let A be the attractor of a disjoint hyper-
bolic iterated function system (X; Tu ..., Tn). Suppose that

std(x, y) < d(TiX, Tty) < std(x, y) Vx, y € X, 1 < i < n

for some constants 0 < s, < s, < 1. Then

I < dim(A) < M,

where J2"=is' = * and E"=i^" = l-
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[2] On Hausdorff dimension for attractors 217

THEOREM B. (Ellis and Branton) Assume that (X; Tu ... ,Tn) is the same as
in Theorem A, and M is a primitive Markov transition matrix, AM is the Markov
attractor of the iterated function system associated with M. Then

dim(AM) < u,

where

and

S =

0 sn

For the lower bound of dim(AM), they gave the following conjecture:

CONJECTURE. Under the same assumptions as Theorem B, we have

dim(AM) > /,

where

and

S =

Ellis and Branton showed that the conjecture is true in some special cases.
In this paper we shall prove that the conjecture is true in the general case and
extend the result in the case when M is not primitive and when not all Tt 's are
contractions. The main result of this paper is

THEOREM. Suppose that M is a Markov transition matrix with at least one
non-zero eigenvalue, and that (X, Tu ..., Tn) is a disjoint iterated function
system such that

sid(x, v) < d(T,x, Tty) < std{x, y)

and
0 < Si < Si < 1 .
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218 Q. Yin [3]

Then we have
I < dim(AM) < u,

where
\\MS'\\ = 1 and \\MSU\\ = 1,

and AM, S, S are as before.

In Section 2 we review the notions of iterated function systems and some
results we will use. In Section 3 we will give the proof of the conjecture in the
case M is irreducible. In the Section 4 we will generalize the result to the case
M is reducible. In the last section we consider the situation when not all the 7) 's
are contractions.

This paper is a part of my Ph. D work under the supervision of Professor
G. Brown in the University of New South Wales. I should like also to thank
Professor C. Sutherland for his kind help.

2. Preliminaries

DEFINITION 1. An iterated function system (X; Tx,..., Tn) is a compact met-
ric space, X, together with continuous maps 7] X i-»- X.

We say (X; Tu ..., Tn) is hyperbolic if there exists a constant 0 < s < 1
such that

d(TiX, Tty) < sd(x, y) Wx,y€X, 1 < i < n.

For a hyperbolic iterated function system (X;TU ... ,Tn),a subset A of X is
called the attractor of the system if

(i) 0 ^ A is closed;
(ii) Tt(A) C A, forl < i < n;

(iii) A is minimal with respect to (i) and (ii).
Hutchinson proved that the attractor A exists for every hyperbolic iterated

function system and A = (J"=1 Tt(A). In addition Va € A, there exists a
sequence i\, i2, • • • such that

lim 7}, o Th o ... o Timx = a.
m->oo

for all x e X (see [5]).
If the attractor A of a hyperbolic iterated function system (X; Tu ... ,Tn)

satisfies T, (A) f] Tj(A) = 0 when i ^ j , then the system is called disjoint.
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EXAMPLE. Let

SB
+ = { ( i , , i 2 , . . . ) H < i < « }

and define maps at : £+ i->- E+ by

cr,(/i, i2, • • •) = 0', ' i , *2, • • •). 1 < / < n.

If we define a metric, d, on E+ by

d(lj) = 2~k when i'i = ji /* = A; J*+I 7̂  A+i.

where i = O'i, i2, . . . ) , j = O'i, j 2 , ...). Then ( (E+ ,d ) ; ax,..., on) is a
disjoint hyperbolic iterated function system satisfying

1
d{Oi(\), a,(j)) = -d{\, j) 1 < i < n,

2
with A = (E+, d) as its attractor. By Theorem A we know that

_ log«

~ Iog2

DEFINITION 2. An n x « matrix Af is called a Markov transition matrix if all
of its entries are 1 or 0.

We say a sequence (finite or infinite) ix, i2,... is M-admissible, if

Milij+l = 1

for all 7 = 1 ,2 , . . . , and where ij € { 1 , 2 , . . . , n}.
Let

E ^ = {(«!, i2, • • •) I 0i» h, • • •) is M-admissible}.

Then, under the metric d defined above, E ^ is a closed, therefore compact,
subspace of (£+ , d).

DEFINITION 3. A non-negative square matrix M (all entries of M are non-
negative, written M > 0) is called primitive if M* > 0 (all entries > 0) for
some positive integer k.

DEFINITION 4. An n x n matrix M is called reducible if there is a permutation
that puts it into the form

~ / M n M12 \
V 0 M22 y

where Mn and M22 are square matrices. Otherwise M is called irreducible.
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Obviously, a primitive matrix is irreducible. For an irreducible non-negative
matrix M, we have the following Frobenius Theorem (see [4]).

THEOREM. (Frobenius) An irreducible non-negative matrix M always has a
positive eigenvalue X. The moduli of all the other eigenvalues do not exceed X.
And there is an eigenvector associated to X with all positive coordinates.

In this paper we use \\M\\ to denote the maximal modulus of eigenvalues of
M.

DEFINITION 5. Let (X; Tu ..., Tn) be a hyperbolic iterated function system
with attractor A, and let M be a Markov transition matrix. We say that a point
a € A is M-attractive, if there exists an M-admissible sequence iu i2,... such
that

a = lim Ti{ o Th o ... o Timx

for all x e X. The set of all M-attractive points of A, denoted as AM, is called
the Markov attractor of the system associated with M.

L e t f i , = AM p 7} 0 4 ) = {a\a - l i m m ^ o o TtoTho.. .oTimx, ( i , i2, ...,im,...)
6 S^}. Then we have

Bi = }Jl
Ti(Bj) '

For ((£+, d); ox,..., on), ( S ^ , d) is the Markov attractor. If M is a primitive
Markov transition matrix, it is shown in [2] that

3. Proof of the conjecture

In this section we give a proof of the conjecture when M is irreducible. That
is, we will prove

THEOREM 1. Suppose that (X; T\, ..., Tn) is a disjoint hyperbolic iterated
function system satisfying

std(x, y) < d(TjX, Tty) < std{x, y) V i j e X , 1 < / < n,
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where 0 < s,: < s, < 1, M is an irreducible Markov transition matrix, and AM

is the Markov attractor associated with M. Then

I < dim(AM) < u

where
||MS'|| = 1 and ||MS"|| = 1

and

5 = 1 -. , S =
0 sn j \ 0 sn

In order to prove Theorem 1, we need to consider E+. Now we define another
metric d' on E+ by

W , • • -Sit) > ' 1 — Jl, • • • , h — Jk-, lk+\ T- Jk+l

0 , / i = j i , i 2 = j i , • • •

where i = (/,, i2,...), j = (y"i, j 2 , . . . ) .
It is easy to see that d' is a metric on E+. Clearly, ((E+, d')\ au . . . , on)

is also a disjoint hyperbolic iterated function system with attractor (E+, d'). In
fact, (E+, d') is a self-similar set with dim(E^, d') — k, where k satisfies

For a Markov transition matrix M, (E^, rf') is also the Markov attractor of
((E+, d')\ o\,..., on). We want to prove

PROPOSITION 1. Suppose that M is an irreducible Markov transition matrix.
Then

PROOF. For any cover of E^, say ^ = {Bj}, use fi(p) to denote the sum
52j(d'(Bj))p, where p is a positive number. Let v = (i>i, v2,..., vn)' with
121=1 v> = 1 be the eigenvector of MS'associated with || MS'|| = 1 inFrobenius'
Theorem.

Let [ii it] be the set of all sequences of Y^ with (ii,..., ik) as their first
k entries and call it a block. Using /?* to represent the cover of E^ consisting of
all the M-admissible blocks [/] ,i2,..., ik], we have
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where d'[il,i2,..., ik] is the diameter of the set [*i,«2, •••>**]• Clearly,

d ' ( [ / i , / 2 , . . . , / * ] ) - • 0 as k ->• 00.

So, if j8*(l) < 00 for any k, then d i m ( E ^ , of') < 1. Now

rf'([*i * * ] ) =
I]...Ik li...lk

admissible admissible

;.*-,i*ui*

I'I.-I*
admissible

n

where c = l/min,{u,}.
Now we show that the set

{ 0(1) I 0 = {fl;} is a cover of S + }

has a positive lower bound. Hence the 1-dimensional Hausdorff measure of
(E^, d') is positive, therefore dim((E^)) > 1.

Since ( S ^ , d') is compact, we need only consider finite covers. Suppose that
0 = {Bj, 1 < j < /n} is a cover of E^. For any fiy, there exists x, y e Bj ,
such that

d'(Bj)=d\x,y) = (silSh...s,tj)'.

Hence for any z € Bj , we have

d'(x, z) < d'(x, y) ,

so z e [J'I, . . . , ik], and we get

Bj C [ i i , . . . , i * , ] .

It is reasonable to assume that each B is a block [z'i,..., i*] for some J'I , . . . , /t.
Let ? be the maximal length of a block in the cover 0 = {fii , . . . , Bm). For

each Bj — [/[,. . . , ikj], consider the cover a,(Bj) of Bj by blocks of length t.
Then

/

= / J W i • • • sikj
 Svkj+i • • • sv,) 1
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where the sum J^' *s o v e r admissible sequences with M,-t.Vt+1 = 1. Thus

< c(sh ... sik.)' ] T ( M , t . Vkj+1 s'Vkj+i ) • • • ( M v , _ , v, sl
Vi) vVl

= c(Sil...sitiyvikj <cd'(Bt) .

Hence

- c

j

t

= = C / j / . Wi • • • sikjSVkj+i • • • sv,)

1 ,
admissible

Now we have proved Proposition 1.

If we use s, instead of st and u instead of /, we obtain the same result.
For the proof of Theorem 1, we also need the following lemma (see [6]).

LEMMA. Let X,Y be two metric space with a map f : 1 ^ 7 , and S, c be
positive constants. Then we have

(a) ifd(f(x), / (v)) > cd(x, y)s, then

dim(Y) > - dim(X) ;
8
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(b) iff(X) = Y andd{f{x), f(y)) < cd(x, y)s, then

dim(F) < - dim(X) .
8

Now we can prove Theorem 1.

PROOF OF THEOREM 1. Define / : E^ h+ AM by

/O'i, /2,...) = lim 7}, o 7}2 o . . . o Timx Vx e X .

Since the limit on the right hand side is independent of x, f is well defined. By
disjointness we have

c = inf{ d(x, y)\x € Tt(A), y £ Tj(A), i # y } > 0.

For any i = (71; /2. • • •), j = O'i. J2, • • •) 6 ^ « ' w e estimate the distance
between a = liirim^oo Til o Ti2 o ... o Timx and ft = linim^oo 7}, o 7)2 o . . . o 7}mx.

Suppose
<f(i,j) = (.y,-,^...•$,-,)' ,

that is

i, = jt, 1 <t < k; ik+x ± j k + x .

Let

a' — lim T, o . . . o 7} x and ft' = lim 7} o . . . o Tjmx.
m->oo m-»oo

We have a' e Tik+l (A), ft' e 7}t+I (A), so that

rf(fl\ ft') > C .

Moreover,

a = Tu o 7}2 o . . . o Tita', b — Th o Th o . . . o Tikb' .

Hence

J(a, ft) > shsh ... sik d(a', ft') > sitsh ... sikc = cd'{\, j) ' '.

Applying the first part of the lemma (8 — I"1) we know

On the other hand, using the second part of the lemma (8 = u~l) and the
result of Proposition 1 when 5, is instead of s, and u instead of/, we obtain

( M ) u .

The proof is completed.
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4. Generalization

Now we assume that M is reducible. At first we suppose that

M = ( 0 M2)

where Mx and M2 are m x m and (n — m) x (n — m) irreducible matrices
respectively.

If Af 12 = 0 , we consider (X; Ti, . . . , Tm) and (X; Tm+i, . . . , Tn) , and get

l\ < dim(AMl) < Mi and /2 < di

where

- | | M i S T \ \ = \ and ||M252
2|| =

with similar definitions for S\ and S 2 .
Clearly,

AM = AMl [J AMl and / < dim(AM) < u

where
/ = max{/i, / 2 } , u = max{wi, u2}.

And we have

HAfS'll =max{||A#15/
1}||, ||M252||} = 1,

and

ni, ||M252"||} - 1 .
If M\2 5̂  0, the M-admissible sequence related to Mi2 is

' l> hi • • • •> h , jk+lt jk+2i • • •

where (/i, . . . , «*) and (jk+i, jk+i, • • •) are Mi and M2 admissible respectively
with Mikh+[ = 1. Since the set

{(J'I, i2, . . . , / * ) ! 0'i, i2, • • •, «*) is M-admissible, k — 1 ,2, . . .}
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i-l

Ml )

is countable, we denote the related composite maps as 7(1) , 7 ( 2 ) , . . . . Using
AMl2 to denote the set of all the M-attractive points related with Mi2, we have

So

dim(AM|2) = dim

= suj

But

hence

and

Certainly

/ o o

dim(AM|2) = dim I U T(i)(A»

= sup {dim(T(i)(AM2))} = dim(AM2).

AM
 =

 AMI \^J AM2 \^_J AM12\

dim(AM) = max{dim(i4Ml), dim{AMl}

I < dim(AM) < u.

||MS'|| = 1 and \\MS"\\ = 1.

In general, a Markov transition matrix M with ||M|| > 0, can acquire the
form

M, * \

M =
Mk - l

0 Mk

through permutation, where Mu . . . ,Mk-\ are irreducible , and Mk irreducible
or of the form

/0 *

Mk=\

\ 0 0

Without loss of generality, we can assume

/ M,

M =
M,k-\

Mk )
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[12] On Hausdorff dimension for attractors 227

If Mk is irreducible, from the above we know that

dim(AM) = max{dim(AMl),..., dim(AMk)}.

Hence

where
/ = max{/i,... ,4} and u = max{«i,. . . , uk]

and /,, M, have the same meaning as in the case k = 2 .
In the case

( 0 *

0 0
there is no infinite M-admissible related to Mk, so AMk — 0. Since ||M|| > 0,
we must have k > 1. Again we have

= max{dim(AM,),..., dim(AMkl), dim(AMt)}

and

where
/ = max{/j,. . . , h~\\ and M = max{«i,. . . , «t_i}.

In both cases we can easily see

IIMS'H = 1 and ||Af5"|| = 1.

Now we have proved

THEOREM 2. Suppose that (X; Tu ... ,Tn) is a disjoint hyperbolic iterated
function system, and M is a Markov transition matrix with at least one non-zero
eigenvalue. Then we have

I < dim(j4M) < u

where
\\MSl\\ = \ and \\MSU\\ = 1.
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5. Not all 7 '̂s need to be contractions

Feiste showed in [3] that for an iterated function system ( X; T\,..., 7"n), if it
is cyclically contracting with respect to an irreducible Markov transition matrix
M, the Markov attractor AM exists. We will show that the result of Theorem 2
holds in this case.

DEFINITION 6. Suppose a Markov transition matrix M is given. A path from
i\ to ik is a finite M-admissible sequence i\, i2, • • •, ik- A cycle is a path with
Mitix = 1. By elementary path or elementary cycle we mean a path or a cycle
for which is ^ /,, when s ^ t.

DEFINITION 7. Definition 7 Let (X; Tx,..., Tn) be an iterated function sys-
tem, where 7]'s are Lipschitz maps with Lip{Tt) = r,, and M be a Markov
transition matrix. (X; T\, ..., Tn) is called cyclically contracting if for any
elementary cycle i\,..., ik we have rixrtl... r,m < 1.

In [3] we find the following theorem.

THEOREM. (Feiste) Let (X; T\,... ,Tn) be an iterated function system, where
Tt's are Lipschitz maps. If(X;Tl,...,Tn)is cyclically contracting with respect
to an irreducible Markov transition matrix M then there is a unique m-tuple
B = (Z?i, . . . , Bn) of compact subsets Bt C X with

, = | J TABj

for alii e {1 , . . . ,«} .

Bandt proved in [1] that

Bi = {a\a = lira Tf o 7;2 o . . . o Timx; (i, i2, ..., im,...) e E+ x e X} .
m—>oo

Let AM = U"=1 Bi- We also call it the Markov attractor of (X; Tu ..., Tn),
though the attractor A may not exist in this situation. If Bt (~) Bj = 0 we also
call (X; T\, ..., Tn) disjoint iterated function system.

Now we generalize Theorem 1 to the case (X; T\,..., Tn) is cyclically con-
tracting.

Suppose that M is an irreducible Markov transition matrix, {si, s^ . . . , sn} is
a group of positive constants such that for any elementary cycle ih i% ..., ik we
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[14] On Hausdorff dimension for attractors 229

havesilsh ...sk < 1, and/ is a constant satisfying | |M5' | | = 1. As in Section 2,
we define a metric d" on £ J by

,•}•' * h±ju

wherei = ( / i , i2, •••),] = (ji, ji> •••) are M -admissible sequences, and
v = (vx, v2,..., vn)' has the same meaning as in the proof of Proposition 1.

S u p p o s e i = ( i x , . . . , i k , i k + x , . . . ) , j = ( i x , . . . , i k , j k + x , . . . ) a n d t =
( / i , . . . , ir, tr+x,...) are M-admissible squences with ir+x ^ tr+x, ik+l ^ j k + x

and r < k. We have

d"{\, t) = (sh ... sir)'vir = (5,, . . . sir)'

Hence d"{i, j) < d"(i, t) + d"(t, j). Thus d" is really a metric on E^. But this
time d" is not a metric on E+. In [1] it is shown that (sh ... Sik)'vit —> 0, as
k —> oo. In the same way as in Section 2 we can also prove

PROPOSITION 2. dim(E^, d") - 1.

Using Lemma 2, with 8 = /" ' for the first part, and 8 — u~x for the second,
we obtain

THEOREM 3. Let M be an irreducible Markov transition matrix, and let
{X;Ti,...,Tn}bea disjoint iterated function system cyclically contracting
with respect to M satisfying

std(x, y) < d{TiX, T,y) < std(x, y).

Then

I < dim(AM) < M

where \\MS'\\ = 1 and \\MSU\\ = 1.

As in Section 3, we can generalise Theorem 3 to the case ||M|| > 0, where
M need not be irreducible. Finally we obtain
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THEOREM 4. Suppose that M is a Markov transition matrix with at least one
non-zero eigenvalue, and that (X;Tu-.-,Tn) is a disjoint iterated function
system cyclically contracting with respect to M satisfying

std{x, y) < d{TiX, Tty) < srfix, y).

Then we have
I < dim(AM) < u

where ||M5'|| = 1 and \\MSU\\ = 1.

NOTE ADDED IN PROOF. The technique used in the proofs of Theorem 1 and
3 can also be applied to fractals constructed with sofic systems (see [1]). Let
[X; Tu ..., Tn} be an iterated function system. Let Qt(i = 1 , . . . , m) be a
non-empty subset of {1, . . . ,«} x { 1 , . . . , m\ and F = {{kxk2.. .)| there are
i0, ii, • • • e { 1 , . . . , m], with (it,, is) e Qis_,}. If {X; Tu ..., Tn] is cyclically
contracting with F, there exist non-empty compact subsets Cu ... ,Cn such that
C, = U{Tk(Cj)\(k, j) e Qi}. Construct a n m x m matrix such that M(r, a) by
letting Mij = ^,{r"\(k, j) € £?,}, for r = (ru ... ,rN) with r, > 0. Assume
M(r, a) is irreducible. Then there is a unique a, such that ||M(r, a) | | = 1, if
n = LipiJi).

THEOREM. Suppose {X; Ti,... ,TN} is cyclically contracting with F and
satisfies std{x, y) < d(Tj(x), Tj(y)) < std(x, y). Suppose for each i, C, =
U(iJ)€Q. Tk(Cj) is a disjoint union. Then I < dim(C,) < u, where I and u are de-
termined by \\M{s, OH = 1 and \\M(s, u)\\ = 1, and where s — (su s2, . • •, sN),
sus2, ...,sN).

Details of the proof of the theorem will appear in my Ph.D thesis.
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