
ABELIAN QUADRATIC FORMS 

K. G. RAMANATHAN 

1. Introduction. Hermite [4] in the course of his investigations on the trans­
formation theory of abelian functions, introduced the notion of abelian quadratic 
forms. They are quadratic forms whose matrices © of orders In, satisfy 

where k ^ 0 is a real number, and © is the unit matrix of order n. Laguerre 
[7] and, more systematically, Cotty [3] developed an arithmetical theory of 
abelian forms in four variables. Cotty defined equivalence of abelian forms under 
what is now known as Siegel's modular group of degree 2 and proved the finite-
ness of the number of classes of integral abelian forms of given determinant. 
Siegel's generalization [10] of the theory of elliptic modular functions enables 
us to discuss completely the reduction theory of abelian forms. The object of 
the present note is to point out how Siegel's ideas are related to the reduction 
theory of abelian forms. We define equivalence of abelian forms under Siegel's 
modular group of degree n and obtain, for reduced abelian forms, properties 
analogous to those of Minkowski and Gauss. H. J. S. Smith (see [6, pp. 243-269]) 
showed how Gauss's theory of positive binary forms is related to the well-known 
modular division of the upper half of the complex z-plane. The generalization 
of this idea leads to Siegel's symplectic geometry. We also deal with another 
generalization of the theory of binary quadratic forms which is related to the 
hermitian modular group studied recently by H. Braun [1], The researches of 
Siegel on discontinuous groups show that analogous results may be obtained by 
considering coset spaces of certain linear groups. In particular we consider 
the space of cosets of a generalized complex, orthogonal group with regard to 
a maximal compact subgroup and study reduction in this space in regard to a 
discontinuous group. We do not consider this at great length since sufficient 
arithmetical properties of these discontinuous groups are not known. 

2. Notation. Symmetric or hermitian matrices shall be denoted by capital 
German letters, © , § , . . . etc. Small German letters r, q, . . . shall denote column 
vectors. ©[(£] and @{ (£} shall stand for S'@ 6 and &*©(£ where (£' stands for 
the transpose of E. By a triangle matrix we shall always mean a square matrix 
Ê = (cki) such that ckl = 0 if k > /, ckk = 1 (k = 1, . . . , m) and the rest 
arbitrary. SB = (wkt) shall stand for the n X n square matrix with wkX — 1 if 
k + / = n + 1, otherwise zero. (S will denote the unit matrix and D the zero 
matrix of order evident from the context. The diagonal elements of a matrix 
will be written with single subscripts. 
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3. Generalized symplectic matrices. Let K be a field of characteristic 5* 2 
and Gin, K) the group of matrices 2K, of order In, with elements in K and 
satisfying 

(l) Mm -*3f 3 - (_£ ®), 
where & 5* 0 is an element of K, and S is the unit matrix of order n. We shall 
call Gin, K) the generalized K-symplectic group and its elements the generalized 
K-symplectic matrices. It is evident that since 3 2 = — S2n» G(», i£) contains 9JÎ 
and $)?'. Consequently if 

where 21, 35, Ê, S are » X » matrices then 

2t'e - c'a, s'93 = »'©, si'35 - e'93 = *s , 

2133' = 3321', e®' - S)S', 8K>' - 93(S' - ft& 

It is evident that if n = 1 the relation (1) is satisfied automatically provided k 
is the determinant of 5DÎ. In the general case we shall call k the kernel of the 
generalized symplectic matrix 9ft. Let us call 9ft a K-symplectic matrix if 9ft has 
kernel unity. The X-symplectic matrices form a subgroup of G(n, K). Let us 
call a generalized 2£-symplectic matrix © abelian if it is symmetric. Then for © 
abelian we have 

W e/' (3) © = ^ , ^ J , 3133 = 932t, 2 l£ - 93 = fe(S. 

fe is called the kernel of the abelian form $'©£. We shall show that every abelian 
matrix can, by a i£-symplectic transformation, be reduced to the diagonal 
form. In case n = 1 this result is trivial since any two-rowed, square matrix 
of determinant unity is symplectic. 

THEOREM 1. If ^ is a K-abelian matrix, there exists a K-symplectic matrix ty 
with 

(4) *'«*-(*;£,). 
where 5) is a diagonal matrix with elements in K and k is the kernel of ©. 

Proof. Let © = ( ^ , g J , 21 ==( * * J , and 93 = ( ^ J, a, 6, 1} being column 

vectors of n — 1 rows. Let us assume a ^ O . Then 21 == ( ™ J ( ~ J where 

2t2 = 2li - a-W. Let 93 = Q " Ç y t h e n G i * ( Q $/ -1) is2£-symplectic. Let 

(5) OfeO, - f e » : ) . 
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Then 2lo = ( w ) and 93o = ( , ™ t. œ. -1 t./ )• Let X be the symmetric 

matrix SE = a -1( , ~ ) and let D 2 = [ J 1 ^ ) be a i£-symplectic matrix. 

Then 

(6) Q 2 Q ' i © O i 0 2 = ( | ( î g 2
2 ) , 

where $ 2 = ^ ^ J , . ^ ) and E2 = ( f l J* ®J . Thus Q j £ ® | j is an abelian 

matrix of kernel & and is an element of G{n — 1, K). Also 333 = a-1ctb' — $81. 
It is now evident how the proof can be completed by induction provided we 
can show that by a X-symplectic transformation we can make the first diagonal 
element of 21 not zero. 

Suppose that the first diagonal element of 2Ï is zero but not its £th diagonal 
element 1 < p ^ n. Let U be the matrix interchanging the first and the £th 

columns of 81. Then © p> 11/-1 n a s its first diagonal element not zero. Suppose 

now that all the diagonal elements of SI were zero. Let an element in the &th 
row and /th column of 21 be not zero. By a transformation interchanging the 
first and /th column we may assume that an element in the first row and /th 

column is not zero. Put U = ( ^ 1 where tyi is a column vector of n — 1 rows with 

zero everywhere except in the (I — l)th row. Then © _ ,_x has its first diagonal 

element not zero provided the characteristic of K is not two. 

We therefore come to the case 21 = £). Then 3?'@ 3 = ( _ m 9r ) and we 

can apply the arguments in the last paragraph to Ë. Let now 21 = £> = E. 

Then |?3| 9^ 0. Let tyi = ( ^ ~J be i£-symplectic then % is symmetric. 

©[ÇJ = (®% + g 9 3 ' J . Let s be the column vector 

and let % have £ for first row and column and zeros elsewhere. Then the first 
diagonal element of ©[$1] is not zero since K has characteristic 5̂  2. 

Our theorem is thus completely established. 
The theorem could have been proved much more simply if K had not been a 

finite field, but since this result would be of use in the analytic theory of abelian 
forms we have given a proof valid even for finite fields. 
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COROLLARY. If K is real algebraically closed1 then by a generalized K-symplectic 
matrix Q we can make ©[Q] have the diagonal form with ± 1 in the diagonals. 

Theorem 1 tells us that the determinant of a X-abelian matrix is 

(7) |©| = |21S - » 2 | = kn. 

Let now K0 = K(y/d) where d is an element of K and y/d is not in K. Let <r 
be the generating automorphism of K0/K so that <r2 = 1, the identity auto­
morphism. Let 2)?(2w) = 9JÎ be a matrix with elements in K0 and denote 9K* by 

(8) 2tt* = K ) 

where 2tt = (w»,). Then 2tt** = 2», (attiSW,)* = 2B,*aRi*, and (Sfl*)"1 = 
(5DÎ-1)*- Let G(n, K0) be the set of matrices 9ÏÎ of order 2n such that 

(9) $m*3$m = &3 

where & 9^ 0 is in i£. The number k is called the kernel of 2)?. The matrices SDÎ 
of kernel unity are called K0-hermitian symplectic. If © is a matrix in G(n, Ko) 
such that ©* = © we shall call © a K0-abelian hermitian matrix. The analogue 
of Theorem 1 then is 

THEOREM 1'. Any abelian hermitian matrix © can by a K^hermitian symplectic 
transformation Q be brought into the diagonal form; that is, 

(10) Q*@Q / D O \ 

where 2) is a diagonal matrix with elements in K. 
The proof of this theorem is similar to that of Theorem 1. For an abelian 

hermitian matrix © we have 

/ » ® \ 

4. Matrices over the real field. Let us now assume that K is the field of 
all real numbers. Let G(n, K) denote the group of real matrices 5DÎ satisfying (1). 
The real number k is the kernel of $1. Wl is called a real generalized symplectic 
matrix. The subgroup of G(n} K) with kernel unity is the well-known real 
symplectic group. We shall prove 

LEMMA 1. The determinant |9Jq of a general symplectic matrix W of kernel k 
is kn. 

Proof. Let 93? = ( ^ <~ J have kernel k. Let $ = ( ~ ~ J, with / a real number 

i i /H + £93*\ 
different from zero, be a symplectic matrix. Then | $ | = 1 ; also W$ = ( * * J. 

W e use the term real algebraically closed in the sense of Artin and Schreier. See [12, p. 235]. 

https://doi.org/10.4153/CJM-1952-031-8 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1952-031-8


356 K. G. RAMANATHAN 

Since |§ï + t$b\ = 0 has only finitely many real solutions t, it follows that there 
is a real / ^ 0 with J3l + t$&\ ?* 0. Let / be such a real number. Put SDÎ̂  = 

( * * J, |3li[ 5̂  0 and consider Q = ( ~ * * J. Since 2)?$ is generalized 

symplectic, 2ïi93'i = S3i2l'i or 2Ii_193i is symmetric. Consequently, Q is a real 
symplectic matrix. Now 

<1 2> "° - ( j ..fwt-O-
But from (2) it follows that S)i - EiHr 1 ©! = fc^'f1. Since | 0 | = 1 our 
contention in the lemma follows. 

COROLLARY. / / 2)? is symplectic then |2ft| = 1. 

Let us call modular any real symplectic matrix whose elements are rational 
integers. The modular matrices obviously form a group called the modular 
group of degree n. For any modular matrix 9ft, we have \SSl\ = 1. 

Call two n X n matrices 6 and 3) with rational elements a symmetric pair 
if ( E £)) is of rank n and 

(13) (££)' = 2)6'. 

If (S, © is an integral symmetric pair, there exists a non-singular integral matrix 
$ with <*P~"1(© 35) a primitive matrix. We call **|3 the greatest common divisor 
(g.c.d.) of £ and 3). If Ĵ is unimodular we call S and © coprime. The g.c.d. is 
unique up to multiplication on the right by a unimodular matrix. For let $ i 
and $2 be two g.c.d.'s. Then $i_1(fë£)) is a primitive matrix and can be com-

( $ * ) • ' pleted into a unimodular matrix U. Put U"1 = I ™ * J, then $ r * ( 6 Ï + 3)?)) = S. 

Hence ^ ( S * + ®9) = $ 2 ~ % is integral and similarly $ r « p 2 . Hence our 
contention. We prove 

LEMMA 2. JJ &,%) is an integral symmetric pair, there is a generalized integral 

symplectic matrix 93Î = ( ~ _ J. 

Pro*?/. Let Ç be the g.c.d. of (£ and 2). Then Ç"1-( g £>) = ( g ^ ) is a primitive 

Put 

3d = §)' + x'gXSi, 2)i = - ï ' + ï '9S)i. 

/ ï i S9i\. 

Then I ~ i: 1 is a modular matrix. Let t be an integer so that ^P - 1 is an integral 

matrix. The matrix 

satisfies our requirements and is of kernel /. 
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Let us now call two general integral symplectic matrices 2)?i and 9D?2 associated 
if 

(14) fBli = M 

with a modular $. We write 5D?i ^ 9JÎ2- This is an equivalence relation since the 
modular matrices form a group. All integral matrices equivalent to 2)?i form a 
class. Thus all generalized integral symplectic matrices fall into classes of 
associate matrices. The matrices in any class have the same kernel. 

THEOREM 2. The number of classes of associate matrices with a given kernel is 
finite. 

Proof. Let 5D? = ( ^ ® ) have kernel k. Let % be the g.c.d. of 6 and Î). Then 
V ^ ' / X A 

é'iP-1 is an integral matrix. Let ï i , Ï2 be so chosen that E ï i + S53Ê2 = $ and I r ) 
/ ï i 3e 3 \ v 2 / 

can be completed to a modular matrix I y _ 1 = Q . Then 

as) «o-ft'S:)-
From (2) we get $$)'i = 35i$' and so ^ " ^ I = T is an integral symmetric 
matrix. Now 

«0(4 • ) . («*g * *•), 
and SIiï — S3i = &<$'~1 is an integral matrix. That $ depends only on the class 

of 30? is easy to see, for, if 2)? can be reduced to f * 2 1 and ( * ~ 3 1 by multi­

plication on the right by modular matrices, then for a suitable modular matrix 

UeJ w e h a v e 

which means (S3 = O, Ë4 is unimodular and $2 (£4 = $3. 
Let U be a unimodular matrix so that ^U = 5 = C/*z) where /*j = 0, & > /, 

and 0 Kfki < fk (k < I = 1, . . . , n). Thus 

<"» «K-ISXTS) -(f'!)-(l't> 
Now Si-1^) is symmetric. Consider! ~. ~ /where S is integral symmetric. Choose 

? so that the elements of g i _ 1 $ + S lie between | and — J. The matrix ( Î11 ^ ) 

X ( p. ^ ) has now only a finite number of possibilities for a given fe. Our lemma is 

thus proved. 
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In the case n — \ the number of these classes is cr(k)} the sum of the divisors 
of k. In the general case an expression for this number of classes seems to be 
difficult to find. Hermite and Cotty have shown that if k = p, a prime number, 
and n = 2, the number of classes is 1 + p + p2 + pz. 

5. Abelian quadratic forms. Let © = ( ~ , ~ 1 be a symmetric real matrix 

satisfying (1). It is called a real abelian matrix and the associated quadratic 
form, a real abelian quadratic form. Abelian forms are a generalization of binary 
quadratic forms. From Theorem 1 and Corollary it follows that there exists 
a general symplectic matrix $ with 

(19) $ ' © $ 

where 35 is a diagonal matrix with ± 1 in the diagonal and £ = sgn k. This 
shows that the number of negative signs in the normal form of © is either 
2p (0 < p < n) or n. We can thus speak of signature of an abelian matrix 
without any fear of confusion. 

Let © be an abelian matrix and j '©f the abelian quadratic form. We say that 
£'©£ is positive {negative) definite if £'©£ > 0 ( < 0) for real £ ^ 0. It is obvious 
that a necessary and sufficient condition for positivity is that k > 0 and 21 is 
positive definite. Consequently |2l| ^ 0. Abelian matrices that are not definite 
are indefinite. 

Let $ be a modular matrix. With ©, ©PC] is also abelian. We call two abelian 
matrices ©i and ©2 symplectic equivalent2 if there is a modular matrix $ with 
©i[$] = ©2. This is an equivalence relation and all abelian matrices can be put 
into classes of equivalent matrices. Let us first confine ourselves to positive 
abelian forms. It will be observed that our method is a simple generalization of 
Gauss's theory. 

If ax2 + 2bxy + cy2 is a positive binary form, Gauss's method of reduction 
consists in first finding an equivalent form with a minimum and then trans­
forming it so that b/a < \. We adopt the same procedure. 

(% 33\ 
Let © = I ~w ~ J be positive abelian with arbitrary real elements and let 

$ ' , D ' be an integral symmetric pair. Put 8 = I £1 1. Consider the determinant 
of ^ ' 

(20) ©[g] = $'»$ + Q '» ' $ + $'»o + o 'eo. 
If for a $ , O this determinant is a minimum at all, then this minimum will be 
attained when 8 is primitive or $ ' , Q ' is a coprime pair. For if 9?' is the g.c.d. 

of <P', O ' then S9Î-1 = Î1 ft"1 and 
=&> 

2Using the terminology of Gauss we may call this proper equivalence. Hermite and Cotty 
actually consider equivalence under integral ma t r i ce s^ satisfying^$'3$ = ± 3 - But since the 
modular matrices form a subgroup of index 2 in this group of *!)3, there is not much change in 
our argument if we consider ty with negative kernel. 
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(2i) l e p r 1 ] ! < |@[8]|. 

So for investigating the minimum of |©[8]| it will be enough if we confine our­
selves to the case when $' , Q ' are coprime. 

If I©[8]I is minimum then this minimum will not be altered if we change 8 
into 8U with U unimodular. Then ©[8] = 2li is changed into U'SliU. Since 2li 
is positive definite we can by a proper choice of U make U'SliU reduced in the 
sense of Minkowski. The coprimality of $ ' , Q ' is unaltered by this. We shall 
now prove 

LEMMA 3. If © = I ~, ~ 1 is positive abelian then there exists an 8 = ( ~ 1 

with $ ' , Q ' coprime such that |8'© 8| is minimum. 

Proof. Let 8'© 8 = %\. In order to prove the lemma we may assume that 2ti 
is reduced in the sense of Minkowski. Let a > 0 be a large real number. We shall 
show that |2li| < a has only a finite number of integral solutions 8. 

Now 

so that 

(23) Hi = a w + r*1»©] + k%-l[£x]. 

Let 2Ii = (aki) and write p* and qf for the Ith columns of **|3 and Q respectively. 
Then from (23) we get 

(24) a% = a[p, + a-1»*,] + ia-'tq,]. 

Since a i is reduced in the sense of Minkowski we get 

(25) aia2. . . an < Xro|2ïi| < \na = i, 

X» being a constant depending only on n. Since a - 1 is a positive real matrix 
there exists a d > 0 such that for any integral column q, d < éa^fq]. Thus 
from (24) we get 

(26) d < a i < &2 < • • • < Q>n-

Since the right side of (24) consists of two positive numbers, 

m x /2t[p, + a-1«q i]<a„ 
^ / ; I m~\^\ <ax. 
Using (25), (26), and (27) it follows that 

(28) at < (b/dl-lfl{n-l+l) = bl9 

where &i depends only on n, a, and a. From (27) and (28) our assertion follows. 
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We shall now outline a reduction theory of positive abelian forms. Let © = 

( car /r° ) be a positive abelian matrix and let 9JÎ = ( il1 <£31 run through all 

modular matrices. Consider the first "columns" ( f.1 ) of these modular matrices. 
["$ 1 ^ 

L e t © Zl have a minimum determinant. By Lemma 3 there are only a finite 
U-P2J / U O \ 

number of such first columns. Transform, if necessary, by a matrix ( ~ 1t/_j J, 
where U is a unimodular matrix, so that © ~A~ is reduced in the sense of 

Minkowski. Write 

so that |2li| is minimum and 2li is reduced in the sense of Minkowski. All modular 

matrices whose first columns f ^ ) are the same as that of 2)?[ - ^f_x J are of the 

form 

<»> « (S^) (SÎ ) -^ 
where X is an integral symmetric matrix. Let ©i ~ ~ = ( * J*); then 
(31) % = 8x1 + «x, 

so that 2If~133i and 2lr1932 are two symmetric matrices which are congruent 
modulo 1. Thus the integral matrix X can be chosen in such a way that the 
elements of 2li-1i82 He between + \ and — \. If 211 and S32 are fixed, automati­
cally the other elements of the matrix ©[2)?i] are fixed too. We call ©[9)?i] = 
/2l 33\ 
\ W Œ)1 W ^ C ^ 1S equivalent to ©, a symplectic reduced matrix. It has the 
properties : 

(i) 1211 is minimum, 
(32) (ii) 21 is reduced in the sense of Minkowski, 

(iii) the elements of 53_12l are in absolute value < §. 
Condition (i) merely asserts that for any coprime pair, a fortiori for any 

integral symmetric pair $, Q , we have 

Putting $ = £), Q = g we get 
(34) |2l| < |6 | . 

In order now to obtain the analogue of the fundamental Gauss-Minkowski 
inequality regarding the product of the diagonal elements of a reduced matrix 
we proceed thus. 

Let Ç = ((^n'1 j Y O = (® °\ Then Ç, Q are coprime. Let / be the last 
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diagonal element of 2l-193 and let 2Ï = f ° J, where 2Ï0 is a symmetric matrix 

of n — 1 rows. Making use of the identity (23) and the inequality (33) we get 

(35) |a| oW2 /M + /2N 
Since |;| < J it follows that 

(36) V*l»of> èv/3|2ï|. 

Let us now prove the following useful 

LEMMA 4. Let 9î = (rkj) be a positive definite symmetric matrix and let 9Î = 
£)[©] where 3) is a diagonal matrix with diagonal elements (di, . . . , dn) satisfying 

(37) 0 < dk < rdk+1 (fe =* 1, . . . , n - 1), 

and ® is a triangle matrix all of whose elements are in absolute value < r. Then 

(38) r1r2...rn<n(n,T)\dl\, 

where y(n, r) depends only on n and r. 

Proof. Since 3? = 33[®] we have 
j-i 

(39) r, = dj+ X dkgkj
2, 

so that 

(40) K ? < 1 + Z T & / < «I(T, »)• 

Hence 

(41) n . . . rn < d(r , n)"di . . . 4 = M(«, T)|{R|. 

Let us now write for our reduced matrix, 21 = 33 [®]. Since 21 is Minkowski 
reduced, it follows from the Minkowski reduction theory that 33 and ® satisfy 
the conditions of Lemma 4 with r = rn depending only on n. Since 2l-1 = 
33-1 I®'"1] we get d,"1 = |2l0|/|2l|. Using (36) we get 

(42) dn<2(k/3)K 

Since |2l| = d\ . . . dn we get, using (37) and (42), the inequality 

(43) |2i| = h . . . dn < (2/V3) n r^ ( w - 1 )^w 

which gives an upper bound for the "minimum" of a positive abelian form. We 
are now ready to prove the important 

/2l 33\ 
THEOREM 3. If © = I ™, ~ J is a symplectic reduced positive abelian matrix 

with kernel k and 21= (ak i), 6 = (c* j) //zew 

(44) |2l||c| < a i . . . a n ^ . . . cn < M»|©|, 

jLtw depending only on n. 
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Proof. Put 2I_193 = — H. Then with the previous notation 

using the matrix 2B which satisfies 2B2 = (5 we get 

1 j ^ L O SB J VD JKD-'lSBJ/ljO SB®'-1^ J* 
In virtue of (42) and Lemma 4, the diagonal matrix and the triangle matrix on 
the right of (46) satisfy the conditions of Lemma 4. Therefore from the con­
clusions of that lemma as applied to (46), our theorem follows. 

The conditions (32), (34), and (44) are the analogues of those of Gauss for 
positive binary forms. We can use them to prove 

THEOREM 4. There are only a finite number of integral, positive, symplectic 
reduced abelian quadratic forms with a given kernel. 

/SI SB\ 
Proof. Let © = I ~ , ~ 1 be a symplectic reduced positive integral abelian 

matrix. From (34) and (44) we get 

(47) |2l| < yjk*. 

21 is an integral matrix reduced in the sense of Minkowski. From Minkowski's 
reduction theory it follows that there are only a finite number of integral 21 
satisfying (47). From (32), 2I-193 has all its elements between — \ and + §. 
Since 93 is an integral matrix, it follows that there are only finitely many integral 
93 satisfying this condition. 216 - 932 = k& so that S = 2l~1(&© + 932), hence 
when 21 and 93 are known 6 is fixed uniquely. Our contention is thus proved. 

In the case n = 1 our considerations coincide with those of Gauss and Minkow­
ski. For n > 1 it is seen that two symplectically equivalent matrices are equi­
valent in Minkowski's sense but not necessarily conversely. Also a class of 
positive integral matrices of determinant kn (in the sense of Minkowski) may 
not contain an abelian matrix so that in general we do not have a relation be­
tween class number in the symplectic sense and class number in the Minkowski 
sense. We shall, however, find the symplectic reduced positive quaternary in­
tegral abelian forms with a given kernel. 

Let us consider positive, integral, abelian, quaternary, quadratic forms of 
/2l 93\ 

kernel 1 or 2. Let © = ( ~ , ~ 1 be a positive abelian matrix of order 4 and 

kernel k = 1, 2. Let 21 = ( , 1 where a, b, c are rational integers and 21 is 

Minkowski reduced. If |2l| = p then 

(48) 0 < a < c, 2b < a, ac < 4/>/3. 

Also let 21 = (Î1® J J J M then |« | = p = dxd2 and di = a. From (42) we get 
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Let us consider two cases, k = 1 and 2. In the first case p < 16/9 and since p 
is an integer so p = 1. Hence the only symplectic reduced © satisfying these 
conditions is 2i = Ê2, 93 = D, 6 = g2. In the second case p < 32/9 or p = 1, 2, 
or 3. When £ = 1 there is no solution. For p = 2, 21 = <g2, 33 = £>, 6 = 2@2 is 
the only solution. For p = 3, 21 = 2@2, S3 = O, S = (S2 is the only solution. 
But these two solutions are symplectic equivalent. Hence 

Integral quaternary positive abelian forms of kernel 1 or 2 constitute each a single 
class. 

Consider now quaternary positive abelian forms of kernel 3. With the same 
notation as before we have p — 1, 2, 3, 4, 5. If p — 1 then 21 = S2, 33 = Q, 

(S = 3(S is the only solution. If p = 2 then 21 = (\ ° \ 93 = ( j ° \ 6 = (l fj 

is a solution. That these two solutions are not symplectically equivalent is easy 
, / $ Q \ , 

to see. For if l m ^ ) is the transforming modular matrix then 

This will mean that $ i = £) and $ = ( ) which contradicts the fact that 

( ,Jl ~ 1 is a modular matrix. Hence 

Positive integral abelian quaternary forms of kernel 3 have at least 2 classes repre­
sented respectively by xi2 + x2

2 + 3x3
2 + 3x4

2 and x\2 + 2x2
2 + 3x3

2 + 2x4
2 + 

2x2^4. 

We can briefly discuss now the reduction theory of indefinite abelian forms. 
Our method is similar to the usual Hermite method for ordinary quadratic 
indefinite forms. 

/2l 33\ 
Let © = ( çyw „~ 1 be an abelian matrix of kernel k. By Theorem 1 there 

exists a generalized symplectic matrix $ such that © = 3̂'!D $, where 3) is an 
abelian diagonal matrix with ± 1 in the diagonal. Put § = $ ' $ so that Q is 
a positive abelian matrix with kernel |&|. By the considerations above there is a 
modular matrix 9D? such that 9W' §5DÎ is symplectic reduced. Let us then call 
9K'©9Ji symplectic reduced. It is evident that & and © satisfy the matrix equation 

(50) S©"1© = ©. 

Let now <5[2W] be symplectic reduced. Put ©[2JÎ] = ©i and §[2R] = §x. Then 

$ i @ f ' f r = @i. Put now £ 2 = ©X® ^ ] a n d © 2 = ©if® ^ ] . T h e n ^ © r 1 ^ 

©2- Furthermore, by (45) and (46), the matrix § 2 satisfies the condition of 
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Lemma 4 and hence by a well-known theorem of Siegel there are only a finite 
number of integral matrices ©2 with the given kernel k. Thus 

THEOREM 5. There are only a finite number of symplectic reduced integral 
abelian indefinite matrices with a given kernel. 

It remains now only to point out the geometrical aspect of the problem. In 
the case of positive binary form ax2 + 2bxy + cy2, H. J. S. Smith proceeded in 
the following way. To this positive form associate the complex number 
z = a~1(— b + iVk), where k = b2 — ac, which becomes a point in the upper 
half of the complex z-plane. The reduction theory of binary forms thus is equi­
valent to the construction of a fundamental domain for the ordinary modular 
group. We shall copy this procedure for abelian forms. 

Let © = ( ç~f ~ J be positive real abelian. By the principle of completion of 

squares we may write 

6 = Vo m-1) Lo g J 
where 2I-1S8 is symmetric and k is the kernel of ©. Let us put 2l_1$8 = BE and 
g) = V*-SI"1. Then 

Put S — ï + i§J. Then S is a complex symmetric matrix of order n and its 
imaginary part is the matrix of a positive definite, quadratic form. Thus 

3 = £ + ty = _ yr1® + i V&-2T1 

is a point of Siegel's half-space of symmetric complex matrices. Because of the 
presence of the factor V&, the correspondence between abelian forms and points 
in Siegel's half-space is not (1, 1). However, for every point of Siegel's half-
space there is a one-parameter family of positive abelian forms, any member of 
which can be uniquely fixed by its kernel. Thus positive abelian forms can be 
represented in a (1, 1) way by points in (n2 + n + 1)-dimensional real space. 
Siegel's space is thus the space of positive abelian forms of kernel unity. His 
fundamental theorem that the measure of a fundamental domain of the modular 
group of degree n is finite, is the analogue of Minkowski's result concerning the 
volume of a fundamental domain on the determinantal surface. 

6. Abelian hermitian forms. Another generalization of the theory of binary 
quadratic forms is the theory of abelian hermitian forms. 

Let Ko be the field of complex numbers. For any matrix 99?(2n) = 90? of 2n 
rows and columns let 3D?* denote the transpose of the complex conjugate of 9ft. 
Let G(Ko,n) be the group of matrices 9ft with 

(51) 2)?*39ft = É3, 3 = 

where k 9^ 0 is a real number. We shall call G(KQ,n) the generalized h-symplectic 

( D @\ 
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group. The subgroup g(K0tn) with k = db 1 will be called the h-symplectic 
group. If 9ft satisfies (51) and 9DÎ = 9DÎ* we call ffll a h-abelian matrix. As before 
the number k shall be called the kernel of the generalized Â-symplectic matrix. 
That /^-abelian matrices are generalizations of two by two real symmetric mat­
rices is obvious. For put n = 1 and let 9)t be positive definite binary hermitian. 

0i> Put 5DÎ = ( r J. From (51) it follows that b = b or b is real. 

Let i£ be the field of rational numbers and d < 0 a rational integer. Let 
R(Vd) be an imaginary quadratic field and let G be the group of matrices 90Î 
with coefficients integral in R(Vd) and satisfying 

(52) m*^m = 3. 
G is the h-modular group considered recently by Braun. The /^-modular group is 
a generalization of the ordinary 2 X 2 unimodular group in the rational number 
field. Braun has shown that for a ^-modular matrix SDî, |2)î| = e2 where e is a 
root of unity in R(y/d) 

(% 33\ 
Let © = I gv* nr ) be a ft-abelian matrix of kernel k and let $ be /^-modular. 

We call © and $*©$, h-equivalent. The Â-equivalent matrices form a class. 
We shall sketch very briefly the reduction theory of ^-abelian, positive matrices. 

Let ^ = l m co. ) r u n o v e r a ^ Zf-modular matrices and consider the deter-

minant 

1/21 » \ i * i l | 
I VB* C/ \$J I 

We maintain that this has a minimum. This is proved by using the reduction 
theory of Humbert instead of that of Minkowski. We omit this proof. Let us 

assume that $ has been so chosen that |2li| is a minimum, where ( m** ( / ) = 

©{<P}.We can choose 211 reduced in the sense of Humbert by multiplying $ by 

I _ m , ) where U is a suitable unimodular matrix in R(\/d). Consider now all 

w u / . / ^u QA . . /u © \ 
modular matrices O = ( ~ n ~ J. This is obtained from $ ( ~ ^ ^ 1 by mul-

ç^n-) where X = X* is hermitian and integral in 

R(y/d). Let 1, co be a minimal basis of integers of R{y/d). Every complex number 
can be uniquely written in the form a + bu where a and b are real. Write 
X = Xi + C0Ï2 where Xi and X2 are rational integral matrices. Let 

4(^.-.)(li)}-&!;)• 
Then 2Ï2""

1332 is hermitian and can be written as gi + cog2 where gi and g2 are 
real. Choose now X in such a way that $1 + Xi and $2 + £2 have all elements 
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between •— h and + h We shall calif * * *) a h-symplectic reduced matrix. 

Thus if © = ( ~± ~ J is a A-symplectic reduced A-abelian matrix, then 

(i) | SI | is minimum, 
(53) (ii) 21 is reduced in the sense of Humbert, 

(iii) 2l_133 = Si + o)g2 is such that %i and g2 have all their elements 
in the interval (— i , J). 

It is thus evident, as a first result, that 

(54) |S| > |«|. 

By a known theorem of Humbert, there exists an integral matrix 2IP determined 
by the integer n and the field R(\/d) such that 3I{2IP} = £){?} where © is a dia­
gonal matrix and 8 is a triangle matrix satisfying conditions similar to Lemma 4. 
We therefore see, in virtue of a lemma of H. Braun's, that the matrix 

{bb) \8 * 6/ lO V " W VOiKD-MSBl/lo 2B£2B / 
satisfies conditions like those in Lemma 4. Here ï = — 2l~x33. Therefore from 
Humbert's results we get 

(56) \%{%}\ |e{3lP*_12B}| < M X , 

where nn depends only on n and d. Thus we have the important 

/2l 33\ 
THEOREM 6. An h-reduced h-abelian positive matrix ® = I m* ^ J satisfies 

(57) 0 < | « | < |<£|, | » | |<g| < Mn ,̂ 3T1» = & + co82, 

u^ere Atw depends only on n and d, and gi and % 2 fo^e #^ /^eir elements in the 
interval (— §, J). 

It is now a simple matter to prove that positive ^-abelian integral matrices 
of a given kernel have only finitely many classes. To extend this to integral 
indefinite forms use has to be made of Theorem 1'. These considerations are 
simple and we omit them. 

A geometric representation for positive /z-abelian forms is possible. As before 
we write 

p o ; V8* 6/ \OE8rv\o g ) v V© g)/\o <sr 
where $ = V^SI"1 , 3E = - Sl"1^. Now g) is positive hermitian. Put S = 
96 + i §); then 3 is a complex matrix of order n and 2) = ( 3 "~ «3*)/2i is positive 
hermitian. This space is also a generalization of the usual upper half of the 
complex s-plane in the same way as Siegel's. Thus positive ^-abelian forms can 
be represented in a (1, 1) way by points in a (2n2 + 1)-dimensional real space. 
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It can also be seen that the space of complex matrices S with (£ — 3*)/2i 
positive hermitian is the space corresponding to the hermitian matrix X = 

•y/d ( ~ ~ J. The ^-modular group is the unit group of X. The reduction 

theory of positive /^-abelian matrices corresponds to construction of a funda­
mental domain in the S -space for the units of X. The 3-space is thus the space 
of positive Â-abelian forms of kernel 1. From [8] it follows that a fundamental 
domain in the 3-space f° r the /^-modular group has a finite measure, in terms 
of the invariant measure in this homogeneous space. Since X can represent 
zero non-trivially, this fundamental domain is not compact. 

7. Generalizations. Siegel's considerations in [11] show that the positive 
abelian forms we have considered can be viewed as constituting homogeneous 
spaces of cosets G/C of a certain Lie group G by a closed maximal compact 
subgroup C. The reduction theory of positive abelian forms is equivalent to 
construction of fundamental domains for certain discrete groups H (the modular 
group and the ^-modular group) acting in these spaces. Minkowski's reduction 
theory concerns the case where G is the full linear group, C is the orthogonal 
group, and H is the ordinary unimodular group. These ideas suggest that analo­
gous results might be obtained by considering other types of coset spaces. We 
shall consider a simple example. 

Let G be the group of complex matrices 6 satisfying 

(59) e'e = k®, 

Ê = @«, and k 9e 0 a. real number. The real orthogonal group g is a maximal, 
compact subgroup of G and the coset space G/g is homeomorphic to the space 
of positive hermitian matrices § which satisfy (59). A little calculation shows 
that every positive hermitian matrix p̂ satisfying (59) has the parametric 
representation 

(60) $=V*-0&-*»)(<&+ *»r\ 
where §D is a skew symmetric real matrix of order n satisfying @ + g)2 > 0. 
Let n > 4 and H the group of matrices 6 whose elements are Gaussian integers 
and satisfying 
(61) 6 , 6 = S. 

This is an infinite group and is a discrete subgroup of G. If ©iand ©2 are hermi­
tian (not necessarily positive) in G we say that ©i and @2 are equivalent if for a 
matrix 6 in H the relation ©x = ©2(6} holds. All equivalent hermitian matrices 
fall into a class. To obtain a reduction theory of positive hermitian matrices 
in G we proceed thus. 

Let Ho be the space of all positive hermitian matrices which are orthogonal. 
Let Ro be the space of Humbert reduced positive hermitian matrices of deter­
minant 1. Let 0 be the group of n X n matrices whose elements are Gaussian 
integers and whose determinant is =L 1. Let Si, Ë2, . . . be representatives of 
cosets of il/H. It can be seen as a simple consequence of Humbert's theory that 
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only finitely many 61, 62, . . . are such that R0((&k-
1) intersects HQ in a non­

empty set. Let Hk = i?0( fë*"1) H i2"0 and let 

F = Z (lîoOsr'mHo). 
Then F is a fundamental domain for H in H0. Since « > 4, this fundamental 
domain F is non-compact but has a finite measure, in terms of the invariant 
measure in H. It can be proved that the invariant volume measure is 

where {d $} is the Euclidean volume element in the space (§ + §j)2 > 0. 
Let now © in G be positive hermitian. To each © associate a ©i such that 

(62) \A*@i = ©• 

Then ©1 is a point of H0. Choose (S in i J in such a way that ©i{ S} is in F. 
We then call ©{ (£} reduced. It can then be deduced as a consequence of Hum­
berts' reduction theory that there are only a finite number of classes of integral 
(Gaussian integers) positive hermitian © with a given k. A consequence of this 
reduction theory is that H has a finite number of generators. 
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