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0. Abstract. We prove that if $n>0$ is an integer and $r>0$ is a real number, then

$$
\begin{equation*}
Q_{n}(r)=\left(\frac{n \sum_{i=1}^{n+1}\left(\frac{n+2-i}{i}\right)^{r}}{(n+1) \sum_{i=1}^{n}\left(\frac{n+1-i}{i}\right)^{r}}\right)^{1 / r}<\frac{n+1}{n} \tag{*}
\end{equation*}
$$

The upper bound is best possible. Inequality (*) is a converse of a result of G. Bennett who proved that $Q_{n}(r)>1$.

1. Introduction. In three recently published papers $[1,2,3] G$. Bennett presented several interesting extensions as well as elegant new proofs of some classical inequalities due to Hardy, Copson, Carleman and others. Furthermore, he established remarkable new inequalities. One of the new results ([2]) states: if $r \in(0,1)$ and $x_{i} \geq 0(i=1,2, \ldots)$ are real numbers, then

$$
\begin{equation*}
\sum_{i=1}^{\infty}\left(\frac{1}{i} \sum_{k=1}^{\infty} x_{k}\right)^{r}<\frac{\pi r}{\sin (\pi r)} \sum_{i=1}^{\infty} \sup _{k \geq i} x_{k}^{r} \tag{1.1}
\end{equation*}
$$

unless $x_{1}=x_{2}=\ldots=0$. The constant is best possible.
To prove (1.1) Bennett provided an intriguing inequality for sums.
If $r \in(0,1)$ and $x_{i} \geq 0(i=1, \ldots, n)$ are real numbers, then

$$
\begin{equation*}
\sum_{i=1}^{n}\left(\frac{1}{i} \sum_{k=i}^{n} x_{k}\right)^{r} \leq \lambda_{n}(r) \sum_{i=1}^{n} \max _{i \leq k \leq n} x_{k}^{r} \tag{1.2}
\end{equation*}
$$

where $\lambda_{n}(r)=\frac{1}{n} \sum_{i=1}^{n}\left(\frac{n+1-i}{i}\right)^{r}$.
Equality holds in (1.2) if and only if $x_{1}=\ldots=x_{n}$.
Since

$$
\lim _{n \rightarrow \infty} \lambda_{n}(r)=\frac{\pi r}{\sin (\pi r)},
$$

inequality (1.1) follows from (1.2) by letting $n$ tend to $\infty$. A crucial role in the proof of (1.2) is played by the inequality

$$
\begin{equation*}
1<\left(\frac{n \sum_{i=1}^{n+1}\left(\frac{n+2-i}{i}\right)^{r}}{(n+1) \sum_{i=1}^{n}\left(\frac{n+1-i}{i}\right)^{r}}\right)^{1 / r}=Q_{n}(r) \quad(n=1,2, \ldots, r>0) \tag{1.3}
\end{equation*}
$$

Bennett, who emphasized that inequality (1.3) "seems to be genuinely difficult" [2, p. 397], presented an interesting-but rather complicated-proof of (1.3) by using the theory of majorization. It is worth mentioning that in (1.3) the lower bound 1 cannot be
replaced by a greater number (which is independent of $r$ ). Indeed, since

$$
\lim _{r \rightarrow 0}\left(\frac{1}{n} \sum_{i=1}^{n}\left(\frac{n+1-i}{i}\right)\right)^{1 / r}=\prod_{i=1}^{n}\left(\frac{n+1-i}{i}\right)^{1 / n}=1
$$

(see [4, p. 15]) it follows that $\lim _{r \rightarrow 0} Q_{n}(r)=1$. It is natural to look for an upper bound for the ratio $Q_{n}(r)$. More precisely we ask: what is the best possible constant $c_{n}$, so that $Q_{n}(r)<c_{n}$ holds for all $r>0$ ? It is the aim of this paper to answer this question. In the next section we prove that the best possible constant is given by $c_{n}=(n+1) / n$.
2. A converse inequality. Our main result is the following converse of inequality (1.3).

Theorem. Let $n>0$ be an integer. Then we have, for all real $r>0$ :

$$
\begin{equation*}
\left(\frac{n \sum_{i=1}^{n+1}\left(\frac{n+2-i}{i}\right)^{r}}{(n+1) \sum_{i=1}^{n}\left(\frac{n+1-i}{i}\right)^{r}}\right)^{1 / r}<\frac{n+1}{n} \tag{2.1}
\end{equation*}
$$

The constant on the right-hand side is best possible.
Proof. The basic tool to establish (2.1) is the following lemma.
Lemma. Let $r>0, a_{i}$ and $b_{i}(i=1, \ldots, m)$ be real numbers satisfying

$$
\begin{aligned}
& a_{1} \geq a_{2} \geq \ldots \geq a_{m}>0, \quad b_{1} \geq b_{2} \geq \ldots \geq b_{m}>0 \\
& b_{m}>a_{m}, \quad \prod_{i=1}^{k} a_{i} \leq \prod_{i=1}^{k} b_{i} \quad \text { for } \quad k=1, \ldots, m .
\end{aligned}
$$

Then $\sum_{i=1}^{m} a_{i}^{r}<\sum_{i=1}^{m} b_{i}^{r}$.
A proof can be found in [5, p. 35]; see also [6, p. 117].
We define

$$
\begin{gathered}
a_{p n+1}=a_{p n+2}=\ldots=a_{(p+1) n}=\frac{(n+1-p) n}{p+1}, \text { for } p=0,1, \ldots, n \\
b_{q(n+1)+1}=b_{q(n+1)+2}=\ldots=b_{(q+1)(n+1)}=\frac{(n-q)(n+1)}{q+1}
\end{gathered}
$$

for $q=0,1, \ldots, n-1$, and

$$
A_{k}=\prod_{i=1}^{k} a_{i}, \quad B_{k}=\prod_{i=1}^{k} b_{i}, \quad \text { for } \quad k=1,2, \ldots, n(n+1)
$$

Then inequality (2.1) is equivalent to the inequality

$$
\sum_{i=1}^{n(n+1)} a_{i}^{r}<\sum_{i=1}^{n(n+1)} b_{i}^{r}
$$

Since

$$
a_{1} \geq a_{2} \geq \ldots \geq a_{n(n+1)}>0, \quad b_{1} \geq b_{2} \geq \ldots \geq b_{n(n+1)}>0
$$

and

$$
b_{n(n+1)}=(n+1) / n>n /(n+1)=a_{n(n+1)}
$$

it remains to prove that

$$
\begin{equation*}
A_{k} \leq B_{k}, \quad \text { for } \quad k=1, \ldots, n(n+1) \tag{2.2}
\end{equation*}
$$

where

$$
A_{k}=\prod_{v=1}^{i}\left(\frac{(n+2-v) n}{v}\right)^{n}\left(\frac{(n+1-i) n}{i+1}\right)^{k-i n}
$$

for in $+1 \leq k \leq(i+1) n, 0 \leq i \leq n$, and

$$
B_{k}=\prod_{v=1}^{j}\left(\frac{(n+1-v)(n+1)}{v}\right)^{n+1}\left(\frac{(n-j)(n+1)}{j+1}\right)^{k-j(n+1)}
$$

for $j(n+1)+1 \leq k \leq(j+1)(n+1)$ and $0 \leq j \leq n-1$.
Let $k \in\{1, \ldots, n(n+1)\}$; then there exists a uniquely determined integer $i \in$ $\{0, \ldots, n\}$, so that in $+1 \leq k \leq(i+1) n$. To prove inequality (2.2) we consider three cases.

Case 1: $i=0$. We have $1 \leq k \leq n$, which implies that $A_{k}=B_{k}=(n(n+1))^{k}$.
Case 2: $i=n$. Since $n^{2}+1 \leq k \leq n(n+1)$, we obtain

$$
A_{k}=n^{k}(n+1)^{n^{2}+n-k} \leq(n+1)^{k} n^{n^{2}+n-k}=B_{k}
$$

Case 3: $1 \leq i \leq n-1$. Then we have $i n+1 \leq k \leq i(n+1)$ or $i(n+1)+1 \leq k \leq$ $(i+1) n$. First we assume that in $+1 \leq k \leq i(n+1)$. Then

$$
A_{k}=\prod_{v=1}^{i}\left(\frac{(n+2-v) n}{v}\right)^{n}\left(\frac{(n+1-i) n}{i+1}\right)^{k-i n}
$$

and

$$
B_{k}=\prod_{v=1}^{i-1}\left(\frac{(n+1-v)(n+1)}{v}\right)^{n+1}\left(\frac{(n+1-i)(n+1)}{i}\right)^{k-(i-1)(n+1)}
$$

which yields

$$
\begin{aligned}
\frac{B_{k}}{A_{k}} & =\binom{n}{i-1} \frac{(n+1-i)^{n+1-i}}{(n+1)^{n}} \frac{i^{i(n+1)-1}}{(i+1)^{i n}}\left(\frac{(n+1)(i+1)}{n i}\right)^{k} \\
& \geq\binom{ n}{i-1}(n+1-i)^{n+1-i}(n+1)^{n(i-1)+1} n^{-n i-1} i^{i-2}(i+1)=\alpha_{i}(n)
\end{aligned}
$$

say. We show that $\alpha_{i}(n)>1$ for $1 \leq i \leq n-1$. Since $(1+1 / n)^{n}$ is strictly increasing we obtain

$$
\left(\frac{n-i}{n+1-i}\right)^{n-i}\left(\frac{n+1}{n}\right)^{n}>1
$$

which implies that

$$
\frac{\alpha_{i+1}(n)}{\alpha_{i}(n)}=\left(\frac{n-i}{n+1-i}\right)^{n-i}\left(\frac{n+1}{n}\right)^{n}\left(\frac{i+1}{i}\right)^{i-1} \frac{i+2}{i+1}>1
$$

and inductively we get

$$
\alpha_{i}(n) \geqslant \alpha_{1}(n)=\frac{2(n+1)}{n} \geq 1 \quad \text { for } \quad 1 \leq i \leq n-1
$$

Next we assume that $i(n+1)+1 \leq k \leq(i+1) n$. Then we have

$$
A_{k}=\prod_{v=1}^{i}\left(\frac{(n+2-v) n}{v}\right)^{n}\left(\frac{(n+1-i) n}{i+1}\right)^{k-i n}
$$

and

$$
B_{k}=\prod_{v=1}^{i}\left(\frac{(n+1-v)(n+1)}{v}\right)^{n+1}\left(\frac{(n-i)(n+1)}{i+1}\right)^{k-i(n+1)}
$$

Thus, we obtain

$$
\begin{aligned}
\frac{B_{k}}{A_{k}} & =\binom{n}{i} \frac{(n+1-i)^{n(i+1)}}{(n-i)^{i(n+1)}} \frac{(i+1)^{i}}{(n+1)^{n}}\left(\frac{(n-i)(n+1)}{(n+1-i) n}\right)^{k} \\
& \geq\binom{ n}{i}(i+1)^{i}(n-i)^{n-i}(n+1)^{n i} n^{-n(i+1)}=\beta_{i}(n)
\end{aligned}
$$

say. The monotonicity of $(1+1 / n)^{n}$ implies that

$$
\frac{\beta_{i+1}(n)}{\beta_{i}(n)}=\left(\frac{n-i-1}{n-i}\right)^{n-i-1}\left(\frac{n+1}{n}\right)^{n}\left(\frac{i+2}{i+1}\right)^{i+1}>1
$$

Hence, we get

$$
\beta_{i}(n) \geq \beta_{1}(n)=\frac{2 n}{n-1}\left(1-n^{-2}\right)^{n}>1
$$

for $1 \leq i \leq n-1$. This completes the proof of inequality (2.1). Because of

$$
\lim _{r \rightarrow \infty}\left(\frac{n \sum_{i=1}^{n+1}\left(\frac{n+2-i}{i}\right)^{r}}{(n+1) \sum_{i=1}^{n}\left(\frac{n+1-i}{i}\right)^{r}}\right)^{1 / r}=\frac{\max _{1 \leq i \leq n+1} \frac{n+2-i}{i}}{\max _{1 \leq i \leq n} \frac{n+1-i}{i}}=\frac{n+1}{n}
$$

(see [4, p. 15]) we conclude that the upper bound $(n+1) / n$ is best possible.
Remark. Inequality (2.1) states that the sequence $n \mapsto \frac{1}{n^{r+1}} \sum_{i=1}^{n}\left(\frac{n+1-i}{i}\right)^{r} \quad(n=$ $1,2, \ldots$ ) is strictly decreasing for every $r>0$. This is a counterpart of Bennett's result that $n \mapsto \lambda_{n}(r)=\frac{1}{n} \sum_{i=1}^{n}\left(\frac{n+1-i}{i}\right)^{r}(n=1,2, \ldots)$ is strictly increasing for every $r>0$. We pointed
out that $\lambda_{n}(r)$ converges to $\pi r / \sin (\pi r)$ as $n \rightarrow \infty$ if $r \in(0,1)$. However, if $r \geq 1$, then $\lambda_{n}(r)$ is divergent as $n \rightarrow \infty$. More precisely we show that $\lambda_{n}(1)$ is asymptotic to $\log (n)$, and, if $r>1$, then $\lambda_{n}(r)$ is asymptotic to $\zeta(r) n^{r-1}$. Since $\sum_{i=1}^{n} \frac{1}{i} \sim \log (n)$, we conclude from

$$
\frac{\lambda_{n}(1)}{\log (n)}=\frac{n+1}{n} \frac{1}{\log (n)} \sum_{i=1}^{n} \frac{1}{i}-\frac{1}{\log (n)}
$$

that

$$
\lambda_{n}(1) \sim \log (n)
$$

Let $r>1$; then we have

$$
\begin{aligned}
\frac{\lambda_{n}(r)}{n^{r-1}} & =1+\sum_{i=2}^{n}\left[\frac{1}{i}\left(1-\frac{i-1}{n}\right)\right]^{r}=1+\sum_{i=2}^{n} i^{-r} \sum_{v=0}^{\infty}\binom{r}{v}(-1)^{v}\left(\frac{i-1}{n}\right)^{v} \\
& =\sum_{i=1}^{n} i^{-r}+\sum_{i=2}^{n} i^{-r} \sum_{v=1}^{\infty}\binom{r}{v}(-1)^{v}\left(\frac{i-1}{n}\right)^{v}
\end{aligned}
$$

Setting

$$
x_{n}(r)=\sum_{i=2}^{n} i^{-r} \sum_{v=1}^{\infty}\binom{r}{v}(-1)^{v}\left(\frac{i-1}{n}\right)^{v}
$$

we get

$$
\begin{aligned}
\left|x_{n}(r)\right| & \leq \sum_{v=1}^{\infty}\binom{r}{v} \frac{1}{n} \sum_{i=2}^{n}(i-1) i^{-r}\left(\frac{i-1}{n}\right)^{v-1} \\
& \leq \sum_{v=1}^{\infty}\binom{r}{v} \frac{1}{n} \sum_{i=2}^{n}(i-1) i^{-r}=\left(2^{r}-1\right) \frac{1}{n} \sum_{i=2}^{n}(i-1) i^{-r} .
\end{aligned}
$$

Since $r>1$ we conclude from Cauchy's limit theorem that $\frac{1}{n} \sum_{i=2}^{n}(i-1) i^{-r} \rightarrow 0$ as $n \rightarrow \infty$. This implies $\lambda_{n}(r) \sim \zeta(r) n^{r-1}$.

Acknowledgement. I thank the referee for helpful comments.

## REFERENCES

1. G. Bennett, Some elementary inequalities, Quart. J. Math. Oxford (2), 38 (1987), 401-425.
2. G. Bennett, Some elementary inequalities, II, Quart. J. Math. Oxford (2), 39 (1988), 385-400.
3. G. Bennett, Some elementary inequalities, III, Quart. J. Math. Oxford (2), 42 (1991), 149-174.
4. G. H. Hardy, J. E. Littlewood and G. Pólya, Inequalities, (Cambridge University Press, 1952).
5. H. König, Eigenvalue distribution of compact operators, (Birkhäuser Verlag, Basel, 1986).
6. A. W. Marshall and I. Olkin, Inequalities: theory of majorization and its applications (Academic Press, 1979).

Morsbacher Str. 10
5220 Waldbröl
Germany

