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Abstract
Scalar inferences (SIs) are upper-bounding inferences associated with the use of semantically
lower-bounded scalar expressions. One of the current debates regarding these inferences
concerns their inferential pattern, specifically whether SIs are uniform or diverse across
scales. This study follows the work on scalar diversity yet introduces two changes: First, we
reexamine, from a different perspective, two structural properties of scales identified as
accounting for SI diversity (boundedness and distance). Second, we analyze our data using
both traditional regression analysis and complementary cluster analysis. The regression
analysis demonstrates that our reexamination of the structural properties provides a more
effective model, which also emphasizes the relationship between boundedness and distance.
Specifically, we propose that boundedness fixes distance. The cluster analysis demonstrates
two scale types: given-scales, which have an entrenched scalar construal, trigger SIs robustly;
and volatile-scales, which have a fluctuant scalar construal, trigger SIs inconsistently.
Building on these two scale types, we propose a necessary distinction between the concep-
tualization of a scale, which is diverse across different scales, and the actual derivation of the
SI, which is uniform for all scales, once a scale has been construed. This distinction, we
propose, explains how diversity can coexist alongside uniformity.
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1. Introduction
Scalar inferences (SIs) are pragmatically derived upper-bounding inferences associ-
ated with the use of semantically lower-bounded scalar expressions, such as ‘some’ or
‘warm’ (Geurts, 2010; Hirschberg, 1985; Horn, 1972, 1989). This definition encom-
passes two components: scales and inferences. In this study, we provide further
evidence regarding two structural properties of scales previously identified as relevant
to SI derivation, namely boundedness and distance (van Tiel et al., 2016), to improve
our understanding of (i) the conceptualization of scales on the one hand, and (ii) the
inferential mechanism associated with their use on the other.
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Scales are sequences of expressions ordered according to increasing informa-
tivity (Geurts, 2010, p. 50). Informativity, a rather vague notion, is sometimes
discussed in terms of strength (mostly in adjectival scales such as <beautiful,
stunning>), and on other occasions in terms of entailment relations (for logical
scales such as <some, all>) (see Hirschberg, 1985, p. 50; Horn, 1989, p. 233
regarding why relying on entailment relations alone may hinder an account of
quantity inferences associated with non-logical expressions). Practically, for
expressions to be ordered in terms of informativity, they must share the same
underlying property (e.g., ‘attractiveness’ for ‘beautiful’ and ‘stunning’), while
expressing different degrees of that property (Kennedy & McNally, 2005; Paradis,
2001; see also the requirement of monotonicity, Horn, 1989). Obviously, if two
expressions denote the same interval of the same underlying property, they do not
constitute a scale and, in fact, should be understood as synonyms. That is, a ‘scalar
construal’—the conceptualization of two scalar expressions as plotted on the same
scale as well as having some distance between them—is needed for expressions to
constitute a scale. Given that scalar expressions are analyzed as semantically lower
bound, distance is measured between the two expressions’ lowerboundary (also see
Gotzner et al., 2018, p. 10).

These attributes—a shared underlying property on the one hand and distance on
the other—have led researchers to discuss scalar expressions as weak/strong scale
mates. Thus, two scalar expressions are considered weak/strong scale mates when the
lower bound of the weak scalar expression denotes a lower degree of the underlying
property than the lower bound of the other, stronger scalar expression (and con-
versely for scales with negative monotonicity). For example, in the scale <beautiful,
stunning>, the lower bound of ‘beautiful’, the weaker scalar expression, denotes a
lower degree of the underlying property than the lower bound of ‘stunning’, the
stronger scalar expression. Conversely, in the negative monotonic scale <cool, cold>,
‘cool’, the weaker scalar expression, denotes a higher lower bound of the underlying
property than ‘cold’, the stronger scalar expression.

In light of the analysis of scalar expressions as semantically lower-bounding only,
they are said to cover the semantic meaning of their stronger scale mate. That is,
because ‘beautiful’ is assumed to have only a lower bound, the stronger scale mate
‘stunning’ is a possible interpretation of ‘beautiful’ (‘beautiful and possibly stunning’).
The inference associated with the use of weaker scalar expressions, the SI, is the
rejection of these stronger interpretations. That is, the SI adds a pragmatic upper-
bounding interpretation to the semantic lower-bounded meaning of the relevant
expression. Consider (1).

(1) Sue: “Jill is beautiful.”

According to the standard theory, using ‘beautiful’, the weaker term on the
<beautiful, stunning> scale, tends to trigger a rejection of the stronger alternative,
‘stunning’. In such cases, ‘beautiful’ expresses ‘beautiful but not stunning’ (for a
different view, see Ariel, 2004, 2015; Devlesschouwer, 2019; Koenig, 1991; Orr et al.,
2023). The rationale behind this inference is based on the maxim of Quantity
(Grice, 1975, 1989; Horn, 1972, 1989) and rests on the following reasoning (see
Geurts, 2010; Soames, 1982): The addressee assumes that the speaker could have
expressed the stronger statement (i.e., ‘Jill is stunning’ for example (1)) but did not
do so because they do not believe that the stronger statement holds. This inference
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is known as a weak implicature, ¬BELs(p), where ‘p’ stands for the stronger
alternative. If the addressee also assumes that the speaker is competent regarding
the stronger alternative (i.e., the speaker believes p (‘Jill is stunning’) or ¬p (‘Jill is
not stunning’) in example (1), which translates to BELs(p) ∨ BELs(¬p)), a stronger
inference follows (see Van Rooij & Schulz, 2004). The stronger inference is the one
associated with the SI, namely, the speaker believes that the stronger alternative
does not hold (i.e., that Jill is not stunning for example (1)). This inference is also
known as a strong implicature, BELs(¬p).

Ever since Doran et al. (2009, 2012), and even more so following van Tiel et al.
(2016), the uniformity of SIs has been questioned. By extending the variety of the
scales tested, van Tiel et al. demonstrated that the presumed uniformity of SIs,
primarily based on the investigation of a limited number of scales (most notably,
<some, all>, <or, and>), cannot be generalized to all scales. Specifically, they found
that weaker scalar expressions trigger the rejection of their stronger scale mates to
varying degrees. This finding challenged the implicit uniformity assumption,
namely that SIs are derived uniformly across different scales. Van Tiel et al. further
proposed that the structural properties of the scale can predict some of this
diversity. Relevant structural properties were boundedness (i.e., whether the
stronger scale mate denotes an endpoint) and distance (between the lower bounds
of the two scale mates). The results of this seminal study were replicated in many
other works that explored several other factors, such as polarity and extremeness
(Benz et al., 2018; Gotzner et al., 2018; Simons & Warren, 2018; Sun et al., 2018,
inter alia).

In the current study, we follow the work of van Tiel et al. (2016) on scalar
diversity but offer a new perspective on both the methodological measures of
boundedness and distance as well as the question of uniformity versus scalar
diversity. Experiment 1-a is a replication of van Tiel et al.’s Experiment 2. All in
all, we were able to replicate the SI pattern found in van Tiel et al. (2016)
(Section 2.1). Experiment 1-b addresses the effect of negative strengthening on
this SI pattern; we conclude that this is unlikely to underlie scalar diversity (Section
2.2). We then proceed to measure two of the structural properties shown to predict
scalar diversity: boundedness and distance (van Tiel et al., 2016). Experiment 2 is an
empirical investigation of boundedness. Contrary to the common view, wemeasure
boundedness as a bias rather than an absolute either-or property (Section 2.3).
Experiment 3 focuses on distance. Our experiment builds on van Tiel et al.’s
Experiment 4 but modifies the task so that it measures distance without presup-
posing scalarity, which we argue was the case in the original study and replications
of it (Section 2.4). In Section 3, we analyze the data using traditional regression
analysis and a complementary cluster analysis, which, as yet, has not been used to
study scalar diversity. Based on an interaction shown by the regression analysis, we
propose that boundedness fixes distance and hence imposes a scalar structure
(Section 4.2.1). Furthermore, based on the cluster analysis, we propose a distinction
between two scale types: given scales, with an entrenched scalar structure, show
high SI rates, and volatile-scales, with a fluctuant structure, exhibit low SI rates
(Section 4.2.2). We argue that this distinction allows us to account for diversity
across scales (depending on whether a scale has actually been construed), while
adhering to the uniformity of the derivational process (once the scale has been
construed) (Section 4.2.3).

Language and Cognition 3

https://doi.org/10.1017/langcog.2024.36 Published online by Cambridge University Press

https://doi.org/10.1017/langcog.2024.36


2. Experiments
2.1. Experiment 1-a: A modified replication of van Tiel et al. (2016)

Experiment 1-a is amodified replication of van Tiel et al.’s (2016) Experiment 2. In their
study, van Tiel et al. tested whether previous experimental work, which typically focused
ona few scales (most notably <some, all>, and<or, and>), could be extended to other, not
previously tested scales. To that end, they conducted two experiments. In these experi-
ments, participants were presentedwith a statement containing aweak scalar expression
(the target sentence). They were then asked to decide whether they could conclude from
that statement that, according to the speaker, the stronger scale mate does not hold. A
positive response reflected the derivation of the SI (i.e., the rejection of the stronger scale
mate). In van Tiel et al.’s Experiment 1, statements were kept as neutral as possible by
using pronouns and generic predicates (e.g., ‘She is intelligent’). In their Experiment
2, van Tiel et al. used the same items, but targets included full noun phrases and more
specific predicates (e.g., ‘The assistant is intelligent’; see Figure 1).

We replicated van Tiel et al.’s Experiment 2 but slightly modified the materials in
two ways. The first modification involved rewording the target sentences in two
scales: <participate, win> and <start, finish>. We suspected that the context of the
original statements only supported a weak inference (i.e., the speaker does not believe
that the stronger scalar expression holds, ¬BELs(p)). To promote the strong inference
(i.e., the speaker believes that the stronger scalar expression does not hold, BELs(¬p)),
we used meaningful descriptions at the subject/agent position for both scales as well
as information about the nature of the competition to the target sentences of the
<participate, win> scale (e.g., ‘My cousin participated in the Olympic games’ com-
pared to ‘The runner participated’ in van Tiel et al. (2016); for the complete list see the
Supplementary Materials). The secondmodification was adding another item for the
<possible, certain> scale. The additional item aimed to avoid ‘Yes’ responses
prompted by common knowledge rather than the actual derivation of an SI. In the
former case, this wouldmean, for example, that a selection of ‘not certain’ for ‘success
is possible’ will result from the widespread belief that success is never certain rather
than from the SI derivation (i.e., the derivation of ‘not certain’ when ‘possible’ is
expressed). Henceforth, we mark the original scale in van Tiel et al.’s study as
<possible, certain>-a, and ours as <possible, certain>-b.

2.1.1. Method
Participants. Thirty participants were recruited using Prolific (Palan & Schitter,
2018). All participants were native US English speakers with no history of cognitive

Figure 1. A trial example from van Tiel et al.’s (2016) Experiment 2 using the <intelligent, brilliant> scale.
A ‘yes’ response indicates that an SI was drawn.
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impairment. All participants responded correctly to the control items; therefore, all
were included in the analysis (age range: 18–45,M = 32.5, SD = 7.53, 15 females). All
participants gave informed consent prior to participation.

Materials and procedure.We used the same experimental items and controls as
van Tiel et al.’s (2016) Experiment 2: quantifiers (2), adverbs (1), auxiliary verbs
(2), main verbs (6), adjectives (32, +1 additional <possible, certain>-b scale]), and
controls (7), with modifications as detailed in the introduction. For each experi-
mental scale, we used the same three statements as van Tiel et al.’s (2016)
Experiment 2. Thus, for example, the scale <intelligent, brilliant> could have
appeared in any of the following statements: ‘The assistant is intelligent’, ‘That
professor is intelligent’, or ‘This student is intelligent’. Control items (from van
Tiel et al.) were either antonym expressions (e.g., <clean, dirty>) or unrelated
adjectives (e.g., <tall, single>). The complete list of statements can be found in the
Supplementary Materials.

The procedure largely followed that used by van Tiel et al. with the addition of a
continuous confidence question, using a slider between ‘very confident’ and ‘not
confident’. We added this question because ‘Yes’ responses to the main task, which
indicate an SI derivation, may be associated with different degrees of confidence (see
the use of a continuous scale for SI derivation in Sun et al., 2018). Thus, themeasuring
of confidence could provide an alternative (indirect) measurement of SI diversity
(following a paradigm used in several cognitive studies, e.g., Kanai et al., 2010 for
vision and Sternau et al., 2015; and Orr et al., 2017 for language).

Participants saw all scales but only one statement per scale. This setup yielded
three lists, with ten participants assigned to each list, in accordance with van Tiel et al.
(2016). Items in each list were randomized for each participant, apart from the
additional <possible, certain>-b scale, which was always the last item in the list
(Figure 2).

2.1.2. Results
In this analysis, and throughout the following analyses, we used R version 4.1.3
(R Core Team, 2021), RStudio (RStudio Team, 2020), and the tidyverse package
(Wickham et al., 2019). SI rates in Experiment 1-a successfully replicated the

Figure 2. A trial example from Experiment 1-a using the <intelligent, brilliant> scale. A ‘yes’ response
indicates that an SI was drawn.
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SI rates in van Tiel et al.’s Experiment 2 (r = 0.88, p < 0.001). To test the correlation
between the studies when using the exact same stimuli, we removed the scales for
which we made modifications (<participate, win> and <start, finish>) and per-
formed a second correlation. As expected, this resulted in a higher correlation rate
(r = 0.94, p < 0.001). All three lists correlated with one another (rs > 0.86, ps <
0.001), indicating that the different statements either contributed or did
not contribute to SI rates in a fairly similar manner. Turning to the three
modifications we made to the original design: (1) SI rates in the modified
scales increased dramatically compared to van Tiel et al.’s Experiment 2 (from
18% to 46% (χ2(1) = 4.9, p < 0.05) for <participate, win>, and from 21% to 86%
(χ2(1) = 24.2, p < 0.001) for <start, finish>) (see further discussion in the
Supplementary Materials). (2) The new <possible, certain>-b scale did not yield
any significant difference from the original <possible, certain >-a in this task.
(3) Confidence scores were high for all scales (M = 78, SD = 6.61, and always
above 65). Therefore, we could not derive new insights concerning SI diversity
from this measurement. Figure 3 and Table 1 provide a detailed description of
these results.

2.2. Experiment 1-b: Eliminating the possible interference of negative strengthening

One of the criticisms leveled against SI diversity concerns the potential interference of
negative strengthening. This concern was raised and tested by Benz et al. (2018) with
respect to the materials in van Tiel et al. (2016). According to Benz et al., it is possible
that while an SI was derived during the target stage, it was obscured by negative
strengthening during the task stage. To illustrate, a participant encountering the
statement ‘He is intelligent’may have derived the SI that Mary believes that he is not
brilliant (which should lead to a ‘Yes’ response). However, when asked, ‘Would you
conclude from this that, according to Mary, he is not brilliant?’ during the task stage,
‘not brilliant’ was negatively strengthened to ‘not intelligent’, leading to the selection
of the ‘No’ response. To test this hypothesis, Benz et al. collected the rates of negative
strengthening for the stronger scale mates tested in van Tiel et al. using a dedicated
task (Figure 4).

Benz et al.’s results, which negatively correlated with SI rates from van Tiel et al.
(2016), led them to suggest that the absence of SIs in some scales can, at least in part,
be explained by negative strengthening. For example, in van Tiel et al. (2016), the
scale <happy, content> received an SI rate of 4%. In Benz et al. (2018), this scale
received a negative strengthening score of 92%. This example illustrates a
(potential) pattern whereby ‘[…] participants are less likely to endorse a scalar
implicature if they apply negative strengthening to the stronger scale-mate’ (Benz
et al., 2018, p. 195).

It is important to note that even before Benz et al.’s experiment, van Tiel et al.
(2016, p. 149) considered the possible effect of negative strengthening on SI rates.
However, they rejected this possibility for several reasons. We note two. First,
diversity in SI rates is also present in tasks that do not involve the negation of
the stronger scale mate (Doran et al., 2009, 2012). Second, negative strengthening
seems unlikely because it would go against the explicit target sentence stating
that the weaker alternative is the case. To address this concern, we nevertheless
performed a test with a task that is similar to Experiment 1-a but cannot
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trigger negative strengthening. Our goal was to compare the results of this test
with those of Experiment 1-a to understand the contribution, if any, of negative
strengthening.

2.2.1. Method
Participants. A different group of 32 participants was recruited using Prolific. All
participants were native US English speakers with no history of cognitive impair-
ment. Two participants were excluded from the analysis because they failed in more
than two control items. Therefore, 30 participants were included in the final analysis

Figure 3. The percentages of ‘Yes’ responses from our Experiment 1-a (indicating the probability of deriving
an SI).
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(age range: 18–45, M = 31.5, SD = 7.35, 15 females). All participants gave informed
consent prior to participation.

Materials and procedure.We used the same materials and procedure as in Experi-
ment 1-a; the only changewas in the task.Here, instead of asking: ‘Would you conclude
from this that, according toMary, he is not brilliant?’ as in our Experiment 1-a and the

Table 1. Results from Experiments 1-a, 2, and 3, as well as the cluster analysis, ordered by SI rates

Scale SI rate Boundedness score Distance score Cluster

<some, all> 100 83.98 74.45 1
<possible, certain>

–b 96.67 63.13 73.6 1
<sometimes, always> 93.33 54.42 68.94 1
<may, have to> 93.33 50.4 79.63 1
<cheap, free> 93.33 92.74 67.7 1
<rare, extinct> 93.33 92.6 78.12 1
<may, will> 90 86.74 64.2 1
<possible, certain>

–a 90 54.02 68.44 1
<start, finish> 86.67 83.39 95.61 1
<allowed, obligatory> 86.67 66.52 75.86 1
<difficult, impossible> 83.33 70.14 51.06 1
<hard, unsolvable> 83.33 82.22 52.84 1
<low, depleted> 83.33 72.78 35.97 1
<try, succeed> 73.33 44.14 81.7 1
<few, none> 70 92.97 88.97 1
<believe, know> 60 56.51 59.11 1
<scarce, unavailable> 60 79.1 48.36 1
<palatable, delicious> 56.67 14.07 64.3 2
<warm, hot> 53.33 6.42 42.3 2
<participate, win> 46.67 83.27 75.8 1
<good, perfect> 46.67 62.61 46.87 1
<memorable, unforgettable> 46.67 44.47 28.28 2
<cool, cold> 46.6 4.32 27.97 2
<adequate, good> 43.33 9.89 48.17 2
<hungry, starving> 30 34.24 33.3 2
<old, ancient> 23.33 23.22 23.83 2
<unsettling, horrific> 23.33 9.56 33.99 2
<good, excellent> 20 12.45 36.3 2
<dislike, loathe> 16.67 27.72 16.25 2
<like, love> 16.67 21.95 34.33 2
<dark, black> 13.33 46.86 38.18 2
<silly, ridiculous> 13.33 14.51 26.48 2
<tired, exhausted> 13.33 7.09 18.07 2
<big, enormous> 10 21.74 17.77 2
<content, happy> 6.67 8.01 31.4 2
<intelligent, brilliant> 6.67 11.32 21.35 2
<pretty, beautiful> 6.67 12.7 17.54 2
<snug, tight> 6.67 9.98 10.11 2
<wary, scared> 6.67 9.22 25.72 2
<funny, hilarious> 3.33 9.73 13.9 2
<small, tiny> 3.33 14.3 15.34 2
<special, unique> 3.33 38.14 23.91 2
<attractive, stunning> 0 11.28 17.3 2
<ugly, hideous> 0 8.8 13.31 2

Note: The SI rate column provides the results from Experiment 1-a and shows the average likelihood of deriving a scalar
inference for each scale; The Boundedness score column provides the results from Experiment 2 and shows the mean
boundedness score for each scale; TheDistance score column provides the results from Experiment 3 and shows themean
distance score between scale mates for each scale; The Cluster column provides the associated cluster of each scale,
determined based on the cluster analysis.
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original vanTiel et al. (2016) experiment, we asked, ‘Would you conclude from this that
possibly, according toMary, he is brilliant?’Now, a negative response, ‘No’, reflects the
derivation of an SI, whereas a positive response, ‘Yes’, testifies that an SI was not
derived. Crucially, by eliminating the ‘not’ and adding ‘possibly’ to the task, we were
able to eliminate the possible interference of negative strengthening (Figure 5).

We hypothesized that if negative strengthening does not interfere with the
derivation of SI rates, Experiment 1-a and this experiment would be (negatively)
correlated (because, in this task, the selection of ‘No’, rather than ‘Yes’, indicates that
an SI is derived). Note that this experiment does not directly test for negative
strengthening but only whether SI rates in our Experiment 1-a (and by implication,
those in van Tiel et al.) were affected by the presence of ‘not’, the possible source of
negative strengthening.

2.2.2. Results
Our results show that the SI rates of Experiment 1-a and this experiment demonstrate
a negative correlation (r = –0.89, p < 0.001). In other words, SIs were derived with a
relatively similar frequency. We thus conclude that it is even less likely that negative
strengthening interfered with the SI rates obtained in Experiment 1-a.1 Therefore, we

Figure 4. A trial example from Benz et al. (2018) using the <intelligent, brilliant> scale.

Figure 5. A trial example from Experiment 1-b using the <intelligent, brilliant> scale.

1In the following sections, we show that some scale mates, such as <snug, tight>, were perceived as
interchangeable, i.e., as very close in meaning. If so, this offers an alternative interpretation for Benz et al.’s
(2018) findings. For example, rejecting ‘not tight’ when ‘snug’ was used (the task in van Tiel et al., 2016) is
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will use the results obtained in the previous experiment in the following analyses,
wherein we explore two of the structural properties that were found to predict SI
derivation, namely Boundedness and Distance.

2.3. Experiment 2: Testing the perceived boundedness of scalar expressions

The first structural property of scales that we explore is boundedness. A bounded
scale is a scale in which the stronger scalar expression denotes an endpoint (e.g., ‘all’
in <some, all>, ‘free’ in <cheap, free>). This endpoint indicates that there is nothing,
no further alternatives, beyond that point for that scale. Conversely, in non-bounded
scales, the stronger scalar expression, similar to the weaker scalar expression, denotes
an interval. Whether the scale has (or does not have) an endpoint is relevant to
various phenomena in language (see Kennedy &McNally, 2005; Paradis, 2001). One
of these phenomena is the derivation of SIs, as found in van Tiel et al. (2016).

To explore the effect of boundedness on the derivation of SIs, van Tiel et al. (2016)
divided their scales based on whether the stronger scale mate denotes an endpoint or
an interval. They found that the boundedness of the stronger scale mate is the
strongest predictor of SIs, accounting for 10% of the variance observed in SI rates.
This result was corroborated by Sun et al. (2018), who found that when SI rates were
measured on a continuous scale, boundedness accounted for as much as 31% of the
variance. These studies, and studies regarding boundedness in general, however, have
mostly stipulated which lexical items are bounded (or not) (but see Pankratz & Van
Tiel, 2021). We surmised that such an intuitive characterization of boundedness
might be subject to errors. For example, the scalar expression ‘know’ is defined as
bounded by van Tiel et al. but as continuous by Paradis (2001, p. 47); also see
Kennedy and McNally (2005, p. 365).

Moreover, contrary to the common assumption that boundedness is a binary
property, we hypothesized that bounded expressionsmight exhibit varying degrees of
resistance to their interpretation as an interval. That is, we considered (and therefore
measured) boundedness as a flexible trait. Our hypothesis was motivated by the
availability of ‘gradable readings’ of what are considered strictly bounded expres-
sions. For example, ‘very’, which is a scalar modifier, can be added to adjectives that
are considered bounded (e.g., ‘very certain’, ‘very true’) (see examples and discussion
in Paradis (2001) and Kennedy andMcNally (2005)). Such uses question the practice
of treating boundedness as an absolute either-or property and highlight why explor-
ing it as a bias could be a promising endeavor. In this respect, our investigation also
differs from the empirical examination of boundedness performed by Pankratz and
Van Tiel (2021), who ultimately divided their items in a binary fashion. The goal of
Experiment 2 was, therefore, to quantify boundedness empirically, thereby providing
a more objective measure of this structural property.

2.3.1. Method
Participants. A different group of 34 participants was recruited using Prolific. All
participants were native US English speakers with no history of cognitive

expected because they are perceived as denoting a close meaning. Similarly, accepting ‘not snug’ when ‘not
tight’ was used (the task in Benz et al., 2018) is expected for the same reason.
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impairment. Four participants were excluded from the analysis because they failed in
more than two control items. Therefore, 30 participants were included in the final
analysis (age range: 18–45, M = 28.9, SD = 7.65, 15 females). All participants gave
informed consent prior to participation.

Materials and procedure. We used the same 44 experimental and 7 control items
from Experiment 1-a. For each experimental item, we used the same three statements
as in Experiment 1-a. However, we replaced the weak scalar expression with its
stronger alternative in these statements (the target sentences) because boundedness is
the property of the stronger scalar expression. To measure boundedness, we built on
the observation that expressions biased towards boundedness are overall more
infelicitous in comparative constructions (see Paradis, 2001, Section 3).We therefore
asked participants to indicate, for example, how likely it is for anyone described as
‘brilliant’ to be even ‘more brilliant’ than ‘brilliant’ (Figure 6). Note that while this
observation refers to adjectives, we applied it to all items, ensuring that the task was
appropriate for non-adjectival scalar expressions.2

2.3.2. Results
Boundedness scores in Experiment 2 showed substantial variability (M = 41,
SD = 30.66, ranging from the lowest boundedness score of 4.3 for <cool, cold> to
the highest 92.8 for <few, none>). All three lists correlated with one another (rs > 0.92,
ps < 0.001), indicating that the different statements either contributed or did not
contribute to boundedness scores in a fairly similarmanner.Wenote here that all items
considered bounded by van Tiel et al. received scores higher than the median score
(and vice versa; see the ordered boundedness scores in the SupplementaryMaterials).
In fact, a strong point-biserial correlation was observed between our boundedness
scores and the either-or distinction assumed in van Tiel et al. (r = 0.9, p < 0.001)
(using the ltm package; Rizopoulos, 2006). If we indeed treat boundedness as a
categorical property, an interesting pattern is evident. For expressions with bound-
edness scores higher than the median, the mean was relatively far from the edge of
the maximal score (M = 68.23, SD = 17.7). In contrast, for expressions with
boundedness scores lower than the median, the mean was relatively close to the

Figure 6. A trial example from Experiment 2 using the <intelligent, brilliant> scale. A response towards the
left end, ‘Yes, of course’, indicates that the scalar expression in the target sentence is biased towards a non-
bounded conceptualization, and vice versa.

2For example, for ‘love’, a non-adjectival expression biased towards non-boundedness, we asked, ‘In
principle, is it possible for someone, for example, the manager, to love spaghetti even more?’
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edge of the minimal score (M = 13.75, SD = 7.5). We will develop this point further
in Section 4.

2.4. Experiment 3: Testing the perceived distance between scale mates

Following the findings of van Tiel et al. (2016), the second structural property of
scales we explore is the perceived distance between two scale mates. To measure this
distance, van Tiel et al. asked participants to indicate the extent to which a statement
with a stronger scalar expression is stronger than a statement with a weaker scalar
expression (Figure 7).

Results from that study showed that distance is a significant predictor of SI rates,
albeit negligible, as it accounted for only 3% of the variation in SI rates. We posited,
however, that van Tiel et al.’s task made the scalar difference between the two
expressions highly pronounced, which may have biased the participants to assume
a difference in strength between them. Put differently, it could very well be that by
asking howmuch stronger something is than something else, strength, which was the
operationalization of distance, was presupposed. This raises the concern that for some
of the scales the observed differences in distance weremerely biased by the task. As the
distance between (the lower bounds of) two scalar expressions is a necessary
requirement for a scalar construal, we aimed to measure distance using a task that
does not bias for strength/distance. Based on van Tiel et al.’s (2016) Experiment 4, we
constructed a similar task but changed it to obtain a measurement of distance that
does not presuppose distance and hence scalarity. Specifically, rather than asking
about a difference in strength, as van Tiel et al. did, we asked about the interchange-
ability of the two statements. That is, wewere interested in whether, or to what extent,
these scale mates indeed denote different intervals on the same scale. We hypothe-
sized that the more two statements are perceived as interchangeable, that is, as
denoting the same interval on the same scale, the closer they are in terms of meaning,
and vice versa. The goal of Experiment 3 was, therefore, to explore distance without
presupposing it.

2.4.1. Method
Participants. A different group of 33 participants was recruited using Prolific. All
participants were native US English speakers with no history of cognitive impair-
ment. Three participants were excluded from the analysis because they failed inmore

Figure 7. A trial example from van Tiel et al. (2016) Experiment 4, which tested distance using the
<intelligent, brilliant> scale.
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than two control items. Therefore, 30 participants were included in the final analysis
(age range: 18–45,M = 30.63, SD = 7.12, 15 females). All participants gave informed
consent prior to participation.

Materials and procedure. We used the same 44 experimental and 7 control items
from Experiment 1-a. While we used the paradigm from van Tiel et al.’s (2016)
Experiment 4, we applied three changes: (1) Whereas van Tiel et al. (2016) used the
neutral version of the materials when measuring distance (with the pronouns and
generic predicates; Figure 7), we used the contextually richer version of the materials.
This was motivated by a desire to make the comparison with our Experiment 1-a
more reliable; (2) We used a continuous scale rather than a 1–7 Likert scale (see
Dillon &Wagers, 2021 for a discussion); (3) Most importantly, to avoid the presup-
position of distance, and hence scalarity, we changed the task used in van Tiel et al.
(2016) from ‘Is statement 2 stronger than statement 1?’ to ‘Is statement 2 inter-
changeable with statement 1?’ (Figure 8).

2.4.2. Results
Scores in Experiment 3 showed substantial variability (M = 44.7, SD = 24.5; ranging
from the highest distance score of 95.6 for <start, finish> to the lowest 10.1 for <snug,
tight>).We note that the scores, which we refer to as ‘Distance scores’, are reported as
the inverse of the interchangeability scores (Distance score = 100 – interchangeability
score). Thus, for example, a 4.4 interchangeability score for <start, finish> reflects the
distance score of 95.6. These scores correlate with themeasurement of distance in van
Tiel et al. (r = 0.4, p < 0.05), but note that in Section 4, we provide a more nuanced
analysis of this correlation. All three lists correlated with one another (rs > 0.92,
ps < 0.001), indicating that the different statements either contributed or did not
contribute to distance scores in a fairly similar manner.

3. General results
3.1. Regression analysis

In the subsequent analyses, we use SI rates taken from Experiment 1-a because the
results of Experiment 1-b removed the potential interference of negative strength-
ening. The first analysis follows that of van Tiel et al. (2016). We performed a
binomial mixed effects analysis using the lme4 package (Bates et al., 2015). The SI
rates obtained from Experiment 1-a were modeled as a function of boundedness
(standardized scores; Experiment 2), distance (standardized scores; Experiment 3),

Figure 8. A trial example from Experiment 3 using the <intelligent, brilliant> scale. A response towards the
left-end, ‘Not interchangeable’, indicates that the two scale mates are perceived as distant, and vice versa.
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and the interaction between them as fixed factors, as well as themaximal theoretically
relevant random effects structure, which included by-participants intercepts and
slopes (Barr et al., 2013). To ensure the data met the assumption of collinearity, we
applied the Variance Inflation Factors (VIF) function using the CAR package (Fox &
Weisberg, 2019). The test showed that multicollinearity was not a concern
(Boundedness, VIF = 1.32; Distance, VIF = 1.31).

A likelihood ratio test of the model with the effects of boundedness and distance
against a model without these effects showed a significant difference between the
models (χ2 (3) = 102.83, p < 0.001). Input from the best-fitting model (the one with
both properties) indicates that, as in van Tiel et al. (2016), both boundedness and
distance are significant predictors in deriving SIs. Specifically, the more resistant
the stronger scale mate is to being perceived as an interval, the more likely it is for
an SI to be triggered (logit coefficient: 0.74, SE = 0.12, z = 5.9, p < 0.001; Table 2). In
addition, the more two items are perceived as distant on a scale (i.e., as non-
interchangeable), the more likely it is for an SI to be triggered (logit coefficient:
1.41, SE = 0.14, z = 9.86, p < 0.001). Notably, these two factors accounted for more
of the explained variance than in van Tiel et al. (49% in our study; 22% in van Tiel
et al., 2016).

We performed a further analysis to test the individual contribution of each
predictor, similarly to van Tiel et al., using the PartR2 package (Stoffel et al., 2020).
This analysis indicated that boundedness accounted for 14.5% of the explained
variance, a modest improvement from van Tiel et al., where boundedness explained
10%. Distance scores, however, accounted for 36% of the explained variance in our
study, compared with 3% in van Tiel et al.’s original study. Finally, we measured the
effect size of each of these predictors using the effsize package (Torchiano, 2020).
There was amedium effect size for boundedness (=0.40) and a strong one for distance
(=0.78).

The model also revealed a two-way interaction between our measurement of
boundedness and distance (p < 0.001). We used the Simple Slopes analysis from the
interactions package to explore it (Long, 2019). The analysis indicates that in high
distance scores (1 SD above the mean), increasing levels of boundedness do not
significantly increase the odds of SI derivation (est.: 0.14, SE = 0.15, z = 0.91, p = 0.36;
Figure 9). However, in mean distance scores, increasing levels of boundedness
significantly increase the odds of SI derivation (est.: 0.74, SE = 0.13, z = 5.90, p < 0.001;
Figure 9), and even more so for low distance scores (1 SD below the mean) (est.: 1.32,
SE = 0.19, z = 7.10, p < 0.001; Figure 9).

Table 2. SI rates modeled as a function of the standardized boundedness and distance scores and the
interaction between them in a mixed-effect model

SI rates

Odds Ratios CI p-value

(Intercept) 1.06 0.78–1.44 0.701
Boundedness 2.09 1.64–2.67 <0.001
Distance 4.11 3.11–5.45 <0.001
Boundedness × Distance 0.55 0.45–0.69 <0.001
Marginal R2/Conditional R2 0.49/0.55
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In sum, treating boundedness as a bias and investigating distance without
presupposing scalarity allowed us to corroborate and even strengthen van Tiel
et al.’s original observation of an inconsistent inferential pattern for SIs that can be
predicted based on the structural properties of the relevant scale. However, in our
analysis, the pattern of interaction, the coefficients of both predictors, and the effect
size of each predictor all show that distance is more prominent than boundedness
for SI derivation.

3.2. Cluster analysis

Our second analysis was driven by suggestions in the literature that the distribution
of SI rates may consist of two categories, with some distinguishing between whether
the scale is adjectival or not (Beltrama & Xiang, 2013; Doran et al., 2009; Gotzner
et al., 2018), and others distinguishing between properties of the scale’s structure
(e.g., the two categories of L-scales and M-scales as suggested in Benz et al., 2018).
To explore these suggestions, we applied a cluster analysis. In cluster analyses, sets
of items are grouped in such a way that items within the same cluster exhibit greater
similarity to each other vis-a-vis some properties than they do to items in the other
cluster(s). In the clustering of our data, we specifically followed the suggestion that
the properties of the scale’s structure constitute the factor underlying the derivation
of SIs. Accordingly, clusters were formed based on boundedness (Experiment 2)
and distance (Experiment 3), and they did not include the SI rates gathered in
Experiment 1-a.

A cluster analysis involves two steps: establishing the number of clusters and
partitioning the data. In the first step, we established the number of clusters in the
data, the k-value, using both boundedness and distance scores as clustering

Figure 9. The influence of the interaction between boundedness and distance on SI rates. The y-axis
represents the likelihood of deriving an SI. The x-axis represents boundedness scores in SD-units. Each line
on the graph represents distance scores in SD-units. Thus, for example, the uppermost line stands for scales
that received distance scores 1sd higher than the mean. The boundedness score of these scales did not
significantly contribute to the likelihood of deriving an SI (which was already high). However, boundedness
scores for scales withmean distance scores (middle line) and 1 SD below themean distance scores (bottom
line) were significantly affected by the boundedness score of the relevant scale.
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variables (by data, we mean the 44 experimental scales). We used the factoextra
package (Kassambara & Mundt, 2020) to derive this value by applying three
different methods: Within-cluster-Sum of Squared (WSS) errors, Silhouette, and
the Gap statistics (Tibshirani et al., 2001). All methods indicated that k=2 is the
ideal number. It is important to note that in cluster analyses, the k-value is optimal
when the objective methods converge on the same value, and this value is also
theoretically motivated, as discussed above. The second step involved partitioning
the n scales (=44) into our k-value (=2). To do so, we carried out a k-means cluster
analysis and visualized it using the ggfortify package (Tang et al., 2016) (Figure 10
and Table 3).

Cluster 1, the dark grey cluster, consists of 19 scales, listed in Table 3. These scales
received higher-than-average boundedness and distance scores. Cluster 2, the light
grey cluster, consists of 25 scales, listed in Table 3. These scales received lower-than-
average boundedness and distance scores. As stated, our goal was to examine whether
SI patterns follow boundedness and distance patterns. Interestingly, when we exam-
ine SI rates—which were not included in the clustering process—we see that the
average SI rate in Cluster 1 is 80%, but only 19% in Cluster 2 (i.e., the percentage of
‘Yes’ responses).

Figure 10. A k-means cluster analysis using boundedness and distance scores as the clustering variables.
Cluster 1 is represented by the higher, darker cluster, whereas Cluster 2 is represented by the lower, lighter
cluster. The axes represent the standardized boundedness scores (x-axis) and distance scores (y-axis).
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This analysis offers a more nuanced conclusion than the regression analysis.
When considering the option of two datasets within the data, we receive two different
inferential patterns. In one subset, SIs are pretty robust; in fact, in 13 out of 19 scales in
cluster 1, an SI was derived more than 80% of the time. In the other subset, SIs are
triggered inconsistently. There, in 23 out of 25 scales in cluster 2, an SI was derived
less than 50% of the time.

Interestingly, ~70% (23/33) of the adjectives were clustered together in one cluster
(Cluster 2). Given this majority, one might take this finding to support the assump-
tions in the literature that adjectives form a distinct class of scales (Beltrama &Xiang,
2013; Doran et al., 2009; Gotzner et al., 2018). However, the sorting principle we
intend to put forth is not related to the grammatical category of scales (whether the
scale is adjectival or not). Instead, we suggest that the salience of the scalar construal,
as determined by the scale’s structural properties, is the factor that distinguishes
scales in Cluster 1 from those in Cluster 2 (Section 4).

4. General discussion
We performed four experiments to examine scalar diversity and the sources of its
diversity. Experiment 1-a was a slightly modified replication of van Tiel et al.’s
Experiment 2 (2016), which successfully replicated the scalar diversity pattern

Table 3. Items categorized based on the k-means cluster analysis. Cluster 1 is referred to as Given-
scales, while Cluster 2 is referred to as Volatile-scales (we discuss this terminology in the General
Discussion)

Given-scales (Cluster 1)
(Cluster’s center: Boundedness = 1.01SD;
Distance = 0.94SD)

Volatile-scales (Cluster 2)
(Cluster’s center: Boundedness = -0.77SD;
Distance = -0.71SD)

<some, all> <dislike, loathe>
<few, none> <like, love>
<sometimes, always> <adequate, good>
<may, have to> <attractive, stunning>
<may, will> <big, enormous>
<believe, know> <content, happy>
<participate, win> <cool, cold>
<start, finish> <dark, black>
<try, succeed> <funny, hilarious>
<allowed, obligatory> <good, excellent>
<cheap, free> <hungry, starving>
<difficult, impossible> <intelligent, brilliant>
<good, perfect> <memorable, unforgettable>
<hard, unsolvable> <old, ancient>
<low, depleted> <palatable, delicious>
<possible, certain>

–a <pretty, beautiful>
<rare, extinct> <silly, ridiculous>
<scarce, unavailable> <small, tiny>
<possible, certain>

–b <snug, tight>
<special, unique>
<tired, exhausted>
<ugly, hideous>
<unsettling, horrific>
<warm, hot>
<wary, scared>
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observed there. Experiment 1-b showed it to be unlikely that negative strengthening
interfered with the SI rates obtained in Experiment 1-a. Experiments 2 and 3 further
measured the two structural properties that van Tiel et al. found to be relevant to SI
derivation: boundedness and distance. We measured boundedness as a bias using
comparative constructions (Experiment 2) and distance without the presupposition
of strength, and hence scalarity, using an interchangeability task (Experiment 3). Two
general analyses were performed to explore the combined data: traditional regression
analysis and complementary cluster analysis. We first discuss the contribution of the
methodological changes (Section 4.1), and then explore the theoretical implications
of this study (Section 4.2).

4.1. Methodological contribution

The current study generally followed the work of van Tiel et al. (2016) on scalar
diversity. However, it offered a novel empirical investigation of boundedness and
distance. By treating boundedness as a bias and bymeasuring distance as a function of
interchangeability, we corroborated and even strengthened the results of van Tiel
et al. (2016). In this section, we discuss the methodological contribution of these
changes.

Overall, our empirical examination of boundedness generally supported the
intuitions assumed in the literature. Scalar expressions considered bounded by van
Tiel et al. and mostly perceived as such in the literature, received scores higher than
themedian score, and vice versa.While this patternmight, therefore, seem to support
treating boundedness as an either-or property, the expressions considered strictly
bounded in the literature revealed a considerable range, with values ranging from
38.1 for ‘unique’ to 92.97 for ‘none’. These results suggest that the strict binary
characterization of boundedness in the literature is, nevertheless, too rigid. According
to the prevalent approach, the measurement of boundedness should have displayed
values closer to the ends of our measurement scale and with a narrower range. In
effect, a different pattern of results emerges from Experiment 2. Expressions trad-
itionally classified as bounded, with boundedness scores higher than the median,
display a mean further from the edge of the maximal score (and greater variability).
This suggests a flexible category, which supports our initial intuition. At the same
time, expressions traditionally classified as non-bounded, with boundedness scores
lower than the median, display values close to the edge of the minimal score. This
seems to suggest a homogenous category, which supports the traditional categorical
view of boundedness.

Taking all this into account, we maintain but refine our initial position. We
propose that the data point to the treatment of boundedness as a category with
internal flexibility (see also Beltrama, 2018; Paradis, 2001). That is to say, within the
category of bounded expressions, these expressions demonstrate varying degrees of
resistance to being construed as an interval. While some bounded expressions can
easily be conceptualized as denoting an interval (e.g., ‘unique’), others can hardly be
interpreted as anything other than an endpoint (e.g., ‘extinct’). The category of non-
bounded expressions, by contrast, exhibits homogeneity. Expressions denoting an
interval are resistant to being conceptualized as an endpoint. In sum, while bound-
edness can be considered a categorical property, the categories differ from one
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another. Bounded expressions constitute a category with internal flexibility, whereas
non-bounded expressions lack this flexibility.

Concerning themeasurement of distance, two outcomes distinctly stand out. First,
by merely changing the task to avoid the presupposition of distance, we increased the
predictive effect of distance. This increase reversed the importance of the two
predictors, making distance the prominent structural property for predicting scalar
diversity. Second, the outcome that a quarter of the scales received a distance score
below 25 (see the Supplementary Materials) raises doubts about the canonical set of
scalar expressions, or more precisely, regarding their exact nature. To reiterate, if two
scalar expressions are perceived as interchangeable and, hence, as having a low/-
minimal distance score, this indicates that they are perceived as denoting a similar
interval (on the same scale). We discuss this further in Section 4.2.

Before turning to the theoretical implications of our findings, some task effects
should be considered. First, it is possible that using the term ‘interchangeable’
prompted participants to perceive the two scale mates as having no distance between
them. This would then undermine the conceptualization of the scale, which requires
some distance between scale mates. In view of the diversity in distance scores, we can
assert that this is not a core effect of the task. In fact, we would like to stress that
differences between distance scores in our task and that of van Tiel et al. were limited
to a subset of scalar expressions (see the next section). That is to say, if the effect were
associated with the task, it would have affected all scales to the same degree. We,
therefore, posit that this task effect is more reflective of the nature of these items than
the nature of the task. Second, the label ‘not interchangeable’ in the task could
potentially be selected to indicate that the relevant expressions have a maximal
distance even though they are not on the same scale. Yet we used the same expressions
as van Tiel et al. (2016), which are paired expressions on the same scale and for which
scalarity was never questioned. Therefore, we contend that maximal distance scores
for the paired expressions in this study are unlikely to represent expressions from
different Horn/lexical scales. Finally, it is possible that participants understood the
task as asking to what extent the two expressions can appear in the same sentential
context rather than whether they have the same meaning in the same context. Since
all expressions tested in this study can, in principle, appear in the same sentential
context, the diversity in distance scores suggests that the task was interpreted as
asking about the same meaning and not the same sentential context.

4.2. Theoretical implications

4.2.1. The relationship between boundedness and distance
Van Tiel et al. (2016) considered boundedness and distance as ways to operationalize
the distinctness between scale mates. According to van Tiel et al., if distinguishing
between scale mates is challenging, it is less likely that an SI will be derived. The
association between distinctness and distance is apparent: The greater the distance
between the lower bounds of two scale mates, the easier it is to distinguish between
them. As for boundedness, van Tiel et al. suggested that ‘[…] scalar expressions on
bounded scales are easier to distinguish than on non-bounded scales’ (p. 163,
emphasis added). This accords with other suggestions in the literature (Beltrama &
Xiang, 2013; Leffel et al., 2019). Based on our findings, specifically on the pattern of
interaction between boundedness and distance and the prominent role played by
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distance in our model, we can offer an explanation as towhy boundedness makes the
distinction between scalar expressions easy.3

The interaction between our measurements of boundedness and distance dem-
onstrates that an SI is derived when there is a high distance score between scalar
expressions regardless of the boundedness of the stronger expression. However, when
the distance score is low or medium, boundedness increases SI rates. We suggest that
this is because boundedness helps to fix distance. That is to say, a scale mate
conceptualized as bounded imposes an absolute distance, regardless of the size of
the distance. This is because in scales conceptualized as bounded, the lower bounds of
the weak and strong scale mates necessarily do not overlap. To illustrate, consider the
scale <rare, extinct>. The stronger scale mate ‘extinct’ denotes an endpoint, and its
value (both lower and upper bounds) corresponds to ‘no existence’ (=0-existence).
The weaker scale mate ‘rare’ denotes an interval. The lower bound of ‘rare’ corres-
ponds to ‘at least some existence’ (>0-existence; more than zero). Clearly, there is no
overlap between the lower bounds of the two expressions (the points between which
distance is measured), making the distance necessary and absolute. Importantly, by
imposing an absolute distance, we also impose a scalar construal (see Section 1).

Moreover, we argue that in the absence of a structural property that fixes a
distance, as for non-bounded scales, distance is more unstable. To support this
argument, we integrate two independent observations. First, while overall, our
distance scores (Experiment 3) correlated with the distance scores in van Tiel
et al.’s study (see Section 3.1), a closer examination reveals a difference between
bounded and non-bounded scales. The distance scores of non-bounded scales,
i.e., scales that received a boundedness score below themedian score, do not correlate
with the distance scores in van Tiel et al. (r = 0.27, p = 0.28). However, the distance
scores of bounded scales, i.e., scales that received a boundedness score above the
median score, do correlate with distance scores in van Tiel et al. (r = 0.5, p < 0.05). In
other words, the distance scores of the non-bounded scales fluctuated between the
two experiments: many of the non-bounded scales that were given low distance
scores in our study were perceived as distant in van Tiel et al.’s study. Although this
may initially appear to suggest an inconsistency between the results of the two
experiments—ours and that of van Tiel et al. (2016)—we propose that it actually
mirrors the volatile nature of distance between expressions in non-bounded scales.
Put differently, regardless of the suitability of one task over the other for measuring
distance, the observed differential effect is itself informative, supporting our proposal
that the distance between some scalar expressions, on the same scale, is more volatile.

As a second observation in support of our proposal—that in the absence of a
structural property that fixes the distance between scale mates, distance is unstable
—we consider the only different factor between the measurement of distance in our
study and van Tiel et al.’s study: the task. The two tasks posed different contextual
manipulations, or highlighted different Questions Under Discussion (QUDs)
(Roberts, 1996). Based on the fact that the two tasks yielded differential results,
we suggest that QUD, like boundedness, plays a role in forming distance (also see

3It has been suggested that alternatives aremore salient with bounded expressions (e.g., Frazier et al., 2008;
Gotzner et al., 2018; Van Tiel et al., 2016). However, the salience of alternatives does not appear to predict SI
Diversity. For example, van Tiel et al.’s measures of ‘availability’, which reflect salience, did not predict SI
diversity. Consequently, we followed and contributed to the idea of ‘distinctness’, rather than ‘availabil-
ity’/’salience’, as the more plausible explanation as to why end-point-denoting expressions elicit more SIs.
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Ronai & Xiang, 2022). The QUD can promote a construal of the distance as
negligible (when asked about interchangeability, as in our Experiment 3), but,
alternatively, it can promote a construal of a significant distance (when asked about
strength, as in van Tiel et al., 2016). Notably, the QUD affected the distance scores
in a subset of the scales. More specifically, while it did not (significantly) affect the
distance scores between expressions in bounded scales, it did have an effect on the
distance scores between expressions in non-bounded scales (as discussed above).4

We take this task effect to reflect the nature of non-bounded expressions rather than
to be inherent to the task itself. In other words, this effect indicates that the distance
between adjacent scale mates in non-bounded scales is not sufficiently distinctive/
stable to remain consistent across contexts because nothing in the structure of these
scales forces it to do so.

In sum, our results highlight the three factors that prompt distinctness: (1) large
distance (as discussed in van Tiel et al. (2016) and demonstrated here as well); (2) a
conceptually fixed/absolute distance imposed by a structural property (as developed
here with respect to boundedness); and (3) contextualmanipulations (see, e.g., Doran
et al., 2012 and Ronai & Xiang, 2022 for the role of the QUD in triggering SIs, or
Breheny et al., 2006 for the effect of different contexts in triggering SIs).5

4.2.2. The relationship between scales and inferences
Our cluster analysis suggested that the data consists of two clusters, based on
boundedness and distance scores. To explain the sorting principle that distinguishes
items in Cluster 1 from items in Cluster 2, we here develop the suggestion proposed
above: boundedness imposes an absolute distance.

Cluster 1 comprises scales that receive higher-than-average distance and bound-
edness scores, in other words, scales in which distance is large or fixed, hence the
scalar construal of these scale mates is entrenched. To emphasize, a large distance
between two scale mates results in an entrenched scalar construal (regardless of
boundedness). Moreover, even when the distance between two scale mates is low or
medium, an entrenched scalar construal occurs when the scale is bounded (see
Section 4.2.1). Scales with an entrenched scalar construal can be conceived of as
Given-scales (in the sense suggested in Gazdar, 1979, p. 58). Cluster 2 primarily
comprises scales that received lower-than-average boundedness and distance scores.
These properties, and possibly others not addressed in this study, contribute to the
fact that their scalar construal fluctuates. We refer to these scales as Volatile-scales.

4This idea aligns nicely with the literature on adjectives, specifically with the idea that the standard of
comparison is fixed for absolute gradable adjectives (what we broadly refer to here as bounded expressions,
e.g., ‘extinct’), but context-dependent for relative gradable adjectives (what we refer to here as non-bounded
expressions, e.g., ‘stunning’; see Kennedy &McNally, 2005; Kennedy, 2007; for empirical findings, see Frazier
et al., 2008; Gotzner et al., 2018). It is possible that the QUD effect on the perceived distance between two
expressions is limited when the interpretation of the relevant expressions is (relatively) resistant to context
variations.

5We note that this is not meant to serve as an exhaustive list of factors affecting scalar diversity or
distinctness. As an example of other factors not tested here, let us consider Gotzner et al. (2018), who observed
that negative adjectives denoting the complete absence of some quantity (e.g., ‘extinct’, ‘free’) yielded the
highest SI rates (Gotzner et al., 2018, p. 11). Applying the same reasoning to these adjectives as for
boundedness, we propose that the absence of the underlying property can also impose an absolute distance
and prompt the derivation of SIs.
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Thus, while previous suggestions focused on grammatical categories as a sorting
principle, separating adjectival scales from the other scales (Beltrama & Xiang, 2013;
Doran et al., 2009; Gotzner et al., 2018), and although Cluster 2 is primarily
comprised of adjectival scales, we propose that what essentially sets the items in
Cluster 2 apart from those in Cluster 1 is a structural property, namely, distance. The
distance in Given-scales (Cluster 1) is conceptualized as entrenched, while in
Volatile-scales (Cluster 2) it is fluctuant.

Our perspective here diverges from the standard view, thus necessitating clarifi-
cation. We distinguish between the scalar construal of Given- and Volatile-scales.
Given-scales have a rigid scalar construal, due to the large or even fixed distance
between the relevant paired expressions. However, we propose that paired expres-
sions on Volatile-scales can be conceptualized either as scalars or possibly even as
near-synonyms, in light of the instability of distance between them. In the latter case,
the construal one adopts depends on various factors, such as the QUD, individual
differences, language-specific considerations, etc. In other words, it is context-
dependent. Importantly, the boundary between Given- and Volatile-scales is not
rigid. It is possible that some items are harder to classify into one category or another.
This may relate to how different individuals perceive distance. In other words, it is
important to avoid fixating on assigning specific items to particular clusters while
acknowledging the existence of two scale types.

When considering the inferential patterns associated with each of these types of
scales, it is not surprising that Given-scales, with a fixed distance, and hence an
entrenched scalar construal, trigger SIs robustly (~80% on average), whereas
Volatile-scales, with a fluctuant distance, and hence an unstable scalar construal,
trigger SIs inconsistently (only ~20% on average). If the two scale mates are not
perceived as sufficiently distinct, there is no reason to reject the ‘stronger’ scale mate.
For instance, if the participant perceived ‘snug’ and ‘tight’ as close inmeaning, there is
no reason to reject ‘tight’ when ‘snug’ is expressed. Notably, it follows that the
fundamental trigger for scalar inferences is the ability to conceptualize a scale, that
is, the ability to view the two scale mates as distinct. After all, you cannot have a scalar
inference if you do not first have a scale.

4.2.3. The coexistence of scalar diversity and SI uniformity
Previous research on scalar diversity extended the set of scales to achieve a better
understanding of the mechanism underlying SIs. Consequently, when faced with SI
diversity, this diversity was attributed to the inferential mechanism, which could no
longer be regarded as consistent or uniform (but see Benz et al., 2018; Gotzner et al.,
2018). While the findings in this study affirm the diversity of SIs (Figure 3), we
suggest an alternative explanation to account for it. Specifically, we suggest that by
acknowledging that some scalar construals are entrenched (those we refer to as
Given-scales), while others are fluctuant (those we refer to as Volatile-scales), a
different, more plausible explanation for SI diversity arises.

Considering that scalar inferences involve the rejection of a stronger alternative, it
is clear why statements including ‘Volatile’ scalar expressions do not necessarily
trigger an SI. When the alternative scalar expression is perceived as equivalently
strong, that is, as denoting a close meaning, there is no reason to reject it. This is
unlikely to happen in statements that include ‘Given’ scalar expressions, where the
construal forces a difference in strength/distance. Accordingly, a fundamental trigger
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for scalar inferences is the ability to first conceptualize a scale, that is, a difference in
distance between the (lower bounds of the) two scalar expressions. Once a scalar
construal has been conceptualized, even for Volatile scales, one can assume that an SI
will be derived, that is, the stronger alternative will be rejected.

If this is so, we propose that SI diversity arises from the fluctuant scalar construal
of certain scales. When two scale mates are not easily distinguishable, an SI will be
triggered only when a scale is construed. However, once there is a scale, either
intrinsically through structure (as in Given-scales) or extrinsically through context
(as might happen in Volatile-scales), it is likely that an SI will be derived using the
same processing procedure, of stronger alternative rejection. In other words, diversity
arises from the process of conceptualizing the scale and not from the derivation of the
inference. Currently, the existing literature on SI diversity sets out from the assump-
tion that two scalar expressions, at least the items in this study, invariably form a scale.
We argue that some of these ‘scale mates’ are not always construed as forming a scale.
We therefore impose a preliminary step for SI derivation: namely, a scalemust first be
construed.

The idea that constructing a scale is essential for deriving an SI has been raised in
the literature concerning the development of this linguistic ability. Several studies
using various tasks have shown that children succeed in deriving SIs using numbers
(i.e., arriving at the exact meaning) but not quantifiers (Huang & Snedeker, 2009;
Hurewitz et al., 2006; Noveck, 2001; Papafragou & Musolino, 2003). One explan-
ation for this dissociation is attributed to differences in the ease of scale concep-
tualization (Barner et al., 2011). For numerals, children find it easy to conceptualize
a scale because they are well-familiar with the number line (at least in Western
societies). However, when it comes to quantifiers, children struggle to establish the
connection between ‘some’ and ‘all’ and, hence, have difficulties forming the scale,
hindering their access to the strong alternative. This is compatible with our
proposal that the derivation of SIs necessarily builds on the preliminary step of
construing the scale.

For the current discussion, we wish to stress that by acknowledging the prelim-
inary step of scale construal, we can, in fact, account for the diversity across scales
based on whether or not a scalar construal was conceptualized, while maintaining the
uniformity of the inferential mechanism for all scales once this scalar construal was
conceptualized.

5. Conclusion
This study follows in the footsteps of previous work on scalar diversity but goes
beyond them, proposing new methodological and theoretical implications. Meth-
odologically, we applied different measures to investigate two of the structural
properties that predict the likelihood of deriving SIs, namely boundedness and
distance. In so doing, we reinforced the previous results attained by van Tiel et al.
(2016) and offered new insights into these predictors: We demonstrated why
treating boundedness as an absolute property is too strict, suggesting that it should
instead be treated as a category with internal flexibility (following Paradis, 2001).
Furthermore, we demonstrated the problem of presupposing distance when
examining (canonical) scalar expressions. In so doing, we were able to highlight
the crucial role of distance in SI derivation. We examined the evidence using

Language and Cognition 23

https://doi.org/10.1017/langcog.2024.36 Published online by Cambridge University Press

https://doi.org/10.1017/langcog.2024.36


traditional regression analysis as well as complementary cluster analysis. We
proposed why and how boundedness can fix distance, making it absolute. More-
over, we proposed that fixing distance is one of at least three possible ways to
achieve distinctness between scale mates on some scale: large distance, fixed/
absolute distance, and contextual manipulation. We referred to structurally-
distinct scalar expressions as Given-scales and to those characterized by a fluctu-
ant structure as Volatile-scales. We emphasized that these structural differences
are indicative of two distinct scale types, associated with two distinct inferential
patterns: Given-scales with an entrenched scalar construal trigger SIs robustly,
whereas Volatile-scales with a fluctuant scalar construal trigger SIs inconsistently.
Based on these patterns, we suggested that SI diversity arises from difficulties in
conceptualizing a scale: a precondition for the derivation of SIs. We consequently
argued that by acknowledging this precondition, we can account for SI diversity,
which depends on whether a scale is construed, while maintaining the assumption
concerning the uniformity of the derivational process once the scale has been
construed.
Supplementary material. The supplementary material for this article can be found at http://doi.org/
10.1017/langcog.2024.36.
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