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1. Introduction. We write $e(x)$ for $e^{2 \pi i x},\|x\|$ for the distance of $x$ from the nearest integer and use $A \ll B$ to mean $|A|<c|B|$, where $c$ is a positive constant depending at most on $k$ and $\varepsilon$. The letter $p$ always denotes a prime number; $P_{2}$ represents a number with precisely two prime factors. We continue the investigations started in [6] and will make many references to the analysis there. Here we prove the following theorems.

Theorem 1. Let $k$ be an integer $\geqq 3$, and $\varepsilon>0$. Suppose

$$
N^{1-1 / k} \leqq q \leqq N^{\frac{1}{2} k}, \quad|\alpha q-a|<N^{-\frac{1}{2} k}, \quad(a, q)=1
$$

Then

$$
\begin{equation*}
\left|\sum_{p \geqq N}(\log p) e\left(\alpha p^{k}\right)\right| \ll N^{1+\varepsilon-\gamma}, \tag{1}
\end{equation*}
$$

where

$$
\gamma=\left(k 2^{k}\right)^{-1}
$$

Theorem 2. For $\varepsilon>0, \beta$ an arbitrary real number and $\alpha$ irrational, there are infinitely many solutions of the inequality

$$
\begin{equation*}
\left\|\alpha p^{k}+\beta\right\|<p^{-\xi+\varepsilon} . \tag{2}
\end{equation*}
$$

Here

$$
\xi=\left(2^{k+1}+\left(2^{k+1}-1-2 k\right) / k\right)^{-1} \quad \text { and } \quad k \geqq 3 .
$$

Theorem 3. Let $k$ be an integer $\geqq 4$ and $f(x)$ a real polynomial in $x$ with irrational leading coefficient. Then, for a given $\varepsilon>0$, there are infinitely many solutions of the inequality

$$
\begin{equation*}
\|f(p)\|<p^{-r+\varepsilon} \tag{3}
\end{equation*}
$$

Here, for $k \leqq 11$,

$$
\tau=\left(2 T+\left(2^{k+1}-1-2 k\right) / k\right)^{-1}
$$

where $T$ is defined by the following table.

| $k$ | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $T$ | 46 | 110 | 240 | 414 | 672 | 1080 | 1770 | 3000 |
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For $k \geqq 2$, we have

$$
\tau=\left(12\left[k^{2}\left(\log k+\frac{1}{2} \log \log k+1 \cdot 3\right)\right]\right)^{-1}
$$

Theorem 4. Suppose $f$ is a real polynomial of degree $k \geqq 2$ with an irrational leading coefficient. Then, for $\varepsilon>0$, there are infinitely many solutions of

$$
\begin{equation*}
\left\|f\left(P_{2}\right)\right\|<P_{2}^{-\sigma+\varepsilon}, \tag{4}
\end{equation*}
$$

where $\sigma=\left(2^{k}+2\right)^{-1}$.
For a brief history of results of the types (1), (2) and (3), we refer the reader to [6]. Theorem 1 improves Theorem 1 of [6] in certain cases. Theorem 2 represents a substantial improvement on Theorem 2 of [6] for the specific case of monomials (e.g., for $k=3,1 / 19$ replaces $1 / 32$, for $k=8,\left(573 \frac{3}{8}\right)^{-1}$ replaces $\left.(32,768)^{-1}\right)$. Theorem 3 improves upon Theorem 2 of [6] for $k \geqq 4$ (e.g., for $k=8$, we get ( $\left.1407 \frac{7}{8}\right)^{-1}$ ), and improves upon the present Theorem 2 for large $k$. No results of the type (4) seem to have appeared in the literature before, but S. W. Graham has shown [5] that there are infinitely many solutions of

$$
\begin{equation*}
\left\|\alpha P_{2}\right\|<P_{2}^{-\frac{1}{3}}\left(\log P_{2}\right)^{18} . \tag{5}
\end{equation*}
$$

See also [3] and [4] for related work. His method is an application of the small sieve. In Section 3 we show that the exponent of $\log P_{2}$ in (5) may be reduced to $4 / 3$ using the large sieve. For large $k$, it follows from Chapter 5 of [12], with slight modifications, that we can get the same answer for $f\left(P_{2}\right)$ as the best currently known results for $f(n)$. In particular, it follows from [1], with some alterations, that, for monomials, we can take

$$
\sigma=(2(\log k+1)(3 \cdot 25+(k+1) \log (k(\log k+1))) / \log k)^{-1},
$$

which is better that the present result for $k \geqq 7$.
The new ideas in this paper compared with [6] involve Vinogradov's method [11] of relating a trigonometrical sum to an integral with a simple arithmetical interpretation, and the combination of this method with the ideas of Section 2 of [6]. I would like to thank the referee for his comments, also I would like to express my thanks to R. C. Baker for his helpful criticisms of my manuscripts.
2. Some preparatory lemmas. By $\sum^{\prime}$ we indicate that the variable summed over takes values coprime to the number $q$ which will appear in the statements of lemmas.

Lemma 1. For $\log q \ll \log N, f$ a real valued function, we have

$$
\begin{equation*}
\sum_{n=1}^{N} \Lambda(n) e(f(n))=O\left(N^{\frac{1}{3}}\right)+S_{1}-S_{2}-S_{3} \tag{6}
\end{equation*}
$$

where

$$
\begin{aligned}
& S_{1}=\sum_{d \leqq N^{\frac{1}{3}}}^{\prime} \mu(d) \sum_{1 \leqq N d^{-1}}^{\prime}(\log l) e(f(d l)), \\
& S_{2}=\sum_{r \leqq N^{\frac{2}{3}}}^{\prime} \phi_{1}(r) \sum_{m \leqq N r^{-1}}^{\prime} e(f(r m)), \\
& S_{3}=\sum_{N^{\frac{1}{3}}<m \leqslant N^{\frac{2}{3}}}^{\prime} \phi_{2}(m) \sum_{N^{\frac{1}{3}<n<N m^{-1}}}^{\prime} \Lambda(n) e(f(m n))
\end{aligned}
$$

and for any $\delta>0$,

$$
\left|\phi_{1}(m)\right|=o\left(m^{\delta}\right), \quad\left|\phi_{2}(m)\right|=o\left(m^{\delta}\right)
$$

Proof. This is essentially given by Vaughan in [9] and [10].
We remark that it follows from this lemma (removing the $\log l$ factor in $S_{1}$ by partial summation as in [6]) that we need only estimate two types of sum:

$$
\begin{equation*}
\sum_{Y<y \leqq 2 Y}^{\prime} \psi(y) \sum_{x \leqq N y^{-1}}^{\prime} \phi(x) e(f(x y)), \tag{I}
\end{equation*}
$$

where $N^{\frac{1}{3}} \leqq Y \leqq N^{\frac{1}{2}}$;
(II)

$$
\begin{equation*}
\sum_{Y<y \leqq 2 Y}^{\prime} \psi(y) \sum_{x \leqq N y^{-1}}^{\prime} e(f(x y)) . \tag{8}
\end{equation*}
$$

Here $Y<N^{\frac{1}{3}}$. Both $\phi$ and $\psi$ in (7) and (8) can be assumed to satisfy

$$
\phi(u) \ll u^{\delta}, \quad \psi(v) \ll v^{\delta}
$$

for every $\delta>0$.
Lemma 2. For any positive integers $W$, $q$ and real number $\rho$, we have, for $\varepsilon>0$,

$$
\begin{equation*}
\left|\sum_{u=1}^{W} e\left(\rho u^{k}\right)\right|_{\substack{R}}^{\ll \max _{\substack{d \mid q \\ \mu(d) \neq 0 \\ d \leqq W}}(W q)^{e}\left(\frac{W}{d}\right)^{R-k} \sum_{z=1}^{J} \min \left(\frac{W}{d}, \frac{1}{\|\rho z\|}\right) . . ~ . . ~} \tag{9}
\end{equation*}
$$

Here $R=2^{k-1}$ and $J=(k!) d W^{k-1}$.
We remark that by the conventional method of estimating sums of the type which occurs on the right of (9), the estimate is a decreasing function of $d$. Thus $d$ can essentially be thought of as 1 in (9). This gives the usual Weyl inequality result, but we have removed all numbers from the sum on the left of (9) not coprime to $q$.

Proof. It is easily shown (see Lemma 2, Chapter 9 of [12]) that

$$
\begin{equation*}
\sum_{u=1}^{\mathbf{W}} e\left(\rho u^{k}\right)=\sum_{d \mid q} \mu(d) S(d) \tag{10}
\end{equation*}
$$

where

$$
S(d)= \begin{cases}0 & \text { if } \quad d>W  \tag{11}\\ \sum_{u=1}^{\left[W_{d}^{-1}\right]} e\left(\rho u^{k} d^{k}\right) & \text { for } \quad d \leqq W\end{cases}
$$

By Lemma 2 of [4],

$$
\begin{align*}
|S(d)|^{R} & \ll W^{\frac{1}{2}}\left(\frac{W}{d}\right)^{R-k(k!)} \sum_{z=1}^{W / d)^{k-1}} \min \left(\frac{W}{d}, \frac{1}{\left\|\rho z d^{k}\right\|}\right) \\
& \ll W^{\varepsilon}\left(\frac{W}{d}\right)^{R-k} \sum_{z=1}^{J} \min \left(\frac{W}{d}, \frac{1}{\|\rho z\|}\right) \tag{12}
\end{align*}
$$

Combining (10), (11) and (12) gives (9) since the number divisors of $q$ is $<q^{e}$. Similarly we may prove

$$
\begin{equation*}
\sum_{l=1}^{L}\left|\sum_{u=1}^{W} e(l f(u))\right|_{\substack{R}}^{\substack{d \mid q \\ \mu(d) \neq 0 \\ d \leqslant W}} \left\lvert\,(L W q)^{\varepsilon}\left(\frac{W}{d}\right)^{R-k} \sum_{z=1}^{X} \min \left(\frac{W}{d}, \frac{1}{\|\alpha z\|}\right)\right. \tag{13}
\end{equation*}
$$

where $X=(k!) d L W^{k-1}$, and $f(u)=\alpha u^{k}+\ldots+\omega$.
Lemma 3. Suppose $Y \leqq N^{\frac{1}{2}}, 1 \leqq m \leqq k,|q \alpha-a|<q^{-1},(a, q)=1$. Then, for $\varepsilon>0$,

$$
\begin{align*}
\sum_{Y<y \leq 2 Y}^{\prime} \psi(y) \sum_{x \leq N y^{-1}}^{\prime} & \phi(x) e\left(\alpha y^{k} x^{k}\right) \\
& <F N^{1+\varepsilon}\left(\left(\frac{Y^{k-m+1}}{N}\right)^{2-m-k}+\left(Y^{k-m}\left(\frac{1}{q}+\frac{q}{N^{k}}\right)\right)^{22-m-k}+\delta_{m} Y^{-2^{1-m}}\right), \tag{14}
\end{align*}
$$

where $\phi(x), \psi(y)$ are real valued functions; $\phi(x) \equiv 1$ is an additional necessary condition if $m$ is taken as 1. Here

$$
\delta_{m}= \begin{cases}0 & \text { if } m=1 \\ 1 & \text { otherwise }\end{cases}
$$

and

$$
\begin{equation*}
F=\max _{u}|\phi(u)| \max _{v}|\psi(v)| . \tag{15}
\end{equation*}
$$

Proof. For $m=1$, this is Lemma 4 of [6] (replacing Lemma 2 there by the present Lemma 2). For $m=k$, it is the Corollary to Lemma 3 (making the same replacement). For $1<m<k$, the result follows by only applying the Weyl differencing technique, for the variable $y, m-1$ times in Lemma 3 of [6] (stopping the induction at $s=m-1$, not $s=k-1$ as there).

Henceforth in this paper whenever the letter $F$ appears it is defined by (15).

Lemma 4. Suppose $Y \leqq N^{\frac{1}{2}},|\alpha-a| q \mid \leqq\left(N^{k} L\right)^{-1},(a, q)=1, N>L \geqq 1$. Put

$$
S_{L}=\sum_{l=1}^{L}\left|\sum_{Y<y<2 Y}^{\prime} \psi(y) \sum_{x \leqslant N y^{-1}} \phi(x) e\left(\alpha l(x y)^{k}\right)\right| .
$$

Then, if $\phi(x)=1$ for all $x$,

$$
\begin{equation*}
S_{L} \ll F(N L)^{1+\varepsilon}\left(\frac{Y}{N}+\frac{1}{q}+\frac{q}{L}\left(\frac{Y}{N}\right)^{k}\right)^{21-k} \tag{16}
\end{equation*}
$$

Otherwise

$$
\begin{equation*}
S_{L} \ll F(N L)^{1+\varepsilon}\left(\frac{1}{Y^{\frac{1}{2}}}+\left(\frac{q Y^{k}}{N^{k} L}+\frac{Y^{k}}{q}+\frac{Y}{N}\right)^{2-k}\right) \tag{17}
\end{equation*}
$$

Proof. We write

$$
S_{L}=\sum_{t=1}^{L} A_{t}
$$

and prove (16) first. By partial summation

$$
A_{l}=\sum_{Y<y \leq 2 Y}^{\prime}\left(\sum_{x \leq N y^{-1}} \delta_{y}(x) S_{x, y}(l)+\psi(y) e\left(\alpha^{\prime} l y^{k}\left(\left[N y^{-1}\right]+1\right)^{k}\right) S_{\left[N y^{-1}\right], y}(l)\right)
$$

Here

$$
\delta_{y}(x)=\psi(y) e\left(\alpha^{\prime} l(y x)^{k}\right)-\psi(y) e\left(\alpha^{\prime} l(x+1)^{k} y^{k}\right), \quad \alpha^{\prime}=\alpha-a q^{-1}
$$

and

$$
S_{x, y}(l)=\sum_{n \leqq x}^{\prime} e\left(\frac{a l(n y)^{k}}{q}\right) .
$$

Clearly $\delta_{y}(x) \ll F l y^{k} x^{k-1}\left(L N^{k}\right)^{-1}$. Thus

$$
\begin{equation*}
\sum_{l=1}^{L}\left|A_{l}\right| \ll \sum_{Y<y \leq 2 Y}^{\prime}\left(\sum_{x \leq N_{\gamma}^{-1}} \frac{F y^{k} x^{k-1}}{N^{k}} \sum_{l=1}^{L}\left|S_{x, y}(l)\right|+F \sum_{l=1}^{L}\left|S_{\left[N y^{-1]}\right], y}(l)\right|\right) \tag{18}
\end{equation*}
$$

By (13), the fact that $(y, q)=1$ and Hölder's inequality we find that

$$
\begin{equation*}
\sum_{l=1}^{L}\left|S_{x, y}(l)\right| \ll(L x)^{1+\frac{1}{2} \varepsilon}\left(\frac{1}{x}+\frac{1}{q}+\frac{q}{x^{k} L}\right)^{21-k} \tag{19}
\end{equation*}
$$

It is now easy to deduce (16) from (18) and (19).
To prove (17), we use Cauchy's inequality to obtain

$$
\left|A_{1}\right|^{2} \leqq\left(\sum_{x \leq N Y^{-1}} \phi(x)^{2}\right)\left(\sum_{x \leq N Y^{-1}} \sum_{Y<v_{1}<H_{x}} \psi\left(v_{1}\right) \sum_{Y<v_{2}<H_{x}} \psi\left(v_{2}\right) e\left(\alpha x^{k} l\left(v_{1}^{k}-v_{2}^{k}\right)\right)\right),
$$

where

$$
\begin{equation*}
H_{x}=\min \left(2 Y, N x^{-1}\right) \leqq \frac{N}{Y} \max _{u}|\phi(u)|^{2} S_{l} \tag{20}
\end{equation*}
$$

say. We now remove all the terms with $v_{1}=v_{2}$ from $S_{1}$ to leave a sum $A_{1}^{\prime}$, say. The terms with $v_{1}=v_{2}$ contribute

$$
\ll \max _{v}|\psi(v)|^{2} N
$$

to $S_{l}$ and hence

$$
\begin{equation*}
\ll \frac{F N L}{Y^{\frac{1}{2}}} \tag{21}
\end{equation*}
$$

to $S_{\mathrm{L}}$. We proceed to estimate $A_{l}^{\prime}$ as we treated $A_{l}$ above. We now get sums $S_{x, y_{1}, y_{2}}(l)$ to estimate given by

$$
S_{x, y_{1}, y_{2}}(l)=\sum_{n \leq x}^{\prime} e\left(\frac{a \ln ^{k}\left(y_{1}^{k}-y_{2}^{k}\right)}{q}\right)
$$

The complication arises that $y_{1}^{k}-y_{2}^{k}$ may not be coprime to $q$. It turns out that quite a crude argument will suffice for the applications (the $Y^{k} q^{-1}$ term in (17) can be improved but not the $q Y^{k} N^{-k} L^{-1}$ term). We have

$$
\begin{equation*}
\left(q,\left(y_{1}^{k}-y_{2}^{k}\right)\right) \leqq\left|y_{1}^{k}-y_{2}^{k}\right| \ll Y^{k} \tag{22}
\end{equation*}
$$

thus

$$
\begin{equation*}
\sum_{l=1}^{L}\left|S_{x, y_{1}, y_{2}}(l)\right| \ll(L x)^{1+\varepsilon}\left(\frac{1}{x}+\frac{Y^{k}}{q}+\frac{q}{x^{k} L}\right)^{21-k} \tag{23}
\end{equation*}
$$

Hence

$$
\begin{equation*}
\sum_{l=1}^{L} A_{l}^{\prime} \ll \max _{v}|\psi(v)|^{2} Y(L N)^{1+\varepsilon}\left(\frac{Y}{N}+\frac{Y^{k}}{q}+\frac{q Y^{k}}{N^{k} L}\right)^{21-k} \tag{24}
\end{equation*}
$$

A combination of (20), (21) and (24) together with Cauchy's inequality then yields (17) as desired. We note that there are no technical difficulties involved in replacing $\alpha n^{k}$ by a polynomial of degree $k$ with leading coefficient $\alpha$.

Lemma 5. Let $\phi(x)$ be an arbitrary function. Let $B$ and $A$ be positive integers. Then, for $\delta>0$, we have

$$
\begin{equation*}
I=\int_{0}^{1}\left|\sum_{A<u \leqq A+B} \phi(u) e\left(y u^{k}\right)\right|^{2^{k}} d y \ll B^{2 k-k+\delta} \max _{\mathrm{A}<u \leqq A+B}|\phi(u)|^{2^{k}} \tag{25}
\end{equation*}
$$

Proof. The lemma follows easily from Theorem 7 of [7].
We remark now that the drawback of the results of Lemmas 3 and 4 is that their
estimates become trivial for $Y$ near $N^{\frac{1}{2}}$ (in fact the situation is even worse in Lemma 3 for small $m$ ). The following lemma deals with estimation of sums where both ranges are quite large.

Lemma 6. Suppose $Y \leqq N^{\frac{1}{2}}, q \leqq N^{\frac{1}{2} k} L^{\frac{1}{2}}, l \leqq L \leqq N,|\alpha q-a|<\left(N^{k} L\right)^{-\frac{1}{2}},(a, q)=1, \varepsilon>0$. Then

$$
\begin{equation*}
\sum_{Y<y \leq 2 Y}^{\prime} \psi(y) \sum_{x \leqslant N y^{-1}}^{\prime} \phi(x) e\left(\alpha l y^{k} x^{k}\right) \ll F N^{1+e}\left(\frac{1}{Y}+\frac{\lambda}{q}\right)^{2-k}\left(1+\frac{L^{\frac{1}{2}} Y^{k}}{N^{\frac{1}{2} k}}\right)^{2-k} \tag{26}
\end{equation*}
$$

Here $\lambda=(l, q)$.
Proof. Without loss of generality $Y=2^{t}$, where $t$ is an integer. Some notation is required in order to split the trigonometric sum in (26) into subsums. We define sets of integers $C_{m}$ as follows for $0 \leqq m \leqq t$ :

$$
C_{0}=\{Y\}, C_{m}=\left\{y_{m}: y_{m}=Y+r Y 2^{1-m}, 0 \leqq r \leqq 2^{m-1}\right\} .
$$

We put $Y_{m}=Y 2^{-m}$, and write $\theta\left(y_{m}\right)$ for the set of integers $x$ with $N\left(y_{m}+2 Y_{m}\right)^{-1}<x \leqq$ $N\left(y_{m}+Y_{m}\right)^{-1}$ for $m>0$. We define $\theta\left(y_{0}\right)$ as the set of integers $x$ with $0<x \leqq N(2 Y)^{-1}$. Clearly

$$
\begin{equation*}
\sum_{Y<y \leqq 2 Y}^{\prime} \psi(y) \sum_{x \leqq N / y}^{\prime} \phi(x) e\left(\alpha l y^{k} x^{k}\right)=\sum_{m=0}^{1} \sum_{y_{m} \in C_{m}} S\left(y_{m}\right)+O(N / y) \tag{27}
\end{equation*}
$$

where

$$
\begin{equation*}
S\left(y_{m}\right)=\sum_{y=y_{m}}^{y_{m}+Y_{m}} \psi(y) \sum_{x \in \theta\left(y_{m}\right)}^{\prime} \phi(x) e\left(\alpha l x^{k} y^{k}\right) . \tag{28}
\end{equation*}
$$

We write $S_{l}(y)$ for the inner sum in (28). We shall consider $m$ fixed at the moment and concentrate on one subsum $S\left(y_{m}\right)$. In the following the summation over $x$ will be for $x \in \theta\left(y_{m}\right)$. We note that there are $\ll N Y_{m} / Y^{2}$ numbers in $\theta\left(y_{m}\right)$, and $\ll Y / Y_{m}$ numbers in $C_{m}$. Write $X=N y^{-1}$.

We now relate $S_{l}(y)$ to integrals in accordance with one of Vinogradov's methods. We make one important change in that we will use an infinite series of integrals rather than one integral plus an error. The saving this apparent innovation produces is only significant for small $k$; it makes no real difference to the result of Theorem I of Chapter 6 of [12], for instance. We have

$$
\begin{equation*}
\left|S_{l}(y)\right|^{2^{k}} \ll \sum_{r=0}^{\infty} \frac{X^{-r k 2^{k}} I_{r}(y) X^{k}}{r!} \tag{29}
\end{equation*}
$$

where

$$
\begin{equation*}
I_{r}(y)=\int_{\mathscr{G}(y)}\left|\sum_{x}^{\prime} x^{r k} e\left(u x^{k}\right) \phi(x)\right|^{2 k} d u \tag{30}
\end{equation*}
$$

Here

$$
\mathscr{I}(y)=\left[a y^{k} l-\frac{1}{2} X^{-k}, a y^{k} l+\frac{1}{2} X^{-k}\right] .
$$

(The reader familiar with Vinogradov's work should note that we have been able to make $\mathscr{I}(y)$ somewhat larger than usual; this requires us to use an infinite series but it will become apparent that this is no real problem.) To obtain (29), note that for any $u$,

$$
\begin{aligned}
S_{l}(y) & =\sum_{x}^{\prime} \phi(x) e\left(u x^{k}\right) e\left(x^{k}\left(\alpha y^{k} l-u\right)\right) \\
& =\sum_{x}^{\prime} e\left(u x^{k}\right) \sum_{r=0}^{\infty} \frac{x^{k r}\left(\alpha y^{k} l-u\right)^{r}(2 \pi i)^{r}}{r!} \phi(x) .
\end{aligned}
$$

The interchanges of orders of summation and integration in the following working are easily justified. We have

$$
\begin{aligned}
S_{l}(y) & =X^{k} \int_{\mathscr{S}(y)} \sum_{r=0}^{\infty} \sum_{x}^{\prime} \frac{e\left(x^{k} u\right) x^{k r}\left(\alpha y^{k} l-u\right)^{r}(2 \pi i)^{r} \phi(x)}{r!} d u \\
& =\sum_{r=0}^{\infty} \frac{(2 \pi i)^{r} X^{k}}{r!} \int_{\mathscr{F}(y)}\left(a y^{k} l-u\right)^{r} \sum_{x}^{\prime} e\left(x^{k} u\right) x^{k r} \phi(x) d u \\
& \ll \sum_{r=0}^{\infty} \frac{(2 \pi)^{r} X^{k}}{r!} \int_{\mathscr{S}(y)}\left|u-\alpha y^{k} l\right|^{r}\left|\sum_{x}^{\prime} x^{k r} \phi(x) e\left(x^{k} u\right)\right| d u \\
& \ll X^{k} \sum_{r=0}^{\infty} \frac{(2 \pi)^{r} X^{-k r}}{r!} \int_{\mathscr{G}(y)}\left|\sum_{x}^{\prime} \phi(x) x^{k r} e\left(x^{k} u\right)\right| d u .
\end{aligned}
$$

By Holder's inequality,

$$
\begin{aligned}
\left|S_{l}(y)\right|^{2^{k}} & \ll X^{k 2^{k}}\left(\sum_{r=0}^{\infty} \frac{(2 \pi)^{2 \eta}}{r!}\right)^{2^{k-1}} \sum_{r=0}^{\infty} \frac{X^{-k r 2^{k}}}{r!}\left(\int_{\mathcal{G}(y)}\left|\sum_{x}^{\prime} \phi(x) x^{k r} e\left(x^{k} u\right)\right|\right)^{2^{k}} d u \\
& \ll X^{k} \sum_{r=0}^{\infty} \frac{X^{-r k 2^{k}}}{r!} I_{r}
\end{aligned}
$$

by another application of Hölder's inequality. This establishes (29).
Our next task is to relate $S\left(y_{m}\right)$ to integrals over $[0,1)$ in a manner similar to Vinogradov (see [11]), and use Lemma 5 to obtain a good estimate for the integrals. We say two intervals $\mathscr{I}\left(y_{1}\right), \mathscr{I}\left(y_{2}\right)$ overlap mod 1 if there is a real number $x$ and an integer $n$ such that $x \in \mathscr{I}\left(y_{1}\right)$ and $n+x \in \mathscr{F}\left(y_{2}\right)$. We will show that not many of the $\mathscr{F}(y)$ overlap mod 1. Using the periodicity of the integrand in $I_{r}$ we may then get our required integrals.

Suppose $\mathscr{I}\left(y_{1}\right), \mathscr{I}\left(y_{2}\right)$ overlap mod 1 ; then

$$
\alpha l\left(y_{1}^{k}-y_{2}^{k}\right)=h+O\left(X^{-k}\right)
$$

where $h$ is an integer. Thus

$$
\begin{aligned}
a l\left(y_{1}^{k}-y_{2}^{k}\right)= & h q+O\left(q X^{-k}\right)+O\left(Y^{k} l\left(N^{\frac{1}{2} k} L^{\frac{1}{2}}\right)^{-1}\right) \\
& =h q+O\left(L^{\frac{1}{2}} Y^{k} N^{-\frac{1}{2} k}\right) .
\end{aligned}
$$

Since $\left(y_{1}, q\right)=\left(y_{2}, q\right)=1$, there are

$$
\ll\left(\frac{\lambda Y_{m}}{q}+1\right) q^{\varepsilon}
$$

solutions of $y_{1}^{k} a l \equiv b(\bmod q)$ in $y_{1}$, with $y_{m} \leqq y_{1} \leqq y_{m}+Y_{m}$. Thus only

$$
\left(1+\frac{L^{\frac{1}{2}} y^{k}}{N^{\frac{1}{2} k}}\right)\left(\frac{\lambda Y_{m}}{q}+1\right) q^{e}
$$

intervals $\mathscr{I}\left(y_{1}\right)$ can overlap mod 1 with a given $\mathscr{I}\left(y_{2}\right)$.
Write $V=\max _{v}|\psi(v)|^{2^{k}}, U=\max _{u}|\phi(u)|^{2^{k}}$. Then we deduce with one further application of Hölder's inequality that

$$
\left|S\left(y_{m}\right)\right|^{2^{k}} \ll Y_{m}^{2^{k}} q^{\varepsilon}\left(1+\frac{L^{\frac{1}{2}} y^{k}}{N^{\frac{1}{2} k}}\right)\left(\frac{\lambda}{q}+\frac{1}{Y_{m}}\right) V \sum_{r=0}^{\infty} \frac{X^{k-r k 2^{k}}}{r!} I_{r}^{\prime}
$$

where

$$
I_{r}^{\prime}=\int_{0}^{1}\left|\sum_{x}^{\prime} x^{k r} e\left(u x^{k}\right) \phi(x)\right|^{2^{k}} d u \ll X^{k r 2^{k}}\left(\frac{N Y_{m}}{Y^{2}}\right)^{2^{k-k+e}} U
$$

by Lemma 5. Hence

$$
\left|S\left(y_{m}\right)\right|^{2^{k}} \ll F^{2^{k}} Y_{m}^{2^{k}} q^{\varepsilon}\left(1+\frac{L^{\frac{1}{2}} Y^{k}}{N^{\frac{1}{2} k}}\right)\left(\frac{\lambda}{q}+\frac{1}{Y_{m}}\right)\left(\frac{Y_{m}}{Y}\right)^{2^{k-k}} X^{2^{k+\varepsilon}}
$$

Thus

$$
\begin{align*}
& \left|\sum_{y_{m} \in C_{m}} S\left(y_{m}\right)\right|^{2^{k}} \\
& \ll F^{2^{k}} Y_{m}^{2^{k}} q^{e}\left(1+\frac{L^{\frac{1}{2}} Y^{k}}{N^{\frac{1}{2} k}}\right)\left(\frac{\lambda}{q}+\frac{1}{Y_{m}}\right)\left(\frac{Y_{m}}{Y}\right)^{2 k-k} X^{2^{k+e}}\left(\frac{Y}{Y_{m}}\right)^{2^{k}} \\
& \quad<\left(F(X Y)^{\frac{1}{2} e+1}\right)^{2 k}\left(1+\frac{L^{\frac{1}{2}} Y^{k}}{N^{\frac{1}{2} k}}\right)\left(\frac{\lambda}{q}+\frac{1}{Y}\right) \tag{31}
\end{align*}
$$

since

$$
\left(\frac{Y_{m}}{Y}\right)^{2^{k-k}}\left(\frac{1}{Y_{m}}\right) \leqq \frac{1}{Y}
$$

The result of Lemma 6 follows easily from (31) since there are $O(\log N)$ subsums as given in (27) to consider. Slight modifications are necessary in the working for the sum with $y$ range of length $Y$ since the inner sum over $x$ has the form $0<x \leqq N Y^{-1}$, but there are no added difficulties.

Lemma 7. Suppose we have the hypotheses of Lemma 6, with the added condition that

$$
N^{\frac{1}{2} k} L^{\frac{1}{2}} \ll q \ll N^{\frac{1}{2} k} L^{\frac{1}{2}}
$$

Then

$$
\begin{equation*}
\sum_{l=1}^{L}\left|\sigma_{l}\right| \ll(L N)^{1+8} F\left(\frac{1}{L Y}+\frac{1}{N^{\frac{1}{2}}}\right)^{2-k} \tag{32}
\end{equation*}
$$

where $\sigma_{1}$ is the sum on the left hand side of (26).
Proof. We shall only outline the necessary modifications to the proof of Lemma 6. By the modulus inequality it suffices to estimate sums of the form (in the notation of (27), (28))

$$
\sum_{Y_{m} \in C_{m}} \sum_{y}^{\prime}|\psi(y)| \sum_{l=1}^{L}\left|S_{l}(y)\right| .
$$

We proceed as before, relating $S_{l}(y)$ to the same series of integrals. This time however, we are interested in how the intervals are distributed as both $y$ and $l$ vary. We thus require the number of solutions of

$$
y^{k} a l \equiv b(\bmod q)
$$

for $y$ in a given range of $Y_{m}$ numbers, $1 \leqq l \leqq L$. We have

$$
l y^{k}=C+m q,
$$

with

$$
\begin{gathered}
C \equiv b a^{-1}(\bmod q) \\
0 \leqq C<q, \quad 0 \leqq m \leqq L Y^{k} q^{-1} \ll L^{\frac{1}{2}} Y^{k} N^{-\frac{1}{2} k}
\end{gathered}
$$

The number of intervals $\Phi(y)$ which overlap with a given interval is thus

$$
\begin{aligned}
& <\left(1+\frac{L^{\frac{1}{2}} Y^{k}}{N^{\frac{1}{2} k}}\right)^{2} q^{e} \\
& <\left(1+L Y^{2 k} N^{-k}\right) q^{e} .
\end{aligned}
$$

This is a saving of a factor $\left(1 / L Y_{m}+Y^{2 k} / N^{k} Y_{m}\right) q^{e}$ over the trivial estimate. The remainder of the proof follows without difficulty.

## 3. Proof of Theorems 1,2 and 4.

Proof of Theorem 1. The sum on the left of (1) differs from the sum on the left of (6) by $O\left(N^{\frac{1}{2}}\right)$; so we need only estimate sums of the type I and II ((7) and (8)). For $Y \geqq N^{1 / k}$, we use Lemma 6 (with $l=L=1$ ). This gives an upper bound

$$
\begin{align*}
& \ll N^{1+\frac{1}{2} \varepsilon}\left(N^{-1 / k}+q^{-1}\right)^{2-k} \\
& <N^{1-\gamma+\frac{1}{2} \varepsilon} . \tag{33}
\end{align*}
$$

For $N^{1 / k}>Y \geqq N^{\left(k 2^{k-1}\right)^{-1}}$, we use Lemma 3 with $m=2$. This also gives an estimate (33).
Finally, for $Y<N^{\left(k 2^{k-1}\right)^{-1}}$, we apply Lemma 3 with $m=1$, which also gives the bound (33). As there are only $O(\log N)$ sums of the type I and II, (1) follows from (33). We note that if we put a more restrictive condition on the size of $q$ the result could be somewhat improved. In general, however, the application of results like (1) require as large a range of $q$ as possible (see [2] where we use this result).

Proof of Theorem 2. As $\alpha$ is irrational there are infinitely many convergents to its continued fraction. Let $a / q$ be one such convergent. Pick $N$ so that

$$
q=\left[N^{\frac{1}{2} k+\frac{1}{2} \xi-\frac{1}{2} \varepsilon}\right]
$$

and put

$$
L=N^{\xi-\varepsilon} .
$$

It follows from Lemma 5 of [6] that we need only show that

$$
\begin{equation*}
\sum_{l=1}^{L}\left|\sum_{p \leqq N}(\log p) e\left(\alpha p^{k} l\right)\right|=o(N) \tag{34}
\end{equation*}
$$

in order to establish a solution of (2) with $N^{\frac{1}{2}}<p \leqq N$. Since $\alpha$ is irrational and we picked a sequence of convergents with $q \rightarrow \infty$ the result of Theorem 2 follows. As in the case of Theorem 1, we need only consider sums of the type I and II, but we here add on extra summation over $l$.

Put

$$
\rho=k\left(2 k+2+\left(2^{k}-1\right)^{-1}\right)^{-1} .
$$

Then

$$
\begin{equation*}
\xi+\rho=2^{k} \xi \tag{35}
\end{equation*}
$$

and

$$
\begin{equation*}
k \rho-\frac{1}{2} \xi-\frac{1}{2} k=-2^{k} \xi, \quad \rho-1<-2^{k} \xi . \tag{36}
\end{equation*}
$$

We estimate sums of type (I) by Lemma 7 if $N^{\rho}<Y \leqq N^{\frac{1}{2}}$. There are $\ll \log N$ such sums, and by (35), (32) we get an upper bound for the total of these sums of

$$
\begin{aligned}
& \ll(L N)^{\frac{1}{)^{\varepsilon}+1}} N^{-(\xi-\varepsilon+\rho) 2-k}(\log N) \\
& =N^{\xi+1-\xi-\varepsilon+\frac{1}{4} \varepsilon-\frac{1}{4} \varepsilon^{2}+\varepsilon 2^{-k+}+\frac{1}{6 \varepsilon \varepsilon}}(\log N) \\
& =o(N) .
\end{aligned}
$$

Assuming, as we may, that $\varepsilon$ is sufficiently small. We have used the fact that $F=O\left(N^{z / 8}\right)$ to obtain this result.

For $N^{\frac{1}{3}} \leqq Y \leqq N^{\rho}$, we estimate sums of type (I) by the case of Lemma 4 with $\phi(x)$ \# 1 . It follows from (36) that we get a bound which is $o(N)$ for these sums as well.

We estimate sums of type (II) by the case of Lemma 4 with $\phi(x) \equiv 1$. Here the
estimate is

$$
N^{1+\varepsilon} L\left(N^{-\frac{1}{6} k}+N^{-\frac{2}{3}}\right)^{21-k}
$$

which is certainly $o(N)$. This establishes (34) and thus completes the proof of Theorem 2.
Proof of Theorem 4. Let $\alpha$ be the leading coefficient of $f$. Choose $N$ and $L$ as in the proof of Theorem 2, but replacing $\xi$ by $\sigma$. Write $Y=N^{2 \sigma}$. Let $N$ be the collection of all numbers of the form $p_{1} p_{2}$ where $p_{1}, p_{2}$ are primes and

$$
Y<p_{1} \leqq 2 Y, \quad 4 Y^{2}<p_{1} p_{2} \leqq N .
$$

We note there are $\gg N(\log N)^{-2}$ such numbers. It thus suffices, by Lemma 5 of [6], to prove that

$$
\begin{equation*}
\sum_{l=1}^{L}\left|\sum_{n \in N} e(l f(n))\right|=o\left(N(\log N)^{-2}\right) . \tag{37}
\end{equation*}
$$

For $k=2$, (37) follows from a suitable variant of Lemma 3 (by adding an extra range of summation), taking $m=2$ and making obvious choices for $\phi$ and $\psi$. For $k \geqq 3$, (37) is established directly from Lemma 4 (17). This completes the proof of Theorem 4.

We now include a brief demonstration of an improvement upon Graham's result.
For irrational $\alpha$ and arbitrary real $\beta$ there are infinitely many solutions of

$$
\left\|\alpha P_{2}+\beta\right\|<c P_{2}^{-\frac{1}{3}}\left(\log P_{2}\right)^{\frac{1}{3}} .
$$

Here $c$ is a numerical constant which can be evaluated.
To prove this, let $a / q$ be a convergent to the continued fraction of $\alpha, q>10^{6}$. Choose $X$ as the largest integer with

$$
q>X^{2}(\log X q)^{-2}
$$

Put

$$
N=X q, \quad L=\left[c_{1} N^{\frac{1}{3}}(\log N)^{-\frac{4}{3}}\right]
$$

where $c_{1}$ is a constant $<1$. We note that $L X<q$. From Lemma 5 of [6] it suffices to show that

$$
S_{L}=\sum_{l=1}^{L}\left|\sum_{x^{\frac{1}{2}}<p_{1}<x} \sum_{x<p_{2} \leq q} e\left(\alpha l p_{1} p_{2}\right)\right|<\frac{M}{6},
$$

where $M$ is the number of $P_{2}$ numbers of the form $p_{1} p_{2}$ occurring in the above sum. Clearly $M \gg N(\log N)^{-2}$. We have, by the modulus inequality,

$$
S_{L} \leqq \sum_{m=1}^{L X} h(m)\left|\sum_{x<p \cong q} e(\alpha m p)\right| .
$$

Here $h(m)$ is the number of representations of $m$ as $l p_{1}$ with $X^{\frac{1}{2}}<p_{1} \leqq X$. We observe that
$h(m) \leqq 5$ since $m<X^{5 / 2}$. As $h(m)$ is non-zero for $<L X(\log X)^{-1}$ numbers $m$, by Cauchy's inequality we have

$$
S_{L}^{2} \ll \frac{L X}{(\log X)} \sum_{m=1}^{L X}\left|\sum_{X<p \leqq q} e(\alpha m p)\right|^{2} .
$$

We may now use the well known large sieve inequality (see [8]) to estimate the above sum. This is more economical than a similar method in [3] which was first given by Vinogradov. We get

$$
\begin{gathered}
S_{L}^{2} \ll \frac{L X}{\log X} q \sum_{x<p \leq q} 1 \\
\ll \frac{c_{1} q^{3}}{(\log N)^{2}} \\
\ll \frac{c_{1} N^{2}}{(\log N)^{4}} .
\end{gathered}
$$

By choosing $c_{1}$ sufficiently small the result follows.
We remark that the above method can be adapted to prove a result like Theorem 4 but with the weaker exponent $k\left(\left(2^{k}-1\right)(2 k-1)+2^{k}\right)^{-1}$.
4. Proof of Theorem 3. We first require some more lemmas.

Lemma 8. Let $\phi(x)$ be an arbitrary function, $A$ and $B$ integers. Then, for $\varepsilon>0$, we have

$$
\begin{align*}
& I=\int_{0}^{1} \ldots \int_{0}^{1}\left|\sum_{A<u \leftrightarrows A+B} \phi(u) e\left(\alpha_{k} u^{k}+\alpha_{k-1} u^{k-1}+\ldots+\alpha_{1} u\right)\right|^{T} d \alpha_{1} \ldots d \alpha_{k} \\
& . \ll B^{T-\frac{1}{2} k(k+1)+\varepsilon} \max _{A<u \leqq A+B}|\phi(u)|^{T}, \tag{38}
\end{align*}
$$

where $T$ is given by the table in the statement of Theorem 3 for $k \leqq 11$. For $k \geqq 12$, we take

$$
T=4\left[k^{2}\left(\log k+\frac{1}{2} \log \log k+1.3\right)\right] .
$$

Proof. The lemma follows easily from Theorem 7 of [7] and Theorem 4 of [13].
Lemma 9. Under all the hypotheses of Lemma 7 with $\alpha$ as the leading coefficient of f, we have

$$
\begin{equation*}
\sum_{l=1}^{L}\left|\sigma_{l}\right| \ll(L N)^{1+\varepsilon} F\left(\frac{1}{L Y}+\frac{1}{N^{1 / 2}}\right)^{1 / T} \tag{41}
\end{equation*}
$$

where $T$ is as given in Lemma 8, and $\sigma_{1}$ is the sum of Lemma 7 with $f(n)$ replacing $\alpha n^{k}$.
Proof. The proof follows as for Lemmas 6 and 7 with Lemma 8 replacing Lemma 5.

The only real difference is that (29) becomes

$$
\left|S_{l}(y)\right|^{T} \ll \sum_{r_{1}=0}^{\infty} \ldots \sum_{r_{k}=0}^{\infty} \frac{X^{-R T} I_{R}(y) X^{\frac{1}{2} k(k+1)}}{r_{1}!r_{2}!\ldots r_{k}!}
$$

where

$$
\begin{gathered}
R=r_{1}+2 r_{2}+\ldots+k r_{k} . \\
I_{R}=\int_{\mathscr{\mathscr { I }}_{1}(y)} \ldots \int_{\mathscr{\mathscr { F }}_{k}(y)}\left|\sum_{x}^{\prime} \phi(x) X^{R} e\left(\alpha_{k} x^{k}+\ldots+\alpha_{1} x\right)\right|^{T} d \alpha_{1} \ldots d \alpha_{k}
\end{gathered}
$$

and

$$
\mathscr{I}_{s}(y)=\left[a_{s} y^{s} l-\frac{1}{2} X^{-s}, a_{s} y^{s} l+\frac{1}{2} X^{-s}\right] \quad(s=1, \ldots, k)
$$

where $a_{s}$ is the coefficient of $x^{5}$ in $f(x)$ (so $a_{k}=\alpha$ ).
Lemma 10. Suppose $k \geqq 12, N^{\frac{1}{2} k} \leqq q \leqq N^{13 k / 24}, L \leqq N,(a ; q)=1,|\alpha-a / q| \leqq\left(N^{k} L\right)^{-1}$, $Y \leqq N^{\frac{1}{3}}$. Write, for $l \leqq L$,

$$
S_{l}=\sum_{Y \leqq y \leqq 2 Y}^{\prime} \psi(y) \sum_{x \leqq N y^{-2}}^{\prime} e(l f(x y)) .
$$

Then

$$
S_{l} \ll F N^{1-(3 T)^{-1}}
$$

Proof. Working analogously to Lemmas 2 and 4, we need only estimate

$$
S_{x}(d)=\sum_{n=1}^{x / d} e\left(\frac{a l y^{k} d^{k} n^{k}}{q}+\lg (y d n)\right) .
$$

Here $x \leqq N Y^{-1}, g$ is a polynomial of degree $k-1$ and $(y, q)=1$. Sums with $d>N^{\frac{1}{4}}$ contribute $<N^{\frac{3}{4}+\varepsilon}$ to $S_{l}$ by a trivial estimate; so we may assume $d \leqq N^{\frac{1}{\frac{1}{2}} \text {. Similarly we can }}$ presume $x / d \geqq N^{\frac{3}{6}}$. Let

$$
\frac{a l y^{k} d^{k}}{q}=\frac{b}{q^{\prime}} \quad \text { with } \quad\left(b, q^{\prime}\right)=1
$$

We have

$$
\left(\frac{x}{d}\right)^{2} \leqq N^{2} \leqq \frac{N^{\frac{1}{2} k}}{L} \leqq q^{\prime} \leqq N^{\frac{s}{8} k-\frac{1}{12} k} \leqq\left(\frac{x}{d}\right)^{k-1}
$$

We are thus able to apply Theorem I of Chapter 6 of [12] to $S_{x}(d)$ to get the estimate

$$
\left(\frac{x}{d}\right) N^{-\delta}
$$

where $\delta=5\left(24 k^{2} \log (12 k(k+1))\right)^{-1}$. This is more than good enough to prove this lemma. We remark that although we have thrown a lot away in this proof, there is no point in
being more precise, since the sticking point in the proof of Theorem 3 is the estimation of sums of type I (i.e. (7)).

Proof of Theorem 3. For $k \leqq 11$, the proof follows as for Theorem 2, only using Lemma 9 in place of Lemma 7. As we remarked at the end of Lemma 4's proof, there is no problem in changing $\alpha n^{k}$ to $f(n)$. The value corresponding to $\rho$ in the proof of Theorem 2 is

$$
\rho^{\prime}=(T-1)\left(2 T+\left(2^{k+1}-1-2 k\right) / k\right)^{-1}
$$

which satisfies

$$
\rho^{\prime}+\tau=T \tau, k \rho^{\prime}-\frac{1}{2} \tau-\frac{1}{2} k=-2^{k} \tau ; \rho^{\prime}-1<-2^{k} \tau .
$$

For $k \geqq 12$, the proof follows from Lemmas 1,9 and 10 .
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