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COLLISION LOCAL TIMES 
AND MEASURE-VALUED PROCESSES 

MARTIN T. BARLOW, STEVEN N. EVANS AND EDWIN A. PERKINS 

ABSTRACT. We consider two independent Dawson-Watanabe super-Brownian mo
tions, Yl and Y2. These processes are diffusions taking values in the space of finite 
measures on R d. We show that if d < 5 then with positive probability there exist times 
/ such that the closed supports of Yj and Y2 intersect; whereas if d > 5 then no such 
intersections occur. For the case d < 5, we construct a continuous, non-decreasing 
measure-valued process L(Yl, Y2), the collision local time, such that the measure de
fined by [0, t] x B i—• U(Yl, Y2)(B), B £ #(R d), is concentrated on the set of times and 
places at which intersections occur. We give a Tanaka-like semimartingale decompo
sition of L(Yl, Y2). We also extend these results to a certain class of coupled measure-
valued processes. This extension will be important in a forthcoming paper where we 
use the tools developed here to construct coupled pairs of measure-valued diffusions 
with point interactions. In the course of our proofs we obtain smoothness results for the 
random measures Yi

t that are uniform in t. These theorems use a nonstandard description 
of Y1 and are of independent interest. 

1. Introduction. There has been considerable recent interest in measure-valued 
critical branching Markov processes or superprocesses (see for example Dawson-Iscoe-
Perkins (1989), Dynkin (1991) Fitzsimmons (1988) and Le Gall (1989) to name only a 
few references). These processes arise as limits of systems of particles undergoing ran
dom migration (which in this paper we will take to be Brownian motion in R d) and ran
dom critical branching. The independence of the individual particles makes these models 
mathematically tractable. At the same time from the point of view of potential applica
tions it is desirable to introduce interactions between colliding particles. In this paper we 
show collisions between two potentially interacting populations occur typically if d < 5 
and not if d > 5 and in the former case construct random measures (collision local times) 
which measure the number and locations of the collisions. The properties of this local 
time derived in this work will be used in subsequent work to construct, and in some cases 
characterize, models in which pointwise interactions occur. 

MF(Kd) is the set of finite measures on (Rd,<B(Rd)) with the weak topology, 
&$(R d) (respectively Q,) denotes the set of bounded measurable (respectively bounded 
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continuous) functions from R d to R, and we writej/(v?)for/</? dv andi/i <y2'\ivi—v\ 
is a measure (yi £ MF(Rd)). Here then is our central object of interest. 

DEFINITION. Let X1 and X2 be cadlag MF(R d)-valued stochastic processes. If e > 0 
and(/? e/?#(R J) , let 

L;(X\X2)(<p) = £jfpe(xi -x2)<p((xi +x2)/2)Xl
s {dxx)X

2
s{dx2)ds 

where pe(jc) is the Brownian transition density. The collision local time of (X*,X2) is a 
cadlag, non-decreasing MF(Kd)-valued process, Lt(X

l,X2) such that Ut(X
l
9X

2)((p) —• 
Lt(X\X2)((f) as e | 0 for each <p <E Q, and f > 0. 

If L,(X\X2) exists, it clearly is unique up to evanescent sets. Note that in the def
inition of Le

t(X
l,X2) (f[(x\ + x2)j 2) could be replaced by <p(xt) (i = 1 or 2) without 

altering the definition because of the uniform continuity of <p on compacts. We remark 
that in other studies of local time like objects for measure-valued processes (for example, 
Adler-Lewin (1990)), the local time is constructed as an L2 limit rather than a limit in 
probability. We could also construct the collision local time as an L2 limit under suitable 
hypotheses, but these hypotheses would be too restrictive for the future work mentioned 
above. 

For X1 and X2 as above, the graph of X1 is the random space-time set 

GÇC) = {(*,*) : t > 0,JC G SQCt)} € #((0,oo) x Rd), 

where S(v ) denotes the closed support of the measure v. The closed graph of X1 is 

GÇC) = U*>ocl(([£,oo) x R^)H G(X()). 

Note that G(X) is the closure of GQC) in (0, oo) x Rd . If Lt(X
l,X2) exists let L(X{, X2) 

denote the random measure on S((0, oo) x R J ) given by 

L(X\X2)((0,f] xB) = Lt(X\X2)(B). 

Hence S[L(Xl, X2)) is the closed support of L(Xl, X2) in (0, oo) x R d. It is easy to show 
from the above definition that 

(1.1) S(L(Xl, X2)) C G(Xl ) H G(X2) 

and hence the collision local time is supported on the space-times set of collisions be
tween the two populations. 

We introduce some notation to describe super-Brownian motion with immigration. 
Let P* denote J-dimensional Wiener measure starting at x, and let Pt and A (on (D(A)) 
denote the Brownian semigroup and infinitesimal generator on the Banach space C/ of 
continuous functions with a finite limit at infinity. If xjj G bp*B{Kd) (the non-negative 
functions in b*3(Rd)), let Ut^(x) denote the unique solution of 

(1.2) Util> = P^-^Ps((Ut^)2/2)ds 
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(see Fitzsimmons (1988, Proposition 2.3) or Pazy (1983)). Let 

MLF = MLF([0,oo)x Rd) 

= {[i : [i a measure on [0, oo) x Rd, /z([0,7) x Rd) < oo 

f o r a l i r > 0, fi({t} x Rd) = Oforallf > 0 } 

with the topology of weak convergence on [0, T] x Rd for all T > 0. If s > 0, m G 
Àf/r(R rf) and /x G M^F we consider the following time-inhomogeneous martingale prob
lem on a filtered space (£2, J-,!JFt,V) (unless otherwise indicated all filtrations are right-
continuous): 

( A # w ) Yt(<t>) = m(<p) + Zt(<p) + fs Yr(A<p) dr + j f ' | <p(*)/i (rfr, A), 

f > J, (̂  G 2KA) 

Yt = 0forf < ^ 

{Zt((f) : t >s} is a continuous ^Fr martingale with Z5 = 0 and 

<Z(^)>,= fsYr(v
2)dr. 

A process y on (£1, f, ft, P ) is a solution of (Msjm# ) if it is a continuous, adapted 
MF(Rd)-valued process satisfying (Ms/njfJl). 

THEOREM 1.1. (a) There is a solution of(Ms,m^ ) and the law, Q 5>m>Ai, of any solution 
of(Ms/n^) (on C([0, oo),Af/r(Rrf)) is unique. 

(b) Q^m,/x(exp(-yr((^))J = exp{-m(Ut-s(p) - fs J Ut-r<p(x) dv(r,x)} for all s < t 

and ^ ebp<B{Rd). 
(c) IfQ,° = C([0,oo),MF(R^)), 7° = # ( ^ ) «nd ^TW+] = nna(Yr :s<r<t + 

n~l), where Yr(w) = w(r) on Q°, f/ien (£1°, 5°, 7°\s, *+L ^r, Q w / i ) w a n inhomogeneous 
Borel strong Markov process (IBSMP) with continuous paths. 

(d) The mapping (s,ra,/i) —• Q5,W,M w /tore/ measurable, and if A G ^F°I>, H-] f/ien 
M —y Qs,m,fi(A) isC\na(ji(A): A G *B([sJ + n~l] x Rdymeasurable. 

REMARKS. 1. An IBSMP is an inhomogeneous strong Markov process with a Borel 
semigroup Q%J(m) = Qs/n^{f(Yt)) (see Dawson-Perkins (1990, Definition 2.1.0)). It 
is easy to show that Q%t extends to an inhomogeneous strongly continuous (in t > s) 
semigroup on Q (MF(R ^)) where R d is the one-point compactification of R d. The same 
results hold when A is the generator of a Feller process on a locally compact second 
countable space. 

2. When \i = 0 we of course get super-Brownian motion. This is a homogeneous 
Markov process and we let Qm = Qo,m,o (see Ethier-Kurtz (1986, Ch. 9)). For general 
\x the existence of a unique Markov process satisfying (b) is a special case of Dynkin 
(1990a, Theorem 1.1). It is easy to prove (a) using the martingale techniques of Roelly-
Coppoletta (1986) and Fitzsimmons (1988, 1989). The strong Markov property in (c) 
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then follows as usual and the measurability required in (d) is clear from (b). We leave 
the details as an exercise. 

We will also need a bivariate version of Theorem 1.1. The proof is the same as the 
one omitted above and carries over to the general Feller setting without change. 

THEOREM 1.2. Assume Y is a solution of(Ms^tfii) (i = 1,2) on some (ft, f, J'„ P ). 
Assume also that (Zl((p\), Z2((f2))t = 0 for all (/?; G D(A) (Zl is the martingale measure 
in (MsM^i)). Then the law of{Y\ Y2) is Qs^y x Q,,m2^2. 

Thus (F1, Y1) are independent (^)-super-Brownian motions if they satisfy the hy
potheses of Theorem 1.2 and [i\ — [ii — 0. For d < 3, Evans-Perkins (1991) showed 
that in this case Lt(Y

l, Y2) exists and is absolutely continuous in t (see Remarks 5.12(4)). 
In Section 3 we prove (Theorem 3.6) that if d > 6, then the closed supports of F1 and Y2 

do not intersect for all t > 0 and hence if the collision local time exists it must be zero. 
In Section 5 we will show (Proposition 5.11) these supports do intersect at some t > 0 
with positive probability if d < 5 by proving the existence of a non-trivial collision local 
time. To establish the non-existence of collisions in the critical case when d — 6, we 
introduce (in Section 3) the random measure (on [0, oo) x R d) 

V(A) = j™j\A(s,x)Ys{dx)ds 

(Fa super-Brownian motion) and show it is comparable to the restricted Hausdorff mea
sure of Taylor and Watson (1985) on the graph of Y (Theorem 3.1). The arguments here 
are similar to those used by Dawson-Iscoe-Perkins (1989) (hereafter abbreviated DIP 
(1989)) to analyze the "range" of Y. Routine extensions of these arguments give the non
existence of higher-order collisions in the critical cases (see Remarks 3.7). 

Recently Dynkin (1990b) has completely characterized those sets which intersect with 
G(Y) with positive probability (his results also apply to a -stable branching mechanisms). 
These precise results, in conjunction with an elementary estimate such as Proposition 3.3, 
would also establish the above results on existence and non-existence of collisions, and 
would do so in greater generality. The results on the Taylor-Watson restricted Hausdorff 
measure are of independent interest and constitute a useful probabilistic tool especially 
when used in conjunction with Dynkin's results, just as the Taylor-Watson results com
plement the classical parabolic capacity results for Brownian motion. 

In Section 4 (see Theorem 4.7) upper bounds are obtained for supx Yt (B(x, r)) as r [ 0 
(Y super-Brownian motion). (Here B(x, r) denotes the open ball and B(y, r) will denote 
the closed ball.) These results are used in Section 5 but the reason for deriving a very 
precise asymptotic bound for small t is its use in future work where it will be used to 
explicitly describe the unique law of a pair of interacting populations. 

Section 5 contains the main result of this paper, a Tanaka formula for Lt(X\X2)((p) 
when d < 5. Here Xl,X2 are continuous, adapted MF(Kd)-valued processes on some 
(ft', J', f'rP

f) such that 

^ ) = mI'(^) + jfrAJ(A^)d5 + ZJ(^)-A;(^) , <pe<D(A\ i= 1,2, 
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(Mm\ mi) Zl
t((p) (i = 1,2) are continuous ^F'-martingales satisfying 

(Zf(ipi)9Z(ipj))t = 6tj fclCs{tf)ds, 

A\ (i = 1,2) are non-decreasing, continuous, ^'-adapted M/r(R^)-valued processes, each 
starting at 0. 

Let fAf = fA{(ml,m2) denote the set of all continuous adapted processes (Xl,X2) 
satisfying (Mm\ mi) for a given pair (ml,m2) in MF(Kd)2. The Tanaka formula (Theo
rem 5.9) exhibits Lt(X

l,X2)(<p) in the semimartingale decomposition of (Xj x X2)^) 
for appropriate ip. Many of the terms involve singular stochastic integrals and the results 
of Section 4 are used to control these expressions. The Tanaka formula establishes the 
continuity of Lt(X

l,X2) in (Xl,X2) G 9A. (as well as t). A key result in this direction is 
the fact that in d < 3 the rate of convergence of Le

t(X
l
yX

2) to Lt(X\X2) is uniform in 
(Xl,X2) G 9vt (and t) (Theorem 5.10). This will allow us to easily prove existence theo
rems for pointwise interacting superprocesses in a forthcoming work. More specifically, 
in this forthcoming work we will prove existence and uniqueness theorems for Mm\mi 
when A\ — Lt(X

l,X2) for i = 1,2. For now, however, the reader should treat fy[m\m2 as 
a working hypothesis that could potentially include other types of interaction. The case 
A1 = A2 — 0 (independent super-Brownian motions), which will be a setting for a good 
part of this work, shows that we are not working in a vacuum. 

Our results in Section 5 were motivated by a Tanaka formula for the ordinary local 
time of the super a-stable process (d < 2a) in Adler-Lewin (1989). In Section 6 we 
show how the bounds of Section 4 lead to a simple proof of a slightly more general 
formula in the Brownian setting. 

Section 7 contains a technical estimate needed to control the martingale terms in the 
Tanaka formula of Section 5. 

The system of approximating branching Brownian motions is introduced in Section 2 
along with an associated nonstandard model. These are used in Sections 3 and 4. Those 
unfamiliar with nonstandard analysis should be able to still follow these arguments using 
the appropriate weak convergence techniques. The historical process (Dawson-Perkins 
(1990), Dynkin (1990a), Le Gall (1989)) would give another approach here but the non
standard setting allows us to refer more easily to parallel arguments in DIP (1989). 

The process Zt arising in (Ms/n,n) is an orthogonal martingale measure. As in Walsh 
(1986, Ch. 2) we can extend the stochastic integral Zt(ip) — JQJ(p(x)dZ(s,x) to 
Jo / ^C5» w>x) dZ(s,x) where ip(s, w, x) is T x #(R ^-measurable ( fP is the predictable 
a -field on [0, oo) x £1) and 

P(['[(p(s, w,x)2Xs (dx)ds\ < oo for all t > 0. 

The resulting stochastic integral (still denoted Zt(ip)) is a continuous L2-martingale sat
isfying 

(Z(<p))t = £xs(rf)ds. 
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The same extension holds for processes Z\ in (Mm\mi). These extensions will be used 
without further comment. c\, C2 . . . will denote positive constants arising in the course 
of an argument. Positive constants introduced in Section i which arise in subsequent 
arguments are denoted cL\, c/,2, — 

2. Branching particle systems and the nonstandard model. We will introduce 
a system of branching Brownian motions which converge weakly to a super-Brownian 
motion Y. Section 2 of Perkins (1988) contains some additional properties of the labelling 
scheme we now introduce. 

Let / = U~ 0 Z + x {0,1}W and if/? - (#>, . . . ,#) G / l e t | / î | = /and/3|y = 
(/?o> • •.,/?/) for y < /. Let {B^ : /? G /} be a collection of i.i.d. Brownian motions and 
let { e^ : (3 G /} be a collection of i.i.d. fair coin-tossing random variables taking on 
the values 0 and 2. These two collections are independent and are defined on a common 
(Q, SI, Q). Given /x G N and { * i , . . . ,xK} C R d define a system of critical branching 
Brownian particles {N& : (3 G J} as follows. N& starts at xp0 if /3o < K and A^ is 
identically A (the point at infinity in Kd = Kd U {A}) if /J0 > £. If j < \/3\ and 
A ^ ^ A, thenNf - JVJ^ = ^ j - * J J ' forf G [///x,(/ + l)//*)and 

0+1) / / i 7/M IA i f ^ = 0 o r j = | i 9 | 

Once N& hits A it stays there. 
Hence {N& : f3 G /} describes a system of particles which follow independent 

Brownian motions on each [// /x, (j + 1)/ /x) and independently die or split into two with 
equal probability at each time (/ +1) / /x. 

Write (3 <w if /3 G / satisfies | /31 / /x < f < ( | /31 +1 ) / /x and define a measure-valued 
process by 

iV}/4)(A) = M(A) = M"1E1A(Af) A G « ( R d ) . 

Fix an initial measure m G M/r(RJ). If A ^ —+ m in M/r(RJ) (allow (JC,);<A: to depend 
on /x) then S. Watanabe showed that A^} converges weakly to Qm(Y G •), the law of 
super-Brownian motion, on D([0,oo),MF(Rrf)) (see Perkins (1990, Theorem 2.2)). It 
will be convenient to use the nonstandard formulation of this result. 

In the next two sections we will work on w\ -saturated enlargement of a super-structure 
containing R and (Q, Jl, d ) . Fix r/ G *N - N and let /x = T1. Choose K G *N - N 
and (xi : / < K) an internal sequence in *R^ such that std(N$ ) = ra, where std is 
the standard part map on *Mf(Rd) and MM) is the internal *Mf(Rd)-valued process 
defined as above on (*Q,*JÏ,*0). If <5m = L(*Q), the Loeb measure on the measur
able space (*«,L(*JÏ)), then (DIP (1989, Theorem 2.3)) A^} is Qm-a.s. S-continuous 
and Y{t) = stiN^tyt) (st is the standard part map on *D([0,oo),MF(R))) is a super-
Brownian motion starting at m under Qm. (Define Y = 0 on the Qm-null set on which 
M/x) is not 5-continuous.) 
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The following Levy modulus was proved in DIP (1989, Theorem 4.5) as a standard 
result. The nonstandard formulation we now give is then immediate. We let h(v) — 

i / ? 

( (v A e-1)(log 1/ (v A e -1)) ) . The function h is non-decreasing. 

THEOREM 2.1. Ifc>2 there are positive constants C2.\(c), 02.2(c) and C2.?>(c) and a 
random variable 8 (w, c) on (*£2, L(*A), Q m) such that 

(2.1) Qm(6 < p) < c2.im(Kd)pC22forO <p <c3. 

(2.2) If0< t-s<6(w,c)9 s,t G*[0,oo), f3 ~tandN? ^ A, then 

\N? - A f | < ch(t-s). 

NOTATION. T — {j/ p :j e *N0},T is the set of internal subsets of 7, and A = A*1 

is the internal measure on (T, T) which assigns mass p~l to each point. 

3. Non-existence of collisions for d > 6. In showing that two independent super-
Brownian motions do not collide, and hence can only have a trivial collision local time, if 
d = 6, we use techniques similar to those of Sections 3 and 5 of DIP (1989). In particular 
we work in the nonstandard setting introduced at the end of the previous section. 

DEFINITION. V denotes the random (finite) measure on #([0,00) x Rd) defined by 

V(A) = J™ JRd lA(s,x)Ys (dx)ds. 

U —W denotes the random internal measure on T x **B(Rd) defined by 

U(A) = JTJmRd lA(s,x)Ns(dx)d\(s). 

It is clear that stM(U) = V as where stM denotes the standard part map on *MF([0,00) x 
R d) and we consider U also as an internal measure on *([0,00) x R d). We want to show 
V distributes its mass over the graph of Y, G(Y), in a uniform manner. Theorems of this 
type were proved in Perkins (1989) and DIP (1989) for Yt and $ Ytdt, respectively, where 
these measures were shown to be equivalent with the appropriate Hausdorff measures on 
their supports. The scaling properties of Brownian motion suggest a modified Hausdorff 
measure used by Taylor and Watson (1985)-see also the earlier work of Hawkes (1978). 

Let C(JC, r) (C Rd) denote the closed cube of side-length r and lower left-hand corner 
JC, and let 

C(t,x, r) = [t,t + r2] x C(*, r) C [0,00) x Rd (t > 0, x G Rd) 

and 
d 

CQ(Ux, r) = (f, t + r2] x Y[(xi9Xi + r] C (0,00) X Rd . 
1=1 
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If C C [0, oo) x Rd, B C Rd and r > 0, then 

C = {(t,x) G [0,oo)x Kd : \t-t'\ ^ ^ a n d l j c - ^ l < r for some (t', x) G C} 

Br = {xe Kd : \x-x'\ < r for some jl G B} . 

DÉFINITION. Iff: [0, e) —• [0, oo) is non-decreasing near 0 and/(0+) = 0, let 

!

oo x 

Y,f(n) : A C U£\Cfey,-, r,-), r,- < fi , A C [0, oo} x R ' . 
i>\ } 

cf is a measure on #([0, oo) xR r f ) and iff varies regularly at 0 (as will be the case for 
the only/ we will consider) cf is a constant multiple of the restricted Hausdorff measure 
P —f — m introduced by Taylor and Watson (1985). Let us set/(r) = r4 log log(l/ r). 

THEOREM 3.1. Ifd > 5 there are constants 0 < C3.1 < C3.2 < 00 such that for any 
m eMF(Kd) 

c3Aqf(A(lG(Y)) < V(A) < c32q
f(An G{Y))forallA G #((0,oo) x Kd)Qm -a.s. 

This result will be proved by making minor changes in the proof of Theorem 14 of 
DIP (1989) which gives a similar connection between JQ YS ds and the ordinary Hausdorff 
/-measure of the range of Y (both are measures onR J ) . We will need some notation and 
terminology from DIP (1989). 

NOTATION. an = 2~nl2Jn = 2n+1, bn = 2~J\ 

An = { C(t,x, 2"n/2) : t = (n0 + e0)2~n, xt = (nt + ^)2~n /2 (1 < i < d), 

n0 G No, ni G Z (i > 1), et = 0 or 1/2}, 

KL = {CeAn :CC[L~\L] x [-L,L] J}, 

C33=P°(\B2\ < 1/2)/24, 

/(r, e) = { 7 G / : 7 ^ ^ - e there is a (3 ~ t such that /3 | [[i(t — c)] = 7 and 

iVf ^ A}, 0 < e < t ([x] is the integer part of x). 

DEFINITION. C G Ajn is bad iff U(*Q > 0 and U(*C7aK) < c3.3f(aK) for K = 
2n , . . . ,2n+1-Az. 

LEMMA 3.2. 77î£re are constants c3j\(L) (L G N ) ara/ C3.5 swc/z that for LGN am/ « 
sufficiently large (n > no(L)), 

Qm(Cbadand2bn < 6(w,c)) 
(3.1) v ' 

< c3A(L)m(l)2-2"(d-2)2nd/2Qxp(-c352
n/2)forall C G A,-„,L. 

PROOF. Let C — [tj + bn] x C\ G A/B and assume C is bad. Assume in addition 
that lbn < L~l and 2fcn < <S(w, 3). Since V(*Q > 0 we may choose (3 ~ / such that 
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t! e*[t,t + bn\mdN$ G *Ci. Clearly7 = /3\[fi(t-bn)] G I(t,bn). Since \t- bn - /\ < 
2bn < 6 (w, 3) we have 

I #?-*„ ~ ^ I < 3A(2ft„) < 6ak whenever k < 2n+l - n, 

and therefore 

(3.2) ti]-bn £ C3
{
h(2bn\ 

and 
[t - lai t] x B(rf]_bn,ak) C [f - 7<& 0 x Â(A#, lak) C C7"* 

foralU = 2 r t , . . . , 2 n + 1 -« . 

As C is bad this latter inclusion means that 

(3.3) U([t - lai t] x B(Nlbnak)) < c^{ak) for * = 2" , . . . , 2n+l - n. 

We have shown that if lbn < L~l then w.p.l. C bad and 2bn < 6 (w, 3) implies there is a 
7 G I(t, kn) satisfying (3.2) and (3.3), which in turn implies the conclusion of Lemma 5.1 
of DIP (1989). Now argue just as in the derivation of Proposition 5.6 of DIP (1989) to 
complete the proof. The only difference is that since t is fixed there is no need to sum 
over the time grid { (/ + l)bn} H (L~l,L + bn] and this results in the factor of 2~T{d~v> 

instead of the 2~2n(d-4) obtained in DIP (1989, Prop. 5.6). • 

PROOF OF THEOREM 3.1. Let L G N. If n > n0(L) then since card(A/n?L) < 2 • 
4dLd+i2jn(i+d/2)^ Lemma 32 implies 

Qm(l(2bn<6(w,3j) £ l(Cbad)/(2 (-^2 ))) 
v ce\n,L

 J 

< c1(L)m(l)Az2nJ/2exp{-c3.52n/2} = e„(L)2. 

Since £„ e„(L) < oo, the above together with (2.1) allows us to conclude there is an 
NQ(L, W) < oo a.s. such that 

(3.4) J2 KC bad )f(2~jnl2) < en(L) for all n > N0(L; w). 
ceAjn± 

Fix w outside a null set so that NQ(L, W) < oo for all L G N and V = SÎM(U)- Introduce 

Kb
jnL = {CeAjn,L:Cbad} 

A^L = {Ce hjn,L : U(*Q > 0, C good (i.e. not bad )} . 

If C G Aj^ choose k G {2 n , . . . ,2"+1 - n) such that V(*C7ak) > c3.3f(ak). Clak C 
[t, t + r] x C\, where C\ is a closed cube of side-length 

2~2n + Uak< I5ak< a^/2 
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where Jd = k- 10 or k - 1 1 whichever is even (hence Jd G [2n - l l ,2n + 1 -n- 10]), and 
r = 2~2"+1 + 2(1 akf < {av/ 2)2. Therefore there is a C in A^ such that Clak C C0. Let 
A?'L be the set of cubes obtained by choosing one such C for each C in A?'L. Note that 

(3.5) f/(*Ci) > î/(*C7fl») > c3.3f(ak) > c332-22f(akf) for all C in A* 

As in the proof of Lemma 3 of Taylor and Watson (1985) there is a A?n L C Aj'L such 
that 

(3.6) \JC=\JCD \J C 

and 

(3.7) no point in (0, oo) x R J is covered by more than 

2d+l cubes in { C0 : Ce A* J 

(the latter property is the reason we chose Jd even and must sometimes work with the 
semi-closed cubes Co). 

Let A C [L_1,L] x [—L,L]d be compact. Since stM(U) = V and each C in KjnyL is 
closed, we have (writing G and G for G(F) and G(Y), respectively) 

(3.8) AH G C(UA» C)U(UA* C) 

where U ' means the union is taken over those C which intersect A (note that if x G A D G 
then JC G Int (C) for some C G AjnjL satisfying V(C) > 0). If n > N0(L, w) then (3.4) 
and (3.5) show that 

£ /(2-;»/2)+ £ l (Cn A ^ 0)/(2-W2) 

<e„(L)+ £ l(CnA^0)c5l/(*Co) 

< en(L) + c22</+lo£/(*Aa2"-11 ) ( by (3.7) ) 

->c22^1V(A)asrc-->oo, 

where we have used the compactness of A in the last. In light of (3.8), this shows 

(3.9) (/(A PI G) < c22
d+l V(A) 

for all compact A (let L —• oo) and hence all Borel sets A C (0, oo) x R d by the inner 
regularity of the finite measures cf(- D G) and V(). 

Consider now the upper bound on V. By Theorem 1.4 of DIP (1989) we may fix w 
outside a null set such that 

f YU(B) du<C3f- m(R(r, s] n E) for all B G #(R d ) , 0 < r < s < oo, 
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where R(r,s] — Ur<u<sS(Yu) and/ — m denotes the ordinary/-Hausdorff measure (see 
also Proposition 4.7 of Perkins (1990)). Let 0 < r < s, B G (B(Kd) and A = (r,s] x B. 
Choose a sequence of covers { C(^, JC?, A? ) : i G N } (n G N) of A n G such that 

(3.10) lim YV(^) = (/(A H G), lim sup r? = 0. 
n—-KX) • n—KX) j 

Then { C(*?, r?) : i G N } covers B D #(r, s] and therefore 

V(A) = f YU(B) du<C?f- m(R(r, s] D B) 

< c3 lim Y,f(ctf) 
n—KX> • 

<c5cf(AnG) (by (3.10)). 

For a fixed MEN this gives the required upper bound first for A in the field of subsets 
of (Af-1,Af] x Rd of the form 

\J(ri9Si] x Bh M~l < n < si < r2 < • • • < sn < M, Bt G $(Rd), 
i=l 

and then for all A in S((M_1,M] x R/) (note that </(• Pi G) is a.s. a finite measure by 
(3.9)). Let M —• oo to complete the proof. • 

In DIP (1989, Theorem 3.1(a)) it was shown that for d > 3 

(3.11) Qm(V,(£(jc,e)) > o) <c 3 . 6r J / 2m(l)^~ 2foral l f > e 2 . 

In fact exact asymptotics for the left-hand side as e j 0 were found. We now use the 
same techniques to prove a slightly stronger result. 

PROPOSITION 3.3. Assume d>3. 

Qm(Jt+€ Ys(B(x,e))ds >0) < c3Jr
d/2m(l)ed-2forallt> 4e2. 

PROOF. If e > 0 and* G Rd let 

m(e,*)(A) = e-2JlA((y-x)/e)dm(y). 

Then 

q(m,t,e)=Qmif* Ys(fl(jc,ej)ds> o) 

= 1 - lim Qw(exp{-0 f* Ys(B(x,e)) d*}) 

= 1 - Hm Q ^ ) ( e x p { - ^ 4 / /
V ; 2 + 1 7,(11(0,1))*}) 

= 1 - lim Q ^ ^ f Q V ^ e x p j - é l e 4 ^ 1 ^ ^ , ! ) ) ^ ) ) ! 
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by scaling, spatial homogeneity and the Markov property. Use Iscoe (1986, Theorem 3.1) 
and Lemma 3.5 of DIP (1989) to see there is a non-negative function u°°(x) (w°°(l,jt) in 
the notation of Lemma 3.5 of DIP (1989)) such that 

q(m9t,e) = 1 - Qm(e^(exp{ -Yt/t2(u°°)}) 

and, if Tr = inf{ t : \Bt\ < r}, then 

u°°(x) < ciP*(r3/2 < 1) for all |JC| > 2 

<cxP°(sup\Bs\ > \x\/4) 
S<1 

< C2 exp(—| x\2 / 34) (reflection principle) 

= g(x). 

From Theorem 1.1 (with \i = 0) we see that for t > At2 

q(m,t,e) < 1 - Qm^(cxp(-Yt/e2(g))) + Q m M ) ( ^ / , 2^ (0 ,2 ) ) > o) 

= 1 -txp{-m(e9x)(Ut/e2g)} +c3.6e
drd'2e-2m(l)2d-2(by (3.11)). 

An elementary comparison theorem (e.g. Lemma 3.0 of DIP (1989)) allows us to domi
nate Ut/e2g(y) by Pt/^giy) (Pt is the Brownian semigroup) and the latter equals 
c3Pt/e2+n(y) (Pt(y) is the Brownian transition density). Therefore for t > 4e2, 

q(m,t,e) < 1 - expj-e~2c3 Jpt/e2+i7((y -x)/e) dm(y)} 

+ c3.6t-
dl22d-2m{\)ed-2 

<c3Jr
d/2m(l)ed-2. m 

REMARK 3.4. By using the more precise estimate given in Theorem 3.1(b) of DIP 
(1989) and being slightly more careful in the above argument one can show that 

Qm(/'+e ^(*(*.*))*>o) 

< c3.sed~2([pt(y-x)dm(y) + c(e,6,myj for all f > <S 

where lin^ ioc(e, 6, m) = 0foreach<$ > 0,m G MF(Kd). Theorem 3.1(b) of DIP (1989) 
shows this bound is best possible up to the value of C3.8. 

The following elementary corollary is also a consequence of the more precise results 
of Dynkin (1990b) and the general results of Taylor-Watson (1985). 

Write qa(A) for q*(A) when g(r) = r". 

COROLLARY 3.5. Assume d > 3. If A C (0,oo) x Kd satisfies qd~2(A) = 0, then 
AH G(Y) = $Qm-a.s. 

PROOF. We may assume A c [S, 00) x Rd for some 6 > 0. If </~2(A) = 0 there 
is a sequence {C(/*,jt?,r?) : 1 G N} (n G N) such thatA C U ^ Int (C(/?,Jt?,r?)) and 
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lim^oo E,(^)d~2 = 0. 

Q m ( A n â y ) ^ 0 ) < £ Q m ( j [ / ' Ys(Ctf,V)ds>0) 

oo 

< ci£-^2m(l)XX>?)J~2 (Proposition 3.3) 

—• 0 as n —y oo. • 

THEOREM 3.6. Assume d > 6. If Y1, Y2 are independent super-Brownian motions 
startingatm1 andm2, respectively, then G(Yl)n G(Y2) = 0 and hence S(Y})nS(Y2) = 0 
for all t> OCT1 x Qm2-a.s. 

PROOF. Theorem 3.1 implies qd~2(G(Y1)) = 0 Qwl-a.s. if d > 6. Hence Corol
lary 3.5 and a Fubini argument shows that G(Yl) H G(Y2) = 0 a.s. if d > 6. • 

REMARK 3.7. (i) It is easy to use Theorem 3.1 and Proposition 3.3 to see that 
q8(G(Yl) H G(Y2) D ([6,oo) x Rdj) < oo for all 6 > 0 Qwl x Qm2-a.s. where 
g(r) — r6^ log log \j r (d > 3). As above one can then show that for d > 4, if F 
(/ = 1,2,3) are independent super-Brownian motions then n^SCYJ) = 0 for all t > 0 
a.s. Similarly there are no quintuple collisions in three or more dimensions. 

(2) The non-existence of collisions between independent super-Brownian motions for 
d > 7 is a simple consequence of Proposition 3.3 alone. Theorem 3.1 was needed to treat 
the critical six-dimensional case. 

4. Uniform regularity results for super-Brownian motion. In this section we de
rive uniform (in (t,x)) bounds on Yt(B(x, r)) as r [ 0 for the super-Brownian motion Y. 
Estimates on Yt[B{x, r)) for a typical x in S(Yt) were obtained in Perkins (1988) to find 
an exact Hausdorff measure function associated with Yt but additional work seems nec
essary to get uniform bounds. We continue to work with the nonstandard model A^} 

(/x = 2 7 ? G*N—N) introduced in Section 2. This richer nonstandard model allows 
us to define the following processes, originally introduced in Perkins (1990, Sec. 4). If 
re *[0, oo), let r_— \r\i\j [i where [x] denotes the integer part of JC. If B G rB(Kd) and 
r > 0, let 

N[B{A) = fi~l J2 KA? G *fl,A?+r G A), t G *[0,oo), A G *#(R J). 

Hence Nr,B is an internal *MF(Rd)-valued process which at time t records the contribu
tion to Nt+r from descendants of particles which were in *B at time r. 

NOTATION. {Slt : t e *[0, oo)} is the internal filtration on (*Q, *J%) defined by 

At = *c(BP,eP : \H\ < [f/x]) V (nw>,V(flf : |/?| = [f/x],j < uj) 

(here *a(X) is the internal * — a-algebra generated by the internal X). Let f° — a(Sit) 
for t G [0, oo) and let <Jt = Tt V { Qm-null sets}. 
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{ 7t • t > 0} is a standard filtration (but is not right-continuous) and Y is (J-t)-
adapted. It follows from the nonstandard construction of Y that for each fixed r G [0, oo) 
and B G #(R/) , A ^ is Qm-a.s. S-continuous and Yr>B(t) = ^ (A^)(0 satisfies 
(4.1) 

Qm(YrJi G C I fr) = Q n|fi(C) Qm -a.s. for all Borel measurable 

C in C([0, oo), MF(Rd)) and all Borel B such that dB is Lebesgue - and m-null. 

(See (4.7) and (4.8) of Perkins (1990) where this is shown if B is a ball. The same proof 
works for B as above.) 

NOTATION, (a) If v G MF(Rd) let vPt(A) = P»(Bt G A), and let 

D(i/,r) = sup{i/(#(j,r)) : y G ¥Ld). 

(b) If x,y G R^, write x ~ y if x — y £ Zd and let 7T(JC) denote the unique point in 
[0,1)^ such that jc~7r(jt). If A C Kd let A = UkeZd(k + A) = {x : x ~ a 3a G A}. 

(c) 
2 ifd = 2 

a(rf)-l 

a ( r f ) = ' l i f r f > 2 
<p(r) = ^(log+ l / r + l ) a W , VW = ^0og+ l / r + 1) 

Let C4.1 G [\/d + 4, vQ + 5) and let (Bn denote the set of open balls, Bn(y), of radius 
rn = c4.\h(2~n) and centered at a point y in (2~nT)d. (Here a Z = { an : n G Z } .) We 
may, and shall, increase C4.1 slightly so that m(dB) = 0 for all B in Un$n . In what follows 
we will always assume n is large enough to ensure rn < \. For each such n and each 
j G Z+ we construct a class Cn(/) of subsets of R^ with the following properties: 

(4.2) MB G S„, 3C G C„(/) such that BcC 
(4.3) VC G Cn(jl 3B G #„ such that CCB 
(4.4) VC G Cn(jl ^(Bijl-») eC)< D(mPj2n,rn) + <p(h(2-nj) 

(4.5) card £„(/) < (™(1) + l)2C4-2" (c4.2 depends only on d). 
For each Bn(y) G $„ with y G [0,1)J, let C be a (disjoint) union of balls of the form 
k + Bn(y) (k G Zrf) where we keep adding on translates of Bn(y) until the mPpn measure 
of the union exceeds c^(/i(2~n)). Hence C will satisfy (4.4). Continue in this manner 
using new translates of Bn(y) until every k + Bn(y) is contained in one (and only one C). 
Each such C will be a disjoint union of sets in Bn(y) and hence satisfy (4.3). The class of 
C's constructed in this way (for Bn(y)) are mutually disjoint and all but one will satisfy 
mPj2n(C) > (f(h(2-n)). Hence by (4.3) 

(4.6) no. of C's constructed from one Bn(y) < m(jBJy)) <p (h(2~n)) + 1. 

Now repeat this procedure for each of the 2nd choices of y in [0, \)d D {2~nT)d. Cn(j) 
is the set of all C's constructed in this manner. (4.5) is then clear from (4.6). (4.2) is 
immediate from this construction. 
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LEMMA4.1. For Qm - a.a. w, if2~n < 6(w, 3) (6(w, 3) as in Theorem 2.1) then 

sup{ Yt(B(x,h(2-n)j) : x G KdJ2~n < t < (/+ l)2"n} 

< sup{ Y?~*'c(Rd) : C G C„0). t G [0,2-")} Vy G Z+. 

PROOF. Fix w outside a Qm-null set such that Y = st(N) and F" c = jf(N"'c) for 
all non-negative rational u and C G U/^CO')- Assume 2~n < £(H>, 3). Let x G R J and 
choose y G 2~nZ J such that \x~y\ < y/d2~n < y/dh{2~n). Fix; G Z+. Then 

£(JC, 4/i(2~n)) C 5(v, (A/5 + 4)/i(2~n)) C £„O0 C C for some C G £„(/) 

(the latter inclusion by (4.2)). If t G \fîrn, (/ + 1)2-"), f3 ~ f and A/f ^ A, then | Aff -
Af2-1 < 3/i(2-n) (recall « (w, 3) > 2~n) and hence 

(4.7) N? G **(*, /i(2"n)) =» A £ _ G *#(*, 4/z(2~w)) C *C. 

Therefore 

y,(fi(x,/i(2-w))) < °Nt^B(xM2-n))) 

< °- £ KA^-n G *C, flf ^ A) (by (4.7)) 

= °flfr"'c(*Rd) = i f ""^(R*). 

The result follows. • 

NOTATION. Iff: R rf —• [0, oo] is Borel, let 

G(f,0 = f sup Py(f(Bs))ds. 
JO y 

The next result is readily obtained by taking limits in Proposition 2.6(c) of Perkins 
(1988). 

PROPOSITION 4.2. Iff: R d - • [0, oo] is Borel and 4Pm (f(Bt)) < X, then 

Qm{Yt(f)> A) <cxp{-\(4G(fj))~1}. 

Let ĝ OO = Hkezd Ps(y+k) denote the transition density (on [0, \)d) OÏTX{BS) (and set 
qs(y) = 0 ïf y £[0A)d). 

LEMMA 4.3. Let r e [0, \). 

(a) supy py(Bs G 5(0, r)) < c^r4^'2 + 1) 
(fr) /f B is a ball of radius r then 

G(lè,t)<c4A^j(r) 

providing t < r2^, ifd > 2, or t < log \, if d = 2. 

https://doi.org/10.4153/CJM-1991-050-6 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1991-050-6


912 M. T. BARLOW, S. N. EVANS AND E. A. PERKINS 

PROOF, (a) If j e [0, l / t h e n 

qs(y) = (27rs)-d/2 £ exp{-\y + k\2/2s} 
k<EZd 

<n( E expi-^+^VM^r1/2) 
i = l ki=—oo 

< (2(2irs)-l/2 + 2 E exp{ -Je1/ 2s} (2TrsTl/2)d 

k=\ 

< (2(27T5)"1/2 + 2 j°°exp{ -x1/2s}(2irsy1/2dx)d 

<(s-xl2 + \)d. 

py(Bs e Ë(0,r)) = P°(ix(Bs) G 7r(*(-*r)) ) 

= | l (zG7r(B(-y , r ) ) )^(z)£/z 

< Q r V 1 / 2 + D d 

where Cd is the volume of the unit ball in R d (recall r < 1/2). This gives (a). 
(b) If d > 2, B is a ball of radius r < 1/ 2 and f is as in the statement of (b), then 

Therefore 

G(1Â, o = f sup py(Bs e 5(0, r)) & 

(4. 8) < r2 + ^ C 4 . 3 ^ ( ^ / 2 + \)ds 

<r2 + c43t/ + c43r
dr*l-d'2\d/2-irl 

< r2 + c43r
2+c43(d/2-iylr2 = c43?. 

Ifd=2, then (4.8) still holds and we get 

G(lè, t) < r2 + c43t? + c43? log+ r/ r2 

< r2 + c^r 2 log 1/ r + c^r2 log l o g - +21og-

NOTATION. Let y, denote the diffusion on [0, oo) with generator (y/ 2)d2/ dy2 and 

let {/^ : y7 > 0} denote the laws of v on path space. The process is absorbed at 0. 

LEMMA 4.4. /^(supr<ry{t) > A ) < exp{ - 2 ( v T - A / 7 ) 2 / ^} VA > / . 

PROOF. The transition density of y is given on p. 100 of Knight (1981). This readily 
gives P£'(exp0y(O) = exp{ 2 0 / ( 2 - 0 O - 1 } for0 < 2/1. The result now follows from 
the weak l) inequality by the usual application of Markov's inequality (the optimal 0 is 
r ' ( 2 - 2 ( y / A ) 1 / 2 ) . 

We now combine the three previous estimates to derive the required bound on F 2 " c . 
Recall rn = c4Ah(2~n). 
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LEMMA 4.5. There is a C4.5 such that 

Q m ( s u p i f "" ' c(Rd) > A) < 2exp{-c45X2nn-a(d)} 
t<2~n 

for allj2~n and C G Cn(j)
 sucn tnat 

(4.9) 8(D(mP / 2- , , rn) + (^(/i(2-w))) < A, 

rn < \y and 

, rl-d ifd > 3, 
J - > g l / r n , i / d = 2 . 

PROOF. Use (4.1 ) to bound the required probability by 

Qm(Yj2-n(Q > A / 2 ) + Qm(\(Yj2-n(C) < A/2)Qy^-"ic( sup Yt(R
d) > A)) 

< e x p { - A ( 8 G ( l c J 2 - w ) ) - 1 } + / ^ / 2 ( sup y(t) > X) 
t<2~n 

((4.4) and (4.9) allow us to apply Proposition 4.2) 

(4.10) < exp{-A (c4 .48^(r„))_ 1} + exp{ -2n(y/l - 1)2A } , 

where we have used (4.3) and Lemma 4.3 to bound the first term and Lemma 4.4 to bound 

the second term. An easy calculation now shows the first term in (4.10) is the larger and 

gives the required bound. • 

LEMMA 4.6. (a) t »—• D(mPt, r) is non-increasing on [0,00) for each m G Mf(Kd), 

r> 0. 

(b) There is a C4.6 such that 

D(mPu r) > c4.6D(m, r) V0 < t < r2, me MF(Kd). 

PROOF, (a) By the Markov property it suffices to show D(mPt, r) < D(m, r). If y G 

Ilrf then 
mPt(B(y,r)) = jj\(\z-y\ < r)pt(z -x)dm(x)dz 

= / / 1 (| w + JC — y\ < r)dm(x)pt(w)dw 

< D(m, r) / pt(w) dw = D(m, r). 

(b) Choose y such that m(B(y, r)) > D(m, r)/ 2. Then 

mPt(B(y, r)) > J 1(|JC - y\ < r)/>*(£r G B(y, r)) rfm(jc) 

= | l ( | j c - y | < r ) P ° ^ i G B ^ y - ^ r 1 / 2 , ^ - 1 / 2 ) ) ^ ^ ) 

> c 1 m ( B ( y , r ) ) > ( c 1 / 2 ) D ( m , r ) 
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where c\ = inf { P°(B\ G B): B a ball of radius 1 containing 0 }. 
Here finally is the main result of this section. Recall that 

D(m,r) = s u p { m ( f i ^ r ) ) : y e R r f } a n d ^ ( r ) = | ^ [ ^ ^ | j 2 j > * . 

THEOREM 4.7. Assume d > 2. There exists C4.7, C4.8 such that for any m in Mp( 
and Qm-a.s. 3r0(w) > 0 such that 

D(Yh f) < c4j max(D(mPt, c4.sr), <p(r)) /or a//1 > 0, 0 < r < r0. 

PROOF. Let 

An(j)= f sup D(y„/z(2-w)) >C!(z)(mPy2-n,rn) + ^(/z(2-w)))L 
yj2-n<t«j+l)2-n V y J 

where ci > 8 will be chosen below. Let 

T=\r2
n-

d ifd>3 
n l log(l/rB) ifd = 2' 

Then (2.1) and Lemmas 4.1 and 4.5 imply that for rn< \, 

Qm(Uj<2»TnAn(J)) < E Qm(An(j),ô(w,3)>2-n)+C2.im(Rd)2-nc^ 
J<2nTn 

< E E 2cxpi-c4.5clD(mPj2-n,rn) + ^(h(2~n))2nn-a(d)} 
J^2nT»ceCn(j)

 l J 

+ c2.im(Rd)2-nC222C42n 

< 2nTn(m(l)+l)2exp{-c4.5civ(h(2-n))2nn-a{d)} 

+ c2.im(Rd)2-nC22 (by (4.5)) 

< 2n(1+C42)7;(m(l)+ l)2exp{-cic2n} + c2.im(Rd)2-nC22, 

where c2 depends only on J. Now fix c\ large enough so that the last expression is 
summable (note that Tn < 2nC3). By Borel-Cantelli we have Qm-a.s. for large enough 
n 

sup D(Yt,h(2-n)) 
j2~"<t< 0+D2-" 

< cl(D(mPJ2-^c4Ah(2-n)) +(^(/i(2-w))) V0 <j2~n < Tn, 

and therefore by Lemma 4.6(b) (with mPp-n in place of m in that result) 

(4.11) D(Yhh(2-n)) < c3(D(mPtyc4Ah(2-n)) + (/>(/i(2-")))V0 <t<Tn. 

Take n larger still (if necessary) so that Tn exceeds the lifetime of Y to get (4.11) for all 
0 < t < 00. The required result follows by a standard argument which allows us to 
replace h(2~n) by a sufficiently small continuous parameter r at the cost of increasing C3 
andc4j . • 
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COROLLARY 4.8. Ifd > 2 then for any m in MF(Kd) 

lim sup sup D(Yhr)(p(r)~l < c4J for allé > 0Qm-a.s. 

PROOF. Lemma 4.6 implies 

sup D(mPt, c4.%r) = D(mPè, C4.gr) 

<m(l)è~d'2(2c4.sr)d. 

The result is now clear from Theorem 4.7. • 
In the next section we will also need a uniform (in 0 upper bound on 

jJH\y\-yi\ <r)dY)dY] 

as r I 0 when Yl and Y2 are independent super-Brownian motions starting at m1 and m2, 
respectively. This in turn requires an elementary covering argument implicit in Perkins 
(1988) and DIP (1989). This argument (Proposition 4.10) is of independent interest since 
it gives an elementary proof of the fact that dimS(y,) < 2 for all t > 0 a.s. (the reader is 
invited to derive this from the proof of Proposition 4.10). 

NOTATION. If 0 < e < t, let Z(r, e) denote the cardinality of I(t, e) (the latter was 
introduced just prior to Lemma 3.3). 

LEMMA 4.9. Conditional on ^Fr_e, Z(t, e) is a Poisson random variable with mean 
2F,-e(l)e-1. 

PROOF. The internal conditional distribution of Z(t, e) given At-e (or equivalently 
At-e) is binomial with mean œ 2F,_e(l)e-1 and number of trials /xAfr_c(l) (see DIP 
(1989, Lemma 4.1, (4.2))). The lemma is now a simple consequence of the well-known 
weak convergence of the binomial distribution to the Poisson. • 

PROPOSITION 4.10. Let Y*(l) = sup,>0 y,(l). For Qm-a.a.wfor n sufficiently large 
{n > N(w))for any j G N S(Yj2-n) is contained in a union of2n+2(Y*(l) V 1) balls of 
radius 3h(2~n). 

PROOF. The previous lemma and an elementary calculation shows that 

Qm(z(j2-\2-")> 2"+2(F(/_1)2-.(l)V 1) | fij-Di-n) 

<exp{-2" + 1 (21og2- l )} 

(bound the conditional distribution of Z(j2~n, 2~n) by a Poisson distribution with mean 
2n+1

 (F(/-I)2-«(1) V l) and apply an elementary large deviations estimate). Therefore 

Qm( m a x ^ Z O ^ ^ - " ) > 2 r t + 2(r( l) V l ) ) < 22nexp{-2n+1(21og2 - 1)} 
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is summable over n. By Borel-Cantelli we can fix w outside a Q m null set such that there 
is on N\(w) so that 

(4.12) max Z(/2~n, 2~n) < 2n+2(Y*(l) V l) for all n>Nx 
1 <j<2^ v ' 

and h (w, 3) > 0 (6 (w, c) as in Theorem 2.1). Choose n > N\ so that 2~n < £ (w, 3) and 
y2«+r = 0. Then for any y € N 

(4.13) S(Yj2-n)C U B(x,3h(2-n)), 
J C G / ( / 2 - " , 2 - « ) 

and (4.12) together with I(j2~n,2~n) = 0 for; > 22" shows that (4.13) covers S(Yj2~n) 
by a union of at most 2n+2(rc(l) V l) open balls of radius 3h(2~n). m 

THEOREM 4.11. Assume d>2. There is a c4$ such that for any m\ m2 in MF(Rd), 
(3 > 0, and Qm' x Qm2-a.a. w there is an rx((3, w) > 0 such that 

(4.14) sup [[l(\yi-y2\ <r)dY]{yx)dY2(y2) 
t>(3 J J 

<c4 .9(supF/(l)V \y-Ald(\og\/r)2ld+2forr< ri(J3,w). 
t 

PROOF. If d — 2 this is a simple consequence of Corollary 4.8 (in fact one can 
reduce the power of the logarithm) so assume d > 2. We work on the obvious product 
of Loeb spaces so that w = (w1, w2). Fix (3 > 0. 

Condition on wl satisfying ^(w1,3) > 0 (<5(w,c) as in Theorem 2.1), ro(wl) > 0 
(ro as in Theorem 4.7), and the conclusion of Proposition 4.10 (for n > N(wl) say). 
We now argue conditionally on w1 and hence will work with respect to Qm . Assume 
n is taken sufficiently large so that n > A^w1), h(2~n) < r0(w

l), 2~n < 6(w\3), and 
D(mPt, c4.sr) < (f(r) for all t > f3 and r < h(2~n) (see the proof of Corollary 4.8). Then 
on {<5(w2,3) > 2'n} we have for p <j2~n < * < ( / ' + l)2~n 

jjl{\yi-n\ <h{2-n))dY]dY2 

< c4Jp(h(2-n)) J 1 (d(y2,S(Y}j) < h(2~n)) dY2 

( by Theorem 4.7 since h(2~n) < ro(w1)) 

< c4Jp[h{2~n) J 1 (d(y2,S(Y]2-n)) < Ah{2-")) dY2) 

( since 2~n < 6(wl,3J) 

<c4jv(h(2-n))Y^n, 

(4.15) 

where 
SM = {y: d(y,S(Y}2-„)) <7h(2~n)} 

Y* = sup Y^i'fl"'. 
t<2~" 
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and we have used S (w2,3) > 2~n to conclude that each particle in S(Y2) within a distance 
4h(2~n) of SiY^-n), is the descendent of a particle in S(Y2

2-n) within a distance lh{2~n) 
ofS(Yj2-n). Use the nonstandard construction of Y2 to make this rigorous. By the choice 
ofw1 and Proposition 4.10 

P*(BS e SM) < 2n+2((yl)*(l) V l)m2(l)s-d'2cih(2-n)d 

( 4 ' 1 6 ) = c2c3(w
l)m2(Ds-d/22-n^2-l)nd'2 

where c3(w
l) = (Yl)*(l) V 1. Therefore 

G(ls^t) < J^c2c3(w
l)s-d'22-n^2-lV2) A Ids 

< c4c3(w
l)2/dn2-^l-2'd\ 

By (4.16) if/2-" > 0 and 

(4.17) A > 4c2c3(w
l)m2(l)p-d/^/22-n(d/2-\) 

we may apply Proposition 4.2 to conclude 

Qm2{Yln(Sj,n) > A) < exp{-A(4c4C3(w1)2/^)-1«-12^1-2/^}. 

LetAn = (4c4C3(w1)2/^)l7«22-w(1-2/J). Then (4.17) holds for n > n0(w\ f3, ml (I)) and 
so 

Qm\Y]2-n(SM)>Xn)<e-lln. 

Argue as in Lemma 4.5 to obtain for n>n\ (wl, (3, m1 (1)) 

Qm\Yj>n >2\n)<2e-lln. 

By Borel Cantelli for QW2-a.s. w2 there is an N\(w2) such that 

sup Yj>n < 2\n for all n>N{(w
2)V m(wl,l39m

l(lj) 
P<j2-»<2» 

= N2(w). 

Returning to (4.15) we see that for a.a. w there is an N3(w) G N such that for n > N3(w) 

sup [[ l ( b i ~y2\ < h(2-n))dY) dY2 < c4Jp(h(2-n))2\n 
2(3 < r 

< c5c3(w
l)2'dh(2-n)4-4/d(\og l/h(2~n)) n,\^ld 

(4.14) is a trivial consequence of the above. 
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5. A Tanaka Formula for Collision Local Time. Let m1, m2 G MF(Rd) and 
assume (X1,^2) are continuous adapted MF(Kd)-valued processes on (Of, ^F\ ^Fj, fy) 
which satisfy (Mm\ mi) (in the Introduction). We first show how to enlarge the proba
bility space to construct a pair of independent super-Brownian motions (Y\ Y2) so that 
V > X1", i= 1,2. Recall the notation (Q°, T, 7°\s, *+], Q w ) from Theorem 1.1. Let 

5? = r[0,H. 
Define 

ft = ft' x ft° x ft°, J = J ' x 7° x fp , fF, = T\ x ^ x ^ , 

and if QM = Q0,0,/i, define P on (ft, J ) by (see Theorem 1.1(d)) 

P(B x d x C2) = jfy b(w,)QAl(w,)(C1)QA2(H,)(C2)JP,(w/). 

Here A'(vv') is the random measure on [0, oo) x R d defined by 

Ai(w')([0j]xB) = Ai
t(w')(B). 

Let 7T : ft —* ft' denote the projection mapping and denote points in ft by w = (w', f1, Y2). 
Let yj(w) = Xt{w') + Y\ > XJ(w'). Roughly speaking, when an individual of population 
X1 is killed by A1 we think of the particle living on in an afterlife and use Y1 to record 
the subsequent evolution of the descendents of these dead particles. There is no further 
interaction between these deceased particles and the two living populations and hence, 
conditioned on w', T, i = 1,2, should be independent. 

THEOREM 5.1. (a) If We bff, then 

(5.1) P(Wo7r |J f) = P ,(WUJ)o7r P-a.s. 

(b) (F1, Y2) are independent (J',)-super Brownian motions starting at mx and m2, 
respectively {under P ). 

(c) IfZf((p) is the martingale part ofYl((f) ((/? G 2)(A)) then 

(Zr(^),ZJ(^j) O 7T>, = « iy(Z ,"(^),Z /(^-)> / O 7T = «(,- j f XJ O 7T(^?)&. 

PROOF, (a) Let £ G J j and CuC2e ?°. Then if W e bf', 

JlBxCxxC2W0 7TdP 

= J U{w')W{W)QA^){CmA2{W){C2)d?f{w!) 

= J lB(w')P'(W I ^ ) | (W , )QA' (^ ) (CI )Q A 2 ( W , ) (C 2 )dV V ) 
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since Theorem 1.1 (d) shows that Q ^ V ) ( 0 is ^-measurable. Therefore 

/ W , x c 2 W o 7 r d P = / l *xc I xc 2 P , (W| ?'t)oKd¥ 

and (5.1) follows. 
(b) Since ZJ(<p) is on (^-martingale (a) shows that Z?t(ip) o 7r is an (^-martingale 

under P and 

(5.2) (Zi(pi)°K,Zj(Vj)o7r)t = 6ij£xioiT(tf)ds 

because ZJ(^) o ZJ
t(ipj) o 7r — 6y JQXJ o Tr(ipf)ds is an (^)-martingale by the same 

reasoning. Let ^ = f ' x ? ; x ? ; D J , and 

ZJ(y>) = ^ ) - ^ n ( A ^ ) J r - A ; ( ( ^ ) o 7 r , y> G ©(A). 

If j < t, B G J* and Cu C2 G J " , then 

p(ifixclXc2(z;(^)-z^))) 
= jf cw> x Q A ^ ) ( I C I X C 2 ( Z ; ( ^ ) ( ^ O - Z J ( ^ ) ( ^ . ) ) ) ^ V ) 

because Zj(<p)(u/, •) is an {(J° x ^-martingale under QAI(M/) X gA2(M/) by (MQMKW)). 

Therefore Zj(v?) is an (jF,), and therefore an (^Fr), martingale. The same reasoning shows 

ZJt((pi)ZJ
t(tpj) — 6y Jo Yi&f) ds is an (J-t), and hence also on (^Fr), martingale and so 

(5.3) (ZitpilZfiipj)), = Sijfifiiipfrds. 

If y? G 2)(A) then Zf ((f) = Zj(<£>) o ir + Z?t(ip) is a (^-martingale by the above and 

Yi
t(<p) = mi(v) + Z?(ip) + £Yi

r(Av)dr î = l , 2 , </> G 2>(A). 

If s < f then 

p ( z ; ( ^ ( ^ ) o 7 r | j 5 ) = P ( ^ ) O 7 T P ( Z ; ( ^ ) | J 5 ) | J 5 ) 

= P ( 4 ' ( ^ ) O 7 T Z ^ ) | ^ ) 

= Z{(^-) o 7rZl
s(ifi) 

and so 

(5.4) (Zf(ipi)^(ipj)on) = 0. 

(5.2), (5.3) and (5.4) imply 

(Zr^i\Z
v{^))t = èijf{)Y

i
s{^)ds. 
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Theorem 1.2 now implies (b). 
(c) is immediate from (5.2) and (5.4). • 
The above result extends easily to more general super-processes such as super-Feller 

processes. 
(a) implies that (X,A) = (X\X2,A\A2) on (ft', <?, J ' „P ' ) and (X,A) o i on 

(ft, F, jFr, P ) have the same law and, more significantly have the same adapted distribu
tion in the sense of Hoover-Keisler (1984). This means that all random variables obtained 
from (X, A), respectively (X, A) o 7r, by the operations of composition with bounded con
tinuous functions and taking conditional expectation with respect to (^F'), respectively 
(^F,), have the same laws. It implies, for example, that if we identify (X\X2,A\A2,Z\ 
Z2) with (X\X2,A\A2,Z\Z2) o 7T, then (MmKmi) holds on (ft, J , ^ , P ) (this is estab
lished in the previous proof). Therefore in studying properties of (X, A) we may as well 
work with (X, A) o TX on (ft, ^F, J't, P ) and hence we may, and shall, assume there are in
dependent (jF,)-super-Brownian motions (Yl, Y2) starting at ml and m2, respectively, and 
such that Yl > XJ for all t > 0, / = 1,2. In the future when working with systems such 
as (Mm\ mi) we will simply assert the existence of dominating super-Brownian motions 
(F1, Y2) without loss of generality by enlarging the probability space if necessary. 

Let A and Ra denote the generator and a -resolvent of 2 J-dimensional Brownian mo
tion, respectively. It will be understood that a > 0 if d < 2. 

LEMMA 5.2. For any tp in £>(.#), 

X) x X2(ip) = m1 x m2((f) 

+ J' J J (p(xi, x2)[Xl
s(dxi )Z2(ds, dxi) + X2(dx2)Z

l (ds, dxx )] 

- f Jf if(xuX2)[Xl(dxi)A2(ds,dx2)+X2(dx2)A\ds,dxi)] 

+ f ff A(f(xi, x2)X] (dxx)X
2

s(dx2) ds. 

PROOF. If ip(x\,x2) is a linear combination of functions of the form (p\(x\)(p2(x2) 
where ipt G (D(A) (call this class of <p's L) this is immediate from (Mm\ mi) and Ito's 
lemma. A theorem of S. Watanabe (see Ethier-Kurtz (1986, p. 17)) implies L is a core 
for A and the result follows for all ip in (D(R) by taking limits. • 

To obtain a Tanaka formula for collision local time we want to set <t>(x\,x2) = 
—So(x\ —x2)il) ((JCI +x2)/ 2) in the above. If ^ G b*B(R d) we introduce some approximate 
identities and set ^e(x\,x2) = pe(x\ — x2)\l)((x\ + x2)/2} and (B\,B2 are independent 
Brownian motions in R d) 

Ga^(xux2) = Raxl)e(xux2) 

= p*, x ^ 2 jf °° e-aspe(B\ - B2W ((Bl
s + B2)/ 2) ds 

= kd j™ e-2asps+e/4((Xl - x2)/ l)P^ ((x{ + x2)l 2) ds, 
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w h e r e kj = 2{A~dl2) and w e have used the independence of Bl + B2 and Bl — B2. Let 

Ga^(xux2) = kdj e~2asps[(xi -x2)/2)Ps^{(x\ +x2)/2)ds = Ga^(x\,x2). 

If ^ G C0(RJ) then Ve(*i,*2) G C0(R/) and Ga^ G ©(#) solves JZGa,tip = 
II Hoc 

a G a ^ — Ve- (If <* = 0 and d > 3 it is easy to check G a > c ^ = > G o , ^ and 
II lloo . 

J%.Ga,eip ==> —^e as a j 0.) Hence the p rev ious l e m m a gives us , first for i/> G Co(R ) 
and then for any ijj G Z?#(R d) by tak ing b o u n d e d po in twi se l imi ts , 

(Te) X) x X*(Ga^) = m1 x m2(Ga^) 

+ jf//^^^(^1^2)[X5
1(^1)Z2(^,^2)+X2(^2)Z1(^,^1)] 

+ a j f y y G«,e V (*i, *2)*J (d* )X?(d*2) Js 

- fjjp^i -x2)^{(xi +x2)/2)X]{dxl)X
2
s(dx2)ds, 

for all V G #(Rd) . 

We now show that each term in (re) converges as e j 0. 

N O T A T I O N . ga(x) = J0°° e~atpt(x) dt if d > 3 or a > 0. Here g 0 (*) = c5A \x\ 2~d if 

d > 3. Define 

^oW=/1+1°8+<1/W) ^=2 
</ = 1 

A bit of integration shows that 

(5.5) 2G2al(xux2) = ga(xi-x2) d>3ora>0, 

(5.6) c5.2(a)log+(l/ \x\) < ga(x) < c53(a)g0(x) d = 2, 

(5.7) ga(*) < c5A(a)g0(x) d=l. 

LEMMA 5.3. Assume ^ G fc$(Rrf) anda>0(a>0ifd< 2). 

\C5.5\\^\W ' lfd= 1 

Tfi/j > 0, lirn€joGa,£t/>(jci,A;2) = Ga\/j(x\iX2)foralHxi,X2). 

(b) \Ga^(xl9x2)\ <^e/2||V>lloo£a/2(*i -Jc2) 

PROOF, (a) 

\Ga^{xux2) - Ga^{xux2)\ 

(5.8) <*d|klloojT e~2a^+e /4((.xi -x2)/2)-ps((xl -x2)/2)\ds 

< XrfH V ||oo y0 e~2as j s \{dpu/ du)((Xl - xi)/ 2 ) | du ds. 
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Use | (dpu/ du)(z)\ < pu(z)(2u)~l(d+ \ z\2/ u) and an elementary calculation to obtain the 
inequality in (a) for d > 2. If d = 1 the above bound on | dpu/ du\ implies | (dpu/ du)(z)\ 
< c\u~3/2. As we also have \ps+€/4(x) — ps(x)\ < S~XI2{2TX)~XI2 (5.8) shows that 

\Ga^-Ga^\ < ^ 1 | | ^ | | o o [ / J ( 2 ^ 5 r 1 / 2 ^ + ^ " ^ 2 ^ c 1 5 - 3 / 2 ( e / 4 ) ^ ] 

<^i| |^Hoo[e1/2-hc1e1/2/2]. 

For d > 2, pointwise convergence off the diagonal is clear from the above. On the 
diagonal, the pointwise convergence of Gae xl)(xuX\)to Gaijj(x\,x\) if ip > 0 is a simple 
consequence of Monotone Convergence. 

\Ga^(xx,x2)\ <kd\\\l) Woo J e~2asps+e/4((xi -x2)/2)ds 

(b) = fa|M|oo H ea^2e'2au
Pu{{xx -x2)/2)du 

Je/4 v ' 

<^ a e / 2 | | ^ | | ooga /2 (^ l - ^ 2 ) . • 

In order to control the martingale term on the right-hand side of (Te ) as e [ 0 we need 
the following estimate which is proved in Section 7. 

LEMMA 5.4. Let Yx and Y2 be independent ift)-super-Brownian motions starting 
at mx andm2, respectively. 
(a) If 3 < d < 5 there are constants C5.Ô(0 it > 0) such that 

P iJoJ{J8a(yi - y2)Yl(dyù)2Yl(dy2) &) 

<^(0 (^(1 )+1) ("K 0 / ' * 1 -^ ; 1 ) w ' ( f , ) W V J C 2 ) ' ifd=3' 
V ' \ ITfljti -x2\

6-2d+ l)m\dxl)m
2(dx2), ifd = 4,5, 

for all a > 0, f > 0. 
(b) Ifd < 2 there are constants 05.7(0:, ?) (a,t> 0) such that 

P{foJUga(yi -y2)yl(dyi))2Y^idy2)ds)j 

< c5Jia,t)mxil)(mxil) + l)m2(l). 

Recall that 9^t = 9d{mx,m2) is the set of all continuous adapted processes (X1 ,X2) 
satisfying (Mm.m2). 

COROLLARY 5.5. Assume d < 5 and 

(5.9) JJ\og+il/\xi-X2\)m\dxi)m2(dx2)< oo ifd = 3 

(5.10) jj\xx - x2\
6-2dmxidxi)m2idx2)< oo ifd = 4,5. 
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Then for any $ G ®(Rrf), T>0anda>0(a>0ifd< 2), 

lim sup llsup / / / Gae^(x\,X2)Xl(dx\)Z2(ds,dx2) 

-£jjGa*l>(xuX2)Xl(dxi)Z\ds,dx2)\\2. 

For any (Xl,X2) G 94 y JQJJGaip(xi,X2)Xl(dx\)Z2(ds,dx2) is a continuous [^-martin

gale. 

PROOF. For e > 0 and (X*,X2) <E 94, Doob's inequality and X1 < T shows the 

above L2-norm is bounded by 

c\?^j[J\Ga^{yuyi)-Ga^(yuy2) I Ylidy^Y^dyiiA 

(5' U) = ClP Of / / / \G^(yuy2) - GaxP(yuy2)\ 

By Lemma 5.3(b), if e < 1 the integrand in (5.11) is bounded by 4<?a||'0||2K) £«/2 

Cvi — yi)gal2^\ ~ yi) which is integrable with respect to the measure (Y](dy\)Y](dy/x) 

Y2(dy2)dsd¥^ by Lemma 5.4. The integrand approaches 0 as e | 0 on {(y\,yf\,yiY' 

3̂1 T^ ^2 and / j ^ ^2} and this set is not charged by the above measure because Y2 is 

independent of y1 and does not charge points. The Dominated Convergence Theorem 

implies (5.11) approaches 0 as e —-* 0+ and the corollary follows. • 

LEMMA 5.6. (a) Assume d < 5, and (5.9) and (5.10) hold. Then for any xjj G 

fc!B(Rd), T> Oanda >0(a > 0ifd<2) 

lim sup ilsupl / / / Ga^(x\,X2)X](dx\)X2
s(dx2)ds 

(5.12) (x^)eM ' - ' 

- fjj Ga^(xuX2)X](dx\)X2
s(dx2)ds\\x = 0. 

For any (X*,X2) £ 94, JQJJ Ga^(x \,X2 )X\(dx\)X2
s (dx2)ds is a continuous process with 

P integrable total variation over compact time intervals. 

(b) Assume d < 5 and 

(5.13) [Jg0(xl,X2)dm\xl)dm2(x2) < 00 if d < 4, 

(5.14) / / |JCI — x2\~
Admx(x\)dm2(x2) < 00 if d = 5. 

Then for any -0 G Z?$(P/), T>0anda>0(a>0ifd<2) 

lim sup sup / / Gae ijj (x\, *2)X, (dxi )X, (^2) 
e—>0+ fxf \\ t<T ^ ^ 

(5.15) U W e f l f ' ~ r 

— / / G c r ^ (JCl, JC2XX,1 (rf«l XX-?(dbc2)| J] = 0 . 
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For any (X1 ,X2) E ïM, X) X X2{Ga^)) is a continuous process such that 

sup,<r I SSGaipd(XJ x Xf)\ e L1 for any T > 0. 

PROOF, (a) The supremum inside the L1 -norm in (5.12) is bounded by 

(5.16) ^JJ\Ga^(yuy2)-Gailj(yuy2)\Yl(dyl)Y^ 

If d = 1 the above integrand converges uniformly to 0 and hence (5.16) approaches 0 in 

L1. Assume now d > 1. By Lemma 5.3 the integrand in (5.16) converges to 0 as e j 0 

for all y\ ^ y2, and is bounded by 2eal2\\^ ||ooga/2Cyi ~ yi) f° r ^ < 1- Lemma 5.4 and 

Cauchy-Schwarz imply ga/2(y\ -yi) belongs to L1 (l(s < T)Yl
s(dyi)Y2(dy2) ds aV ), and 

since this measure does not charge the diagonal {y\ = y2}, Dominated Convergence im

plies (5.16) converges to 0 inL^P) as e j 0. This gives (5.12). Since GaeI/J is bounded 

and continuous, SoSSGa,e^(x\,x2)X](dx\)X2(dx2)ds is a continuous process with inte

grate total variation over compact intervals. The convergence established above now 

gives the same conclusion with e = 0. 

(b) If d = 1 the uniform convergence of | Gaeip — Gaip | to 0 (Lemma 5.3) and the 
boundXJ < Yi

t make (5.15) obvious. Assume therefore d > 2 and for a fixed T/> G $(R d) 

define 

r](a,e,6) = sup{\Ga\p(xux2) - Ga^(xux2)\ : |*i -x2\ > £ } . 

Recall that l i m , ^ . ri(a,e,6) = 0 for all 6 > 0 by Lemma 5.3 (a). Let (X\X2) G M 

a n d T > 0. Then fore < 1, 

(5.17) 
suplX/ x X ? ( G a ^ ) - X ; xX}(Ga4)\ 
t<T 

< rj(a,e,6)supXJ(l)X2(l) 
t<T 

+ ci(a,V)sup [fl(\xi -x2\ <6)ga/2(x{ -x2)X]{dxx)X
2(dx2) 

t<T J J 

(Lemma 5.3 (b)) 

<i7(cr,c,fi)supy;(l)y?(l) 
t<T 

+ c , (a ,^)sup f[l(\yi-y2\ <S)ga/2(yi - y2)Y]{dyx)Y
2(dy2). 

t<T J J 

Let Rt denote the image of Yj x Y2 under the mapping (y\,y2) —• |vi — ^ | - Then if 
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(3 > 0,r\(uj,(3)>è Oi as in Theorem 4.11) and we write go(|>i) = goOO, 

sup / / 1(|j! - y 2 \ < S)g0(yi -y2)Y
x
t{dyx)Y

2(dy2) 
j5<t<TJ J 

< sup Rt([0,S])8o(6)- [Hr<6)g'0(r)Rt([0,r])dr 
P<t<T J 

< c4.4(sup Y](\) V 1) [ ^ " ^ ( l o g l/8?'d+2go(8) 

- / Kr < 6)g'0(r)r4-4'"(log \/r)2ld+1dr] 

(Theorem 4.11) 

—• 0 as S j . 0 (recall d < 5). 

We have shown 

(5.18) lim sup [[l(\yx-y2)<e)g0(yx-y2)Y}(dyx)Yf(dy2) = 0 V/3>0a.s . 
<U0 @<t<TJ J 

Let ip = 1 in (7£) with (X1,*2) = (Y\Y2) to see 

sup //'Gafl(yi,y2)Yl(dyi)Yf(dy2) < m1 x m2(G«,£l) 

(5.19) +sup [' f [ Ga,(UY,
s(dyx)Z

2(ds,dy2) + Y2(dy2)Z
i(ds,dyx)] 

t*CT 

+ *jljj Ga,t 1 Yl
s(dyx)Y

2(dy2)dS. 

The right side converges in L1 as e J. 0 to 

m1 x m2(G« 1 ) + sup f / / Ga 1 [K,1 (rfy, )Z2(<fc, Jy2) + Y2(dy2)Z
l(ds, dyx )] 

+ a J^JJGalY
l
s(dyi)Y

2(dy2)ds = m1 xm2(Gal) + TT 

(5.20) ' - r 

by Corollary 5.5, (a) and the hypotheses on m1, m2 (see (5.5)). Apply Fatou's lemma in 
(5.19) (use Lemma 5.3 and (5.5)) to conclude that 
(5.21) 

sup( / / s a / 2 0>i -y2)Y}(dyi)Yf(dy2)- JJ ga/2(yi -y2)m\dy{)m
2(dy2)} <2TT 

t<T 

and in particular 

(5.22) E(supjfga(yi -y2)Y
x
t{dyx)Y

2{dy2)) < oo. 
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Let Sn 1 0 satisfy m1 x m2(\y\ — y2\ = Sn) = 0. Then 

sup ffga,2(yi ~y2)H\yi-y2\ <5n)YJ(dyx)Yf(dy2) 

< sup JJga/2(y\ -y2)Y](dyx)Y
2(dy2)- JJga/2(yx -y2)m\dyx)m

2(dy2) 

(5.23) +™p\JJga/2(y\ -y2)K\y\ -n\ > èn)YJ(dyx)Yf(dy2) 

- JJga/iiyx -yi)K\y\ ~yi\ > 6n)m\dyx)m
2(dy2)\ 

+ JJ ga/iiyx -yi)K\y\ ~yi\ <èn)m\dyx)m
2(dy2) 

= 709 ) + //(«„, i9 )+///(«„). 

Fix u outside of a null set such that r^ (a; ) —* 0 as (3 [ 0, (5.18) holds and II(èn ,/?)—•() 
as j3 I 0 for all n. The latter is a simple consequence of the weak continuity of Yj x Y2

t 

and the choice of {6n}. If eo > 0 choose Â i so that IH(6n) < eo for n > N\. Next use 
(5.21) and the choice of u to find 0 > 0 such that I((3 ) + II(SNl, (3 ) < c0. (5.23) implies 
that for n > Nu 

sup ffga,2(yi -y2)K\yi -yi\ <5n)YJ(dyi)Yf(dy2) < 2e0. 

Now use (5.18) to find another N2 so that for n > N2 

sup f[ga,2(yi -y2)K\yi -n\ <èn)Y]{dyx)Y
2{dy2) < 2e0. 

/3<t<TJ J 

We have proved 

l ip sup [fga/2(yi - y2)H\yi - yi\ <è)Y]{dyx)Y
2{dy2) = 0 a.s. 

and hence also in L1 by (5.22). Returning to (5.17) we may first choose 6 sufficiently 
small and then e so that the L1 norm of (5.17) is less than our given eo. As the estimate is 
uniform in (X1, X2 ) G fW, the proof of (5.15) is complete. The last statement is immediate 
from (5.15) and the weak continuity of X) x X2. • 

REMARK. It is clear from the above arguments that if one drops the sup over (X1, X2 ) 
and deals with a single (Xl,X2) G fW then a.s. convergence as well as L1-convergence 
holds in both (a) and (b). 

LEMMA 5.7. Assume (X\X2) e fW, d < 5, and (5.9) and (5.10) hold. Then for any 
$ E b<B(Rd), T>0anda>0(a>0ifd< 2), 

L Si \G^^(x^x^ ~ G^^(x^x2)\^l(dxx)A
2(ds,dx2) 

—• 0 a.s. and in L1, 
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and Jo J J G a il;(xx,x2)Xl(dxx )A2(ds, dx2) is a continuous process with integrable total 
variation over compact time intervals. 

PROOF. We may assume ^ > 0. From (Te) we have 

fJjGa^(xux2)Xl(dxx)A
2{ds,dx2) 

<ml x m\Ga^)+ f ff Ga^(xx,x1)[X](dxx)Z
2(ds,dx2) 

(j. 25) JO J J 

+ X2(dx2)Z
l(ds,dxx)] 

+ a fJJGa,e^(xi,X2)X](dxx)X
2(dx2)ds. 

The hypotheses on m\ Corollary 5.5 and Lemma 5.6(a) imply the right side of (5.25) 
converges in L1 uniformly in t < T to 

At = m1 x m2(Gaip) + f ff Ga^ (x{,x2)[Xl
s(dxx)Z2(ds,dx2) 

+ X2(dx2)Z
l(ds,dxi)] 

+ a fJJ Gai/>(xx,x2)X)(dxx)X
2
s(dxi)ds. 

Apply Lemma 5.3 and Fatou's lemma to conclude (take ip — 1 and use (5.5)) 

(5.26) fJJ ga/2(xx - x2)X](dxx)A2(ds, dx2) < 2A, for all t > 0 a.s. 

If d > 2 (5.26) shows that X](dxx)A2(ds,dx2) does not charge {xx = x2} a.s. Since 
supK r At G L1, (5.26) and Lemma 5.3(b) allow us to apply Dominated Convergence to 
derive (5.24). (If d = 1 || GaeT/> — Ga V> ||oo —+ 0 and there is no need to worry about 
the diagonal.) The last statement of the lemma is then obvious from the convergence in 
(5.24) and (5.25) (the latter for the integrability of the total variation on compacts.) • 

LEMMA 5.8. Assume d < 3 and 

(5.27) f rl~dD(m\r)dr< oo. 

Then for any X)J G fe«(Rd), T > 0 and a > 0 (a > 0 ifd < 2) 

lim sup m i n Œ J J \Ga^(xx,x2)-Ga^(xx,x2)\X
l
s(dxx)A2(ds,dx2), l j = 0. 

l 

PROOF. If 77 (a, e, è ) is defined as in the proof of Lemma 5.6(b) then Lemma 5.3(b) 
gives us 

J \Ga,eilj(xx,x2) - Ga^(xx,x2)\X](dxx) 

<Tl(a,e,6)Xl
s(l) 

(5.28) +cx(a^)fl(\xx-x2\ <6)ga/2(xx-x2)X
l
s(dxx) 

<r1(a,e^)Yl
s(l) 

+ c2(a^)Jl(\xx-x2\ <6)g0(xx-x2)Y
l
s(dxx)(by(5.6,5.1)). 
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If /Ç([0, r)) = F](fi(jC2,r)) then, integrating by parts, we have for d = 2 or 3, and 
5 < ro(uj) (ro(w) as in Theorem 4.7) 

J 1(|*! - x2\ <S)g0(xl -x2)Y]{dxx) = J\{r< 6)g0(r)dR?(r) 

< /Ç ([0,6 ])g0(6 ) - [ g'Q(r)R? [0, r] dr 

- y0 g'oWc^DCm1, c4.8r) + (f (r)) Jr 

(Lemma 4.6(a) and Theorem 4.7) 

= /(«). 

Note that if <50 > 6 

L -go(r)D(m ,c4.8r)dr = c\ I -g0(s)D(m ,s)ds 
JO JC4%0 

> c\D(m\c4à6)(go(c4.s6) - go(c4xëoJ). 

Therefore 

limsup î0D(m],c4.8<5)go(f>) < Q(limsup^[0D(ml,c4.8<5)go(c4.s^o) 

+ ^ - ^ ( r ) D ( m 1 , c 4 , r ) ^ ) 

= C3io ~So(s)D(m >s)ds-

Taking <5o i 0 we see that the left side of the above is zero and hence by (5.27) the same 
is true forf(6 ). Returning to (5.28), we have proved (for d = 2 or 3) 

minfy J J \Ga^(xux2) - Gaip(xux2) \ Xl
s(dxi)A2(ds,dx2), 1J 

< l(r0(w) < 6) + ri(a,e,6)supY]{\)A2
T(l) + c2(a^)f(6)A2

T(\) 
(5.30) S^T 

< Ur0(w) <ë) +r](a,6,è)supY2(l)(m2(l) + Z2
T(l)) 

s<T 

+ c2(a^)f(6)(m2(\) + Z2(l)) (by (Mm,,m2)). 

Recall that 

(5.31) E{Z2{\)2) = E JTX2(\)ds < E JT Y2(\)ds = 7m2(l), 

lim ĵo r](a,e,6) = 0, and lim^jo P(ro < <$) — 0 (Theorem 4.7). It is therefore clear that 
by first choosing 6 and then e sufficiently small we can make the mean value of (5.30) 
uniformly small over all (Xl,X2) in fW. This gives the required result for d = 2 or 3. 
If d — 1 the result is immediate from the uniform convergence of | Ga ,c V> — ^ « V 7 1 t 0 0 
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(see Lemma 5.3) and the fact that 

E[JQ
T Xl(l)A2

s(l)) 

<E(SupXl(l?y/2E(A>T(l?)l/2 

< E(supYl
s(l)

2y/2[m2(l) + E(Z2
T(lf)l/2}(by (MmKm2)) 

s<T 

is uniformly bounded (over (X1,X2) G fW) by (5.31). • 

THEOREM 5.9. Assume d < 5, 

(5.32) / / gç)(x\ — x2) dml(x\) dm2(x2) < 00 ifd < 4, 

(5.33) / / \x\ — x2\~ dm (x\)dm (x2) < 00 if d = 5, 

and (X1,X2) satisfies (Mm\mi). Then (Xl,X2) has a continuous (in t) collision local time 
Lt(X

l,X2). For any \jj G b(B(Kd)f Lt(X
l,X2)(il)) is a.s.-continuous in t and satisfies 

(5.34) lim\\sup\Le
t(X\X2)(^) - Lt(X\X2)(^)\ IL = 0,forallT> 0, 

and, for all a > 0 (a > 0 ifd < 2) 

X) x X2(Gaip) = m1 x m2(Gat/0 + / J J Ga^(xx,x2)[Xl(dxx)Z2(ds,dx2) 

+ X2(dx2)Z
l(ds,dxl)] 

( i ) rt r r 
- JJj Gaij(xux2)[Xl

s(dxl)A
2(ds,dx2)+X2(dx2)A

l(ds,dxl)] 

+ oc fjj Ga j , (Xl, x2)X] idxx)X
2(dx2) ds - Lt(X

l, X2)(^ ) 

for all t > 0 a.s. Each process in (T) is a.s. continuous in t. The first process on the right-
hand side of (T) is an L? -martingale and each of the other processes on the right-hand 
side has integrable total variation on compact time intervals. 

PROOF. Let V> G b<B(Rd). The hypotheses on (ra1, ra2) and Lemma 5.3 allow us to 
apply Dominated Convergence to conclude 

(5.35) limm1 x m2(Ga^) = m1 x m2(Ga^). 

(Note that if d = 1 this is trivial by the uniform convergence of Ga,e V
7 a nd for d > 1, 

m1 x m2 does not charge the diagonal by (5.32) and (5.33).) Corollary 5.5 and Lemmas 5.6 
and 5.7 show that as e j 0 each of the remaining terms in (Te), except possibly for the 
last term on the right-hand side, converge in L1 uniformly in t < T for any T > 0. Hence 
there exists an adapted continuous process Lt(X

l ,X2)(i/^ ) such that 

(5.36) \im\\sup\Le
t(X\X2)(il;) - Lt(X\X2)(il;)\ II = 0 f o r a l i r > 0. 

e|0 " t<T
 N1 
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We may now obtain (f) (this is (T) but with L in place of L) by letting e [ 0 in (Te) and 
applying Corollary 5.5 and Lemmas 5.6 and 5.7. 

We now show there is a continuous, non-decreasing MF(Kd)-valued process 
Lt(X

l,X2) such that Lt(X
l,X2)(0 ) = Lt(X

l, X2)(0 ) for all f > 0 a.s. and all xjj e b$(Rd). 
Let CD be a countable dense set in Q(R^) containing 1. (5.36) and a diagonalization ar
gument show there is a sequence en [ 0 such that 

l i m s u p l L J ^ X 1 , ^ 2 ) ^ ) - ^ ^ 1 , ^ 2 ) ^ ) ! = 0 
(5.37) n^°^T 

for all T > 0 and V G 2) a.s. 

The bounds < Y and Theorems 1.1 and 1.2 of DIP (1989) imply w.p.l for any S > 0 
there is a compact set K which supports L^CX^X2) — Le

6
n(X\X2) for all w G N. Fix w 

outside a P-null set so that this conclusion and (5.37) both hold and let 77 > 0. Since 
Lf(X\X2)(l) is continuous there is a S > 0 such that Le

8
n(X\X2)(l) < 77 for all n eN. 

Choose a compact K as above. Then 

L^ÇX^X2)^) < J] for all n G N 

and hence {^"(X^X2) : n G N} is tight. (5.34) and Prohorov's theorem imply 
Le

t
n(X\X2)^->Lt(X\X2) where the limitingMF(Rd)-valued process satisifies 

(5.38) Lt(X\X2)(\l)) = Lt(X\X2)(^) for all r > 0 and all 0 G 2) a.s. 

This implies Lt(X
l ,X2) is weakly continuous. It is also clearly increasing in t since 

L^X^X2) is. Let V>n—^ (V> G fc$(Rd) and —• indicates bounded pointwise conver
gence). Then Ga-0n(jci,jC2) —• GaV^i»-^) for all jq ^ *2 (and for all (xi.xj) if d = 1) 
and \Gaxjjn(x\,X2)\ < c\ga/2(x\ — x2) (this is clear from the estimates in Lemma 5.3.) 
Set ip = i/jn in (T) and let n —• 00. The martingale term will converge uniformly in 
t < T in L2 to the same expression with 0 in place of i/jn (by Lemma 5.4). Each of the 
remaining terms in (T) except possibly the very last will converge for all t > 0 a.s. by 
Dominated Convergence to the corresponding term with t/> in place of ipn. Therefore for 
an appropriate subsequence we have 

Lt(X
l, X2)(t/v) - • Lt(X

l, X2)(/0 ) for all t > 0 a.s. 

As this is trivial for L, it follows from (5.38) that Lt(X\X2)(^) = Lt(X\X2)(ip) for all 
t > 0 a.s. for all 0 G b$(Rd). Therefore (5.36) implies (5.34) and shows Lt(X\X2) is 
the collision local time of (X1, X2). This also gives the a.s.-continuity of Lt(X

l, X2)(0 ) for 
each -0 G b(B(Rd), and shows that (f) implies (T). The required properties of the other 
processes in (T) (continuity, martingale property and integrable variation over compacts) 
are immediate from Lemmas 5.6, 5.7 and Corollary 5.5. • 

THEOREM 5.10. Assume d < 3 and 

(5.39) J rl-dD(m\r)dr< 00 / = 1,2. 
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Then for any ^ G b<B(R d) andT> 0 

lim sup l l m i n f s u p l L ^ Z 1 ^ 2 ) ^ ) - ^ ^ 1 ^ 2 ) ^ ) ! , ! ) ! = 0 . 

PROOF. An integration by parts shows that (5.39) implies the finite energy conditions 
((5.32), (5.33)) in Theorem 5.9 (see (5.29)). Comparing (T) and (Te) we see that the result 
is a consequence of Corollary 5.5, Lemmas 5.6, 5.8 and (5.35). • 

PROPOSITION 5.11. Suppose that (Y1, Y2) are as in Theorem 1.2, and are therefore 
independent super-Brownian motions starting at m\ and mi, respectively. Assumed < 5, 
andm1 ^ 0(7= 1,2). 

(a) P (G(y 1 ) f lG(F 2 )^0) > 0. 
(b) If(ml, m2) satisfy (5.32) and (5.33) then P (Lt(Y

l, Y2) > O) > Ofor all t > 0. 

PROOF, (a) An easy first moment argument shows that for any 6 > 0, (X^X2) a.s. 
satisfies the hypotheses (5.32) and (5.33) on (ml,m2). An application of Theorem 5.9 
and the Markov property shows that if 

Llt(Y\Y2) = Le
t(Y\Y2)-Ll(Y\Y2l t>6 

then there is a continuous measure-valued process Lsj(Xl,X2) such that 

HmP(sup \Llt(Y\Y2)^)-Lè,(Y\Y2)(^)\ I %) = 0 
c±° 6<t<T ' 

for all V e b'SiK <*), and T > <5. Note therefore that (take x/; = l)fort>6 

P(L6,t(Y\Y2)(l) | <Fh) = l i m P ^ y ^ X l ) I ^ ) 

= lim /'"* ffpAxi -x2)(YlPs)(dx,)(Y2
sPs)(dx2)ds 

(5.40) ft-6 rr 1 9 
= Jo J J Pl^XX ~ X^Y8(dx0Ye(dx2) ds 

((5.5), (5.6) and Dominated Convergence) 

> 0 a.s. on { 7] ^ 0 , 1 ? ^ 0 } . 

Therefore (1.1) shows that P (Ô(Yl)n G(Y2) ^ 0) > 0. The results of Section 4 of 
Perkins (1990) (see especially Proposition 4.7) show that G(Y1) — G(Yl ) is countable. As 
t h-> Lô,t(Y\ y2)(l) is continuous we can in fact infer from (1.1) that P (G(Yl)H G(Y2) ^ 
0) > 0. 

(b) This is immediate from (5.40) because in this case L^t(Y\ Y2) = Lt(Y
x,Y2) -

U(Y\Y2). m 

REMARKS 5.12. ( 1 ) If d > 6, Theorem 3.6 implies that 

(5.41) lim f ° ffpeiyi - y2)Y](dyx)Y
2(dy2)dt = 0 for all « > 0 a.s. 

ej.0 Je J J 
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since G1 H ([è, oo) x Kd) (i = 1,2) (G1 is the closed graph of Y1) are a positive distance 
apart. Since X < F1', (5.41) must also hold for X1 and X2. Hence the only possible 
collision local time for (Xl,X2) is 0 (recall Lt(X

l,X2) is right-continuous at t — 0 by 
definition). 

(2) Theorem 5.10 is false for d = 4 or 5. As was mentioned in the Introduction it 
will be used in a future work to construct pairs of super-processes which may interact 
when particles collide. We will show there that these interacting processes can only exist 
if d < 3 and the failure of Theorem 5.10 for d > 3 will then follow. 

(3) The hypothesis on (ml,m2) in Theorem 5.9 are clearly necessary for (T) to make 
sense if d < 4. If d = 5 we do not know if the power in (5.33) may be increased to —3. 

(4) The results of Section 4 of Evans-Perkins (1991) show that given a pair of inde
pendent super-Brownian motions (F1, Y2), as in Theorem 1.2, if d < 3 there is a progres
sively measurable measure-valued process Ks(Y

l, Y2) such that 

JJpeiyi -yi)xl>{(yi +y2)/2)Yl(dyx)Y
2(dy2)^Ks(Y\Y2M) a.s. and intf 

for each p < 2 and s > 0 (the LP -convergence is implicit in the Fourier analytic approach 
of Evans-Perkins (1991)). Assuming (ml,m2) satisfy the hypotheses of Theorem 5.9, it 
is then easy to see that 

L r(r1 ,F2)( '0)= ['Ks(Y\Y2)(xl>)ds fordid E b<B(Rd) and t > 0 a.s. 

(> is clear by Fatous lemma and equality follows by checking the means of the total 
mass are equal.) A Radon-Nikodym argument, using the fact that X1 < Y1, then shows 
that if d < 3 and the hypotheses of Theorem 5.9 are satisfied there is a progressively 
measurable measure-valued ^(X 1 , ^ 2 ) such that 

Lt(X\X2W) = j^KsiX\X2)^)ds 

for all V e b$(Rd) and t > 0 a.s. 

6. A Tanaka Formula for a Class of Measure-Valued Processes. Let us briefly 
show how the methods of the previous section also apply to the Tanaka formula of Adler-
Lewin (1989) for super-Brownian motion in three or fewer dimensions (see Tribe (1989) 
for an interesting treatment of the one-dimensional case). The estimates required are 
considerably simpler than those in Section 5. 

Assume Xt is a cadlag, adapted MF(Kd)-valued process on (Q,, J, !ft,P) such that 

(6.1) Xt(ip) = m(ip) + Zt(<p) + f'Xs(Aif)ds-At(ip)j>0,if G ©(A), 

Zt((f) is a continuous iFrlocal martingale such that (Z(ip))t = ^Xs{(p2)ds, At(ip) is a 
cadlag, non-decreasing, adapted MF(Kd)-valued process, starting at 0. Here m is a fixed 
measure inMF(Kd). 

Recall that the resolvent densities ga were introduced at the beginning of the previous 
section. 
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THEOREM 6.1. Assume d < 3 and J go(x) dm(x) < oo. There is a continuous non-
decreasing, adapted process L?t (the local time ofX at 0) such that 

—> Ofor any T > 0 (6.2) sup I I ? - [xs(pe)ds 
t<T I J0 

and for all a>0(a>0ifd<2) 

(6.3) Xt(ga) = m(ga)+Zt(ga)-At(ga) + a^Xs(ga)ds-L^forallt>Oa^ 

Each term in (6.3) is cadlag, all but Xt(ga) and At(ga) are a.s. continuous, and if At 

is continuous then each term in (6.3) is continuous. Zt(ga) is an L2-martingale and the 
other terms on the right-hand side of (6.3) have integrable variation on compacts. 

REMARK. Assume A — 0 and m has a bounded density with respect to Lebesgue 
measure. Theorem 6.1 is then due to Adler-Lewin (1989) (see Tribe (1989) for a stronger 
result if d — 1). Under these hypotheses Sugitani (1987) proved the existence of a jointly 
continuous process Lx such that 

[tXs(B)ds= [ LïdxfoTaL\Be<B(Rd),t>0. 
JO J B 

(6.2) and the continuity of Lx shows our notations are consistent. By replacing ga with 
gajiy) — gaiy — x) in (6.3) one obtains a Tanaka formula for Lx. (The latter observation 
holds in the general context of Theorem 6.1 where the obvious change in the hypothesis 
on m is required.) 

PROOF OF THEOREM 6.1. Let ga,e (x) = J0°° e~asps+e (x) ds. Then Ag ae — OCgae —Pe 

(a > Oif J < 2) and so 

(6.4) Xt(gayt) = m(ga,e) + Zt(gat€) - At(gate) + a J Xs(ga,e)ds - J Xs(pe)ds. 

As in Theorem 5.9 we will obtain (6.2) and (6.3) by letting e j 0 in (6.4) and showing 
that each term in (6.4), except for the last, converges uniformly in t < T in L1 to the 
corresponding term in (6.3). As the argument required for each term is similar to but 
much simpler than the argument used to handle the corresponding term in Theorem 5.9 
we only give the details forXr(ga,e), i.e., we will show 

(6.5) s\w\Xt(ga*)-Xt(ga)\ ^>0ase JO 

It is easy to see that gaA
x) —> ga(x) as e j 0, the convergence is uniform on \x\ >6 

for any S > 0 (and uniform if d — 1), and 

gaAx) < ci(a)g0(x) for all 0 < e < \(a > 0 if d < 2). 
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(6.5) is obvious if d = 1 by the above uniform convergence so we will assume d = 2 on 
3. If Yt > Xt is a super-Brownian motion (see Theorem 5.1 and the ensuing discussion) 
and 

T7'(C,£) = SUp \gate(x) - ga(x)\9 

\x\>6 

then 

supX,(|ga?€ - g « | ) <77(e,<5)supFr(l) + ci2sup /" 1(|*| < 6)ga(x)Yt(dx). 
t<T t<T t<T J 

If T > P > 0 and fl,(A) = F,(|>i G A) then for 5 < r0(w) (r0 as in Theorem 4.7) 

sup / 1(|*| < 8)go(x)Yt(dx) = sup £ g0(r)Rt(dr) 

/3<t<TJ P<t<TJ0 

< sup C4.7fgo(«)(^(mPf,C4.8fi)V^(fi)) 
(6.6) p<t<T L v y 

+ / D(mPr, C4.gr) V (^(r)g7
0(r)Jr (Theorem 4.7) 

- • 0 as 5 10 

because D(mPt,c4.gr) < m(l)/3~<5/2c2^ for all r > /3. Just as in the proof of 
Lemma 5.6(b), (6.4) with Y in place of X and Fatou's lemma show that 

(6.7) sup Yt(ga) - m(ga) < UupZtiga)) + a [ Ys(ga) ds G Ll 

t<T t<T J0 

(the last by the arguments used to handle the second and fourth terms on the right side 
of (6.3)—the martingale term is now much easier to handle than in Theorem 5.9). (6.6) 
and (6.7) imply that 

sup f l(\x\ < 6)ga(x)Yt(dx)^0 for all 0 < (3 < T < 00. 

To handle the supremum over t G [0, (3 ] we use (6.7) and argue exactly as in the proof of 
Lemma 5.6(b). This completes the proof of (6.5) and hence (6.2) and (6.3). The remaining 
properties of the processes in (6.3) are clear from the uniform (in t < T) l) convergence 
of each of the terms in (6.4). • 

7. Proof of Lemma 5.4. 

LEMMA7.1. (a)I»{ga(Bt - yj) = eat Jf°° e-"vpv(x - y)dv 

(b)If 
fa-l/2e~av d = j 

h(a,v)= I (log+(l/v) + a - 1 y - a v d=2 
[vl-d/2e-av j > 3 

then 
^([^•(gaiBt-y))]2) < c1Ae2at J™h(a,v)pv+u(x-y)dv. 
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PROOF, (a) is trivial, 

(b) /*(P*"(*«(*,-3>))2) 

= 2e2at f [°° [°° e~a 

Pvx O - y)Pv^(w - y)pu(w - x) dv2 dv\ dw (by (a)) 

<cle^fj™j™e-^V-2
dl2dv1 

e~avxPvx (w - y)pu(w - x) dv\ dw 

If d > 2 the above is bounded by 

c1Ae2at f v\-d/2e-av>pVl+u(x - y)dvx. 

The results for d < 2 are similar. 

PROOF OF LEMMA 5.4. We may assume t>\. 

?^JtJ[jga{yx-y2)Yl{dyx))2Y2
s{dyi)d^ 

= if£P[{Jsa(yi -yi)Yl{dyl))
2^ps{y2-x2)dsdy1m

2{dx2) 

= JJJ^P"1' (ga(Bs - y2))}
2ps(y2 - x2)dsdy2m

2(dx2) 

+ fjf0 ^ (f° [P8" {ga(Bs-U - y2))]2) dups(y2 -x2)ds dy2m
2(dx2) 

(see for example Fitzsimmons (1988, (2.7))) 

= / + //. 

Consider I first. By Lemma 7.1(a) 

/ = / / / e2as[ e~avpv(x\ — x2)dvm1 (dx\)\ ps(y2 — x2)dsdy2m
2(dx2) 

V'2> pVl(x] -y2)dv2dvim\dx\)m\dx\)ps(y2-x2)dsdy2m
2{dx2) 

pV]+s(x\ — x2)dv\dsmx(dx\)m (dx2)m (R ). 

Assume now d > 2. Then 

/ < c2m
l(Kd) / / / / vi Pvi+s(xi —x2)dv\ dsml(dx\)m2(dx2) 

< c3m\Kd)JJJtJ0°v\~d/2p2v](xi -x2)dvidsml(dxi)m2(dx2) 

( 7 ' 3 ) < c3m
l(Kd) jJ\Jlv\~dl2p2vx(x\ ~x2)dvx+t J°° v\-ddvx]m\dx\)m2(dx2) 

.cAmx(VLd)[tt(\xi -x2\
6~2d+ l)ml(dxi)m2(dx2) ifd > 3 

c4m\Kd)[jS(log+(t/ |JCI -x2\
2) + \)m\dxx)m

2(dx2) ifd = 3 
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by an elementary calculation where c\ depends only on d (recall t > 1). By making 
minor modifications to the above arguments we find 

(7.4) / <c4(a9t)m\Rd)2m2(Rd) if d< 2, a > 0. 

Now consider II in (7.1). Lemma 7.1 implies that 

U<cy 

IIIIoL e2a(S~U) jsuKot,vx)pVx+u(xx -y2)dvidups(y2-X2)dsdy2m
2(dx2)m\dxl) 

= °5 IIL L /_/2a(""")/z(a 'yi)/7v1+M+5(^i -x2)dv} dudsm2(dx2)m\dxx) 

— Ce / / e2a{s'u)h{a,v\)p2^Vx)(x\—x2)dv\dudsm2{dx2)m
x(dx\) 

because pV]+u+s(xi — x2) < cp2(U+V])(x\ — x2) when u < s < u + v\. Therefore, setting 
w = u + vi, we get 
(7.5) 

// 

< c^e2oct / / / / min(£ — w, v\)h(a, v\)p2(u+Vl)(x\ — x2)dudv\tn2(dx2)m
l(dx\) 

< c6e
2at / / / / min(r —vv +vi,vi)/i(a,vi)/?2>v(^i — x2)dwdv\m2(dx2)m\dx\) 

< c6e
2at JJ[J J v\h(a,vi)dvlp2w(yi -y2)dw 

roo rv\+t -, ^ . 

+ / / t\(w > t)h(a,v\)p2w{x\ — x2)dwdv\ \m (dx2)m (dx\) 
J0 Jv\ J 

<c6e
2at J J \J H v{h(a,vi)dvip2w(xi -x2)dw + t J h(a,vx)rd/2vidvx 

+t / h(a,v{) / w a/zdwdvi\ 
Jt Jv\ J 

If 3 < d < 5 and a = 0 this gives 
# < c6 J J \j J0 Vj~ dvip2w(x\ - x2) dw 

m2(dx2)m
l(dx\). 

+ ti-^f\2
l-

d/2dvl+t>fv\-<'dv, m (dx2)m (dx\) 

(7.6) < c 7 / / I T w 3 ^ / V < ^M^£-d\w2(^_^\< P2w(*\ — x2)dw + t \m (dx2)m (dx\) 

im2(Rd)ml(Rd) ifd= 3 
< c8(0 I Jj(l +log+(l/ \xi-x2\))ynHdx2)m\dxi) if d = 4 

[ JJ(1 + |JCI - x 2 r V ( d J t 2 ) m V - * i ) if d = 5 
lfd—2 and a > 0, (7.5) implies 

// < c6e
2at J/[jf' jH V! ((log+ 1/ vi) + a~l)e-av> dvlPlw{xx - x2) dw 

( 7 7 ) +/o ' (log+(l/v1) + a - 1 > - ^ v 1 dvx 

( log^l /vO + a - ^ l o g C l + r / v O e - ^ d v i m2(dx2)m\dx\) 

< c9(aj)ml(Ka)mz(Ka) 
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and a simpler argument gives the same upper bound if d — 1 and a > 0. 
The result now follows from (7.3) and (7.6) if d > 3 (it suffices to consider a = 0) 

and (7.4) and (7.7) i f d < 2. • 
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