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GLOBAL BANK RISK AND MONETARY
POLICY IN AN EMERGING ECONOMY

PAUL LUK
Hong Kong Institute for Monetary and Financial Research

The global financial crisis was characterized by heightened financial risk in the USA,
which spread to the rest of the world, including emerging economies. This paper
constructs a core–periphery model with a global banking network and financial frictions.
Due to a common-lender effect, when global banks lend to an emerging economy,
heightened financial risk in the center depresses cross-border lending to the emerging
economy, reducing real activities, and exacerbating monetary policy trade-offs. As
financial markets become more integrated, exchange rate flexibility becomes less welfare
enhancing and active capital account policy becomes more welfare enhancing.
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1. INTRODUCTION

Since the 1990s, global banks have actively engaged in cross-border lending,
which has led to a dramatic increase in gross capital flows for both advanced and
emerging economies. Rey (2018) and Miranda-Agrippino and Rey (2020) find
that a key determinant of the global financial cycle is US economic conditions,
which affects the rest of the world through financial linkages generated by global
banks. The global financial cycle may not necessarily align with the cycle in indi-
vidual emerging economies. For example, Cetorelli and Goldberg (2011), Allen et
al. (2011) and Takats (2010) document the drying up of cross-border bank lending
to emerging markets during the global financial crisis. Subsequently, cross-border
credits to emerging markets rebounded quickly when the US implemented quanti-
tative easing, and later on contracted due to the “taper tantrum”. How do emerging
economies deal with the spillovers from external disturbances coming from major
economies?

The majority of theoretical and empirical literature focuses on the spillover
of US monetary conditions to emerging economies. This paper, instead, studies
how financial risks from the US propagate to emerging markets through global
banks. Moreover, I explore to what extent emerging markets can use monetary and
capital account policies to insulate themselves from these external disturbances.
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FIGURE 1. The VIX index and cross-border bank lending to emerging economies.

I study the propagation of financial risk shocks for three reasons. First, a grow-
ing theoretical literature has demonstrated that risk or uncertainty shocks are an
important driving force of the business cycle (e.g. Bloom (2009); Christiano et al.,
(2014)). There is also evidence that volatility shocks in one economy have non-
negligible impacts on other economies. For example, Fernández-Villaverde et al.
(2011) show that stochastic volatility in the world real interest rate has sizable
effects on small open economies. However, the way in which risk shocks interact
with the existence of global banks in an open economy context remains relatively
unexplored. Second, Forbes and Warnock (2012) and Rey (2018) find strong
empirical evidence that risk shocks in the USA can consistently explain gross
capital flows. When US risk is low (high), cross-border flows surge (retrench).
Last, Stock and Watson (2012) found empirical evidence that the 2008 global
financial crisis was associated with large financial and uncertainty shocks.1 The
large weight of complex financial instruments in global bank’s balance sheets
increased the volatility of their returns. The financial risk shocks modeled in this
paper provide further eidence for this channel.

The data suggests a possible link between global financial stress and global
bank lending to emerging markets. Figure 1 shows the time series of the log of
the Chicago Board Options Exchange VIX index (in blue) and linearly detrended
cross-border claims of US banks to emerging economies (in red).2 Two periods
of relatively high-financial risk were the dot-com bubble in early 2000 and the
global financial crisis in 2008. Both periods were associated with a retrenchment
of cross-border claims to emerging economies. The sharp reversal of cross-border
claims in 2008Q4 was particularly remarkable. The subsequent fall in financial
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risk and the quick rebound in claims might have been related to US quantitative
easing. Overall, the empirical correlation between these two series is -0.35 and
is statistically different from 0 (at 5% confidence level). Appendix A provides a
formal recursive structural VAR analysis similar to Rey (2018) and Bruno and
Shin (2015) to study the relationships among US monetary policy, financial risk,
and cross-border bank claims to emerging economies.

To explore the spillovers of financial shocks from the center to emerging mar-
ket economies, I embed a stylized banking network with cross-border lending and
financial frictions in an otherwise standard core–periphery DSGE model. The
banking network is similar to Ueda (2012), which in turn builds on the costly
state verification (CSV) framework of Bernanke, Gertler and Gilchrist (1999)
(henceforth BGG). Entrepreneurs in the center and the emerging economy borrow
from global banks, and investors in the center indirectly lend to the entrepreneurs
through global banks. These financial transactions are interpreted as bank lending
in this framework because banks are specialists in monitoring financial transac-
tions, which is consistent with the CSV framework. Furthermore, since banks
borrow with much higher leverage than nonfinancial firms, the resulting chained
credit contract (Hirakata et al., (2017)) creates larger amplifications than standard
BGG (1999) contracts. Financial frictions driven by CSV lead to an endogenous
wedge between firms’ expected return on capital and the risk-free interest rate,
called the external finance premium. Financial risk is modeled as an increase in
the dispersion of global banks’ idiosyncratic productivity, similar to Christiano
et al., (2014). When financial risk in the global bank sector increases, investors
in the center, the common lenders, require higher compensation in exchange for
bearing heightened risk, which leads to a synchronized rise in the external finance
premia in the center and the emerging economy. In a calibrated model, I show
that this effect is important, resulting in a fall in investment and asset prices in
the emerging market, consistent with the empirical observations during global
financial cycles.

Using the structural model as a laboratory, I explore the welfare gains of using
active monetary and capital account policy to insulate an emerging economy from
external financial risks. First, I find that a peg creates excessive inflation and
output volatility, which reduces welfare. Incorporating a global banking network
does not overturn this result. Second, temporary capital controls improve welfare
when there is cross-border bank lending. Capital controls in the form of a tax or
subsidy help to stabilize capital flows, moderate the jump in the external finance
premium and support capital investment. Similar to Davis and Presno (2017) and
Aoki, Benigno and Kiyotaki (2016), I find that capital controls mitigate the trade-
off between macroeconomic and financial stability, so that monetary policy can
focus on macroeconomic stability. Moreover, as capital controls impact the bank-
lending channel directly, this policy improves welfare under fixed and flexible
exchange rate regimes. Third, the effectiveness of capital controls increases with
the degree of financial integration.
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This paper is related to three strands of literature. The first studies the transmis-
sion of uncertainty or risk shocks to the macroeconomy (such as Bloom (2009);
Leduc and Liu (2016)). In particular, Arellano, Bai and Kehoe (2018), Gilchrist
et al. (2014) and Christiano et al., (2014) consider the interaction between
uncertainty shocks and financial frictions, and emphasize their amplification
through a financial accelerator mechanism. A growing literature studies the role
of uncertainty in an open economy context. Fernández-Villaverde et al. (2011)
find that stochastic volatility shocks in the real interest rate have sizeable effects
on real activities in emerging economies in Latin America. In a similar vein,
Mumtaz and Theodoridis (2015) show that a rise in volatility in the US economy
leads to a decline in UK economic activity. Caggiano et al. (2019), Colombo
(2013), Klößner and Sekkel (2014) and Luk et al. (2020) estimate SVAR models
and find significant spillover effects of uncertainty shocks from major economies
(typically the USA) to the rest of the world.

A second strand of literature analyses the international transmission of shocks
in a two-country open macro model with financial frictions.3 My modeling
framework builds on Kollmann, Enders and Muller (2011), Kollmann (2013),
Kalemli-Ozcan, Papaioannou and Perri (2013) and Ueda (2012), which show that
financial frictions in the global banking sector play an important role in the inter-
national business cycle. Devereux and Yetman (2010), Dedola and Lombardo
(2012) and Banerjee et al. (2016) incorporate financial shocks as an exogenous
tightening of collateral requirements and demonstrate that this shock gives rise
to strong co-movement of business cycles across countries. But this collateral
requirement shock does not account for a rise in uncertainty, a salient feature
observed during crises.

The paper is also related to the global financial cycle and the “dilemma-
trilemma” debate. Shin (2012), Rey (2018) and Miranda-Aprippinio and Rey
(2020) argue for the “dilemma” view that international financial integration makes
it harder for emerging economies to maintain macroeconomic stability, regardless
of the exchange rate regime. Obstfeld (2015) contends that financial integration
reduces the effectiveness of monetary policy because it increases the burden car-
ried by monetary policy. In relation to this view, Farhi and Werning (2014),
Schmitt-Grohe and Uribe (2007) and Liu and Spiegel (2015) explore the role
of capital controls in small open economies. Aoki et al. (2016), Devereux et al.
(2019) and Davis and Presno (2017) are closest in spirit to this paper. They dis-
cuss monetary policy and capital controls in small open economy models with
credit frictions. However, they do not focus on the effects of financial risks.

The rest of the paper is organized as follows. The next section describes
the setup of the banking network and derives the optimal contract for global
banks subject to financial frictions. Section 3 embeds the banking network into a
center–periphery DSGE model and Section 4 discusses calibration issues. Section
5 discusses monetary policy shocks and financial risk shocks from the center.
Section 6 explores different monetary and capital account policies for emerging
economies. Section 7 concludes.
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2. CHAINED CREDIT CONTRACTS

I construct a two-country model with a center economy and an emerging econ-
omy. Each economy is populated by representative households, goods-producing
firms, and capital-producing firms as in a standard New Keynesian model. In addi-
tion, there are investors, banks, and entrepreneurs in both economies who borrow
and lend subject to financial frictions and an exogenous global banking network.
The way that the global banking network is modeled is new. Relative to Ueda
(2012), we make four changes. First, we allow nominal loan contracts. Second,
the two economies here are different in size, whereas the ones in Ueda (2012) are
symmetric. Third, in this model, only banks in the center economy can engage in
cross-border lending whereas in Ueda (2012), all investors and banks can do so.
Fourth, uncertainty shocks are analyzed as in Christiano et al., (2014) but are not
considered in Ueda (2012).

This section describes the CSV problems in financial markets and the resulting
chained-credit contracts. It shows that, when global banks engage in cross-border
lending, financial risk shocks in the center lead to a correlated rise in the external
finance premium in both the center and emerging economy, consistent with what
is observed during global financial cycles. This banking network is embedded in
a standard two-country model in the next section.

2.1. Overview

The banking network is illustrated in Figure 2. There are two countries, Home
and Foreign. The periphery emerging (home) economy is a small open economy
of size m → 0 and the center (foreign) economy is of size (1 − m). Each arrow in
the figure stands for a lending contract. In each economy, investors lend to banks
and banks lend to entrepreneurs. A crucial assumption is that entrepreneurs in the
emerging economy borrow from both local banks and banks in the center, and so
the banks in the center are called global banks.

In the following, there are five types of loan contract labeled i ∈
{B, B∗, E, E∗, E×}. A “B” contract is one in which banks in the emerging econ-
omy borrow from local investors; a “E” contract is one in which entrepreneurs
in the emerging economy borrow from local banks. “B∗” and “E∗” contracts are
analogous for the center, which go through global banks. Lastly, an “E×” con-
tract is a cross-border loan contract between global banks and entrepreneurs in
the emerging economy.4

In each of the five types of contract, we assume that a lender lends to an infi-
nite number of borrowers.5 Each of the five types of loan contract is subject to
financial frictions because lenders face a CSV problem identical to BGG (1999).
Each borrower’s return on investment faces an idiosyncratic shock ωi drawn from
the distribution log(ωi) ∼ N(−0.5(si)2, (si)2), where E(ωi) = 1 and the cumulative
density function is Fi(ωi).6 Only the borrower in a loan contract can observe his
own idiosyncratic shock costlessly. To find out the realization of the idiosyncratic
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FIGURE 2. Chained credit contract in a two-country model

shock for a specific borrower, the lender needs to pay monitoring costs, assumed
to be a constant fraction μi of the revenue of the borrower.

Townsend (1979) shows that as a result of the CSV problem, the lender does not
monitor when the borrower’s draw of the shock is above a cutoff value ω̃i. The
borrower repays the lender with an agreed state-contingent contractual interest
rate Zi and retains what remains. When the borrower’s draw is below the cutoff
value, the borrower is bankrupt, the lender monitors and takes whatever remains
from the bankrupt borrower. A loan contract then decides how the revenue is
split between the borrower and lender. To see this, suppose a borrower in contract
i borrows an amount bi, and his return on investment before the idiosyncratic
shock is realized is given by roii, then the cutoff value of idiosyncratic shock ω̃i

is defined by

Zibi = ω̃iroii. (1)

Then the lender receives the expected revenue (before monitoring), which is
given by ∫ ω̃i

0
ωiroiidFi +

∫ ∞

ω̃i
ZibidFi = �i(ω̃i)roii,

where �i(ω̃i) is the share of the total revenue that goes to the lender (before
monitoring), which is given by

�i(ω̃i) ≡ Gi(ω̃i) + [1 − Fi(ω̃i)]ω̃i, (2)
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where Gi(ω̃i) ≡ ∫ ω̃i

0 ωidFi(ωi) accounts for what the lender gets on average
(before monitoring occurs) if the borrower defaults, and [1 − Fi(ω̃i)]ω̃i accounts
for the payment when ωi ≥ ω̃i and the borrower does not default. Note that
Fi, Gi, �i depend also on si which measures the cross-sectional dispersion of risk,
but I suppress si for simplicity.

In the following, I discuss the details of the cashflow among investors, banks,
and entrepreneurs as well as the optimal contracting problems faced by the banks.
Hirakata et al., (2017) show that the solution to this optimal contracting problem
is one in which the capital to net worth ratio is equalized within banks and within
entrepreneurs, so one only needs to keep track of the aggregate quantities. For
this reason, in the discussion below, entrepreneurs and banks of the same type are
treated as a single agent.

2.2. Entrepreneurs

Entrepreneurs in the emerging economy have total net worth NE
t at the beginning

of a period. They borrow BHt units of nominal debt from local banks and and B∗
Ht

units of nominal debt from global banks to finance their purchase of capital Kt

at a (real) price Qt, receiving an average return of RE
t+1QtKt. The balance sheet is

then given by

QtKt = NE
t + BHt

Pt
+ B∗

HtEt

Pt
, (3)

where Et is the nominal exchange rate, defined as the price of home currency in
terms of foreign currency, and Pt is the price level in the emerging economy.

I follow Ueda (2012) to abstract from the portfolio choice decision by assuming
that a fraction (1 − η) of debt comes from a local bank and the remaining fraction
η from a global bank, where η is an exogenous parameter capturing the emerging
economy’s openness to cross-border lending, or the degree of financial integra-

tion.7 This means that BHt
Pt

= (1 − η)(QtKHt − NE
t ), and

B∗
HtEt

Pt
= η(QtKFt − NE

t ),
where Kt = (1 − η)KHt + ηKFt. In Section 5, I will study the effect of financial
integration by adjusting the value of η.

Entrepreneurs in the center have total net worth NE∗
t at the beginning of a given

period. They only borrow from global banks to purchase capital K∗
t at a price Q∗

t ,
which earns an average return RE∗

t+1Q∗
t K∗

t .

2.3. Global Banks

Global banks are located in the center. They borrow from investors in the center
and lend to entrepreneurs in both the center and the emerging economy. The (real)
total lending by global banks X∗

t is given by

X∗
t ≡ m

1 − m
η

(QtKFt − NE
t )

St
+ (Q∗

t K∗
t − NE∗

t ), (4)
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where St ≡ EtP∗
t /Pt is the real exchange rate. The first term denotes aggregate

lending by global banks to entrepreneurs in the emerging economy using E×
contracts and the second term denotes aggregate lending by global banks to
entrepreneurs in the center using E∗ contracts.

The average (real) revenue of global banks’ lending, denoted as RB∗
t X∗

t−1, is
given by

RB∗
t X∗

t−1 = m

1 − m
η

[�E×(ω̃E×
t ) −μE×GE×(ω̃E×

t )]RE
t Qt−1KFt−1

St

+[�E∗(ω̃E∗
t ) −μE∗GE∗(ω̃E∗

t )]RE∗
t Q∗

t−1K∗
t−1. (5)

The first term on the right-hand side is the gross revenue made by entrepreneurs in
the emerging economy, where the term (�E× −μE×GE×) accounts for the share of
revenue going to global banks after monitoring costs are paid. In other words, this
is the repayment by home entrepreneurs to global banks. Analogously, the second
term refers to the repayment by the entrepreneurs from the center to global banks.

Global banks have aggregate net worth NB∗
t and borrow (X∗

t − NB∗
t ) from

investors in the center. The return on banking activity is subject to an idiosyncratic
shock, ωB∗

t+1. They are subject to the participation constraints of entrepreneurs in
the center and the emerging economy in each t + 1 state of nature:

ηRE
t+1QtKFt[1 − �E×(ω̃E×

t+1)] ≥ ηRE
t+1NE

t , (6)

RE∗
t+1Q∗

t K∗
t [1 − �E∗(ω̃E∗

t+1)] ≥ RE∗
t+1NE∗

t . (7)

Equation (6) is the participation constraint of the entrepreneurs in the emerging
economy. Note that the left-hand side is the share of revenue that goes to the
entrepreneur (a share of (1 − �E×)). One interpretation of this equation is that
global banks have market power, so when an entrepreneur wants to increase his
credit, the bank will raise the contractual interest rate accordingly (and so the
cutoff threshold, due to (1)) so that the entrepreneur is as well off as self-financing.
Equation (7) is an analogous participation constraint for the entrepreneurs in the
center.

Moreover, global banks are subject to the participation constraint of investors
in the center in each t + 1 state of nature:[

�B∗(ω̃B∗
t+1) −μB∗GB∗(ω̃B∗

t+1)
]

RB∗
t+1X∗

t ≥ R∗
t (X∗

t − NB∗
t ). (8)

Equation (8) ensures that the return received by investors, represented by the left-
hand side of the equation, is as high as the risk-free return.

Global banks choose the amount of lending to entrepreneurs in the cen-
ter and the emerging market (which is equivalent to choosing {K∗

t , KFt}), and
the contractual interest rates of the three contracts (which, given the one-to-
one correspondence between Zi and ω̃i shown in (1), is equivalent to choosing
{ω̃B∗

t+1, ω̃E×
t+1, ω̃E∗

t+1}) to maximize their expected profit function:

Et
[
1 − �B∗(ω̃B∗

t+1)
]

RB∗
t+1X∗

t ,

subject to constraints (6), (7), and (8).8
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The following proposition states the solution to the optimal financial contract-
ing problem of the global banks:9

Proposition 1. Up to a first-order approximation, the first-order conditions
associated with the global bank’s optimization problem are as follows:

Et

(
RE∗

t+1

R∗
t

)
= Et

[
ρB∗(ω̃B∗

t+1; sB∗
t ) × ρE∗(ω̃E∗

t+1; sE∗
t )

]
, (9)

Et

(
RE

t+1

Rt

)
= Et

[
ρB∗(ω̃B∗

t+1; sB∗
t ) × ρE×(ω̃E×

t+1; sE×
t )

]
, for η > 0, (10)

where the function ρ i(ω̃i; si) ≥ 1 is given in Appendix B. Furthermore,

∂ρ i(ω̃i; si)

∂ω̃i
> 0,

∂ρ i(ω̃i; si)

∂si
> 0.

Consider the demand for credit in the center (9) first. It states that an exoge-
nous rise in the external finance premium, Et(RE∗

t+1)/R∗
t , leads to an increase in

the default threshold for global banks, ω̃B∗
t+1, or an increase in the default thresh-

old for foreign entrepreneurs, ω̃E∗
t+1, or both. Borrowers subject to a CSV problem

have a risk-shifting incentive: when a borrower receives an unfavourable idiosyn-
cratic shock and defaults, she does not care about how much she owes the lender;
on the other hand, if she can repay the pre-specified amount, she pockets the
upside profit. As a result, when the external finance premium rises exogenously,
the expected return increases and entrepreneurs have an incentive to increase their
capital investment. For given net worth, either banks or entrepreneurs have to
increase their credit, but this leads to higher default probability in either the E∗
contract or the B∗ contract, so the cutoff thresholds rise because lenders need to
break even. (Note that the right-hand side of the first-order condition can be fac-
torized into two ρ terms related to the two subcontracts. This derivation is new
relative to Hirakata et al., (2017) and corresponds to the intuition above.)

In equilibrium, the external finance premium is weakly greater than unity
because lenders expect resources to be lost through monitoring, which are com-
pensated by an external finance premium. Other things equal, a rise in the cutoff
value ω̃i

t+1 implies an increase in defaults, so the external finance premium is
increasing in the cutoff value. Furthermore, ρ i

s > 0 because a more dispersed dis-
tribution of idiosyncratic shock means more expected defaults, so higher external
finance premium is needed.

The optimal cross-border lending decision, (10), has a similar interpreta-
tion. When entrepreneurs in the emerging economy borrow from global banks
(η > 0), the external finance premium for entrepreneurs in the emerging econ-
omy, Et(RE

t+1)/Rt, can also be factored into two components, ρB∗ and ρE×, which
correspond to lending by investors in the center to global banks and cross-border
lending from global banks to entrepreneurs in the emerging economy.

As global banks borrow from investors in the center, and are lenders to both
center and emerging market entrepreneurs, the factor ρB∗ appears in both (9) and
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(10). Since ρB∗
s > 0, a rise in cross-sectional risk to global banks sB∗ increases

their default probability and the monitoring costs faced by investors in the center.
To compensate for higher monitoring costs, investors in the center require a higher
external finance premia in the center and emerging economy simultaneously. This
common-lender effect is identified by Ueda (2012). In the subsequent simulation
exercise I focus on the shock sB∗

t , which follows an exogenous AR(1) process:
(For simplicity, dispersions of other idiosyncratic shocks are constant.)

ln sB∗
t = (1 − λB∗) ln s̄B∗ + λB∗ ln sB∗

t−1 + εB∗
t , (11)

where s̄B∗ is the steady-state value of sB∗
t , and εB∗

t
i.i.d∼ N

(
0,

(
σ B∗

t−1

)2
)

. This shock is

similar to Christiano et al., (2014), which refers to a shock to the cross-sectional
dispersion of productivity as a risk shock. Here, the shock increases the cross-
sectional dispersion of global bank productivity, so I refer it as a financial risk
shock.

2.4. Local Banks

Banks in the emerging economy borrow locally and lend to local entrepreneurs.
They are subject to the same CSV friction as global banks, but do not engage in
cross-border lending. This assumption allows me to focus on the effect of cross-
border bank lending. They solve a profit maximization problem subject to the
chained credit contract structure similar to the one faced by global banks. The
first-order condition is given by10

Et

(
RE

t+1

Rt

)
= Et

[
ρB(ω̃B

t+1; sB
t+1) × ρE(ω̃E

t+1; sE
t+1)

]
. (12)

3. THE REST OF THE MODEL

This section describes the rest of the two-country model, which is standard. The
production part closely follows BGG (1999) and Ueda (2012) and the open econ-
omy part follows Gali and Monacelli (2005). I assume that the two economies
have identical preferences, technology, and market structure apart from what is
specified in the chained credit contracts. In the following, I do not write out
equations for the center when they are analogous to the ones for the emerging
economy.

3.1. Aggregate Quantities

Final goods for consumption Ct, investment It, and wasted resources due to mon-
itoring in the financial contracts are Cobb–Douglas composites of center and
periphery goods. Define variables M = {C, I, MonCost} as

Mt = Mν
HtM

1−ν
Ft

νν(1 − ν)1−ν , (13)
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where the subscript H(F) denote goods produced in the emerging economy (cen-
ter). The weight of imported goods in the good baset is denoted as (1 − ν) and
(1 − ν) is given by (1 − ν) ≡ (1 − m)ζ , where ζ is the trade openness. Similarly,
households in the center have the following aggregator:

M∗
t = (M∗

Ht)
1−ν∗ (M∗

Ft)
ν∗

(ν∗)ν∗(1 − ν∗)1−ν∗ , (14)

where (1 − ν∗) = mζ ∗. I follow Faia and Monacelli (2008) to restrict my attention
to preferences that show a symmetric degree of home bias across countries such
that ζ = ζ ∗. The corresponding price indices are given by Pt = PνHtP

1−ν
Ft , P∗

t =
(P∗

Ht)
1−ν∗ (P∗

Ft)
ν∗ .

I use Tt to denote the terms of trade so that Tt ≡ PFt/PHt. Assuming that the
law of one price holds across each variety of goods, then PFt = EtP∗

Ft. Note that
the real exchange rate St = Tν+ν∗−1

t is increasing in the terms of trade.

3.2. Households

A representative household in the emerging economy consumes, supplies labor,
and saves. The household maximizes the following utility:

U0 = E0

∞∑
t=0

β tu(Ct, LCt), (15)

where Ct is the consumption aggregate and LCt is the labor supplied by the
representative household. Utility is assumed to be additively separable:

u(Ct, LCt) = ln Ct − χ
L1+ϕ

Ct

1 + ϕ
.

Households are subject to the following budget constraint:

PtCt + Dt+1 = wCtPtLCt + RN
t Dt + trt, (16)

where Dt+1 is the payoff in period t + 1 of the portfolio held at the end of period
t, wCt is the real wage for the household, trt denotes transfers. RN

t is the nominal
interest rate. The usual transversality condition applies. The intratemporal labor
supply condition and the consumption Euler equation are given by the following:

− uLt

uCt
= wCt, (17)

1 = βRN
t Et

[(
uCt+1

uCt

)
Pt

Pt+1

]
, (18)

where uC, uL denote marginal utility of consumption and marginal disutiltiy of
labor, respectively. Household savings are channelled to risk-neutral investors
who lend to the banks.
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3.3. Goods Producers

A final goods producer in each economy aggregates a continuum of interme-

diate goods j ∈ [0, 1] using a Dixit–Stiglitz aggregator, Yt =
(∫ 1

0 Yt(j)
ε−1
ε dj

) ε
ε−1

,

and the demand for each type of good is Yt(j) =
[

PHt(j)
PHt

]−ε
Yt, where PHt ≡[∫ 1

0 PHt(j)1−εdj
] 1

1−ε
.

Intermediate goods producers j ∈ [0, 1] are monopolistically competitive. Each
produces a good variety with capital and aggregate labor as inputs:

Yt(j) = [Kt−1(j)]α[Lt(j)]
1−α , (19)

where aggregate labor is supplied by households, entrepreneurs, and bankers,
which is given by Lt(j) = [LCt(j)]1−�B−�E [LBt(j)]�B[LEt(j)]�E . Intermediate goods
producers choose capital and labor inputs taking wages and the rental rate rK

t
as given. Moreover, they set prices subject to nominal rigidities a la Calvo
(1983). Specifically, with probability (1 − κ), a firm resets its price optimally in
a given period; otherwise, the firm’s price is fixed. Intermediate goods producers
maximize their discounted stream of profits, which is given by

Et

∞∑
v=0

(βκ)v
uCt+v
uCt

Pt

Pt+v
{[PHt(j) − (1 − �)Pt+vMCt+v(j)]Yt+v(j)} ,

subject to the production function (19) and the demand function for each goods
variety, where

MCt(j) = T1−ν
t

(rK
t )α

[
(wCt)(1−�B−�E)(wBt)�B(wEt)�E

]1−α

αα
[
(1 −�B −�E)(1−�B−�E)�

�B
B �

�E
E (1 − α)

]1−α ≡ MCt

is the real marginal cost, and �= ε−1 is a government subsidy which ensures that
the steady state of the system with nominal rigidities is efficient.

All intermediate goods producers who reset their prices choose the same
optimal price, denoted as Popt

Ht . Define popt
Ht ≡ Popt

Ht /PHt, then it follows that:

popt
Ht =

Et
∑∞

v=0(βκ)vuCt+v
(

PHt
PHt+v

)−ε
MCt+vYt+vT−(1−ν)

t+v

Et
∑∞

v=0(βκ)vuCt+v
(

PHt
PHt+v

)1−ε
Yt+vT−(1−ν)

t+v
. (20)

The evolution of the price level is given by

1 = (1 − κ)(popt
Ht )1−ε + κ

(
PHt

PHt−1

)−(1−ε)

. (21)
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3.4. Capital Goods Producers

A representative capital goods producer buys previously installed capital and
combines with investments good It from final goods producers to produce new
capital.11 Newly produced capital is sold back to the entrepreneurs within the
same period. Production of new capital is subject to convex investment adjustment
costs. The evolution of capital is given by

Kt = (1 − δ)Kt−1 + (1 − Adjt)It, (22)

where Adjt ≡ 0.5ψ I (It/It−1 − 1)2. Capital goods producers maximize their dis-
counted future profit Et

∑∞
v=0 β

v uCt+v
uCt

�K
t+v where �K

t = Qt[Kt − (1 − δ)Kt−1] −
It. The first-order condition for the optimal investment choice is

1 = Qt

[
1 − Adjt −ψ I It

It−1

(
It

It−1
− 1

)]

+ βEt

[
uCt+1

uCt
Qt+1ψ

I

(
It+1

It

)2 (
It+1

It
− 1

)]
. (23)

3.5. Evolution of Net Worth

Banks and entrepreneurs accumulate their net worth each period. To prevent them
from growing indefinitely, I follow BGG (1999) and assume that in each period
an exogenous fraction γ B of banks and γ E of entrepreneurs survive and these
fractions are the same across the two economies. New banks and entrepreneurs
enter in each period to keep the number of banks and entrepreneurs unchanged
over time. Assume that bankers and entrepreneurs supply inelastically one unit
of labor (LBt = LEt = 1) to the goods-producing firms and receive labor income,
so newly joined bankers and entrepreneurs have positive net worth to start their
business.

Entrepreneurial net worth evolves according to the following laws of motion:

NE
t = γ ERE

t NE
t−1 + wEt, NE∗

t = γ ERE∗
t NE∗

t−1 + w∗
Et. (24)

The first term is the revenue retained by surviving entrepreneurs, and the sec-
ond term is the wage income. Similarly, the net worth of banks in the emerging
economy evolves as follows:

NB
t = γ B[1 − �B(ω̃B

t )]RB
t Xt−1 + wBt, NB∗

t = γ B[1 − �B∗(ω̃B∗
t )]RB∗

t X∗
t−1 + w∗

Bt.
(25)

Finally, goods are wasted in the process of monitoring in the chained credit
contracts. The monitoring costs are given by

Moncostt = (1 − η)μEGE(ω̃E
t )RE

HtQt−1KHt−1 +μBGB(ω̃B
t )RB

t Xt−1, (26)

Moncost∗t = m

1 − m
ημE×GE×(ω̃E×

t )RE
t

Qt−1KFt−1

St
+μE∗GE∗(ω̃E∗

t )RE∗
t Q∗

t−1K∗
t−1

+μB∗GB∗(ω̃B∗
t )RB∗

t X∗
t−1. (27)
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3.6. Market Clearing

Goods markets clear. Goods are consumed, invested, and wasted in the monitoring
of failing banks and entrepreneurs. Therefore, for M = {C, I, MonCost}:

mYt = m
∑

M

MHt + (1 − m)
∑

M

M∗
Ht. (28)

3.7. Central Bank

The center sets the nominal interest rate according to the following monetary
policy rule:

RN∗
t = β−1

(
�∗

Ft

�̄∗
F

)φπ∗ (
Y∗

t

Ȳ∗

)φY∗
eεR∗ t , (29)

where �∗
Ft ≡ P∗

Ft/P
∗
Ft−1 denotes PPI inflation, and εR∗t is an i.i.d shock. As the

center is large, its monetary policy does not react to prices and quantities in the
emerging economy.

The emerging economy sets its nominal interest rate with the following rule:

RN
t = β−1

(
�Ht

�̄H

)φπ (
Yt

Ȳ

)φY
(

Et

Et−1

)φE

, (30)

where �Ht ≡ PHt/PHt−1, and the coefficients φπ , φY , φE denote inflation, out-
put, and exchange rate sensitivities to the policy rate. The small open economy
is assumed to use a general form of the interest rate rule, which nests flexible
(φE = 0) and fixed (φE → ∞) exchange rate regimes. We will examine various
combination of sensitivity parameters {φπ , φY , φE } in the emerging economy in
the following sections.

4. CALIBRATION

This section discusses the calibration of the model. Parameter values are summa-
rized in Table 1. Each period is a quarter. The discount factor is β = 0.99 which
implies that the steady-state interest rate is around 4.2% per year. The relative
size of the emerging economy, m, is set to 0.01 to ensure that it does not have any
observable effect on the center. I set the degree of trade openness at ζ = 0.2, fol-
lowing De Paoli (2009). This implies ν = 0.802 and ν∗ = 0.998. The inverse of the
Frisch elasticity of labor supply is set to ϕ = 1, following the estimate of Kimball
and Shapiro (2008). The labor disutility parameter is χ = 5, so steady-state labor
is normalized to around 0.4. Capital depreciation is δ = 0.025. The curvature of
the investment adjustment cost function, ψ I , is set to 2.5. The elasticity of sub-
stitution between goods varieties is set to ε = 6, corresponding to a steady-state
markup of 20%. The price stickiness parameter is κ = 0.75. This value implies
on average prices adjust once a year, which is supported by some micro data in
Álvarez et al. (2006). The capital share in the production function is α= 0.35 .
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TABLE 1. Calibrated parameters

Parameter Value Description

m 0.01 Relative size of the emerging economy
ζ 0.2 Trade openness
β 0.99 Discount factor
α 0.35 Capital share in production
χ 5 Labor disutility
ϕ 1 Inverse of Frisch labor elasticity
δ 0.025 Capital depreciation rate
ψ I 2.5 Curvature of investment adjustment costs
�E 0.01 Share of entrepreneurial labor input
�B 0.01 Share of bank labor input
ε 6 Elasticity of substitution between good varieties
κ 0.75 Probability a firm cannot reset price
γ E 0.984 Exogenous exit probability of an entrepreneur
γ B 0.963 Exogenous exit probability of a bank
μE 0.0187 Entrepreneur monitoring cost
μB 0.0303 Bank monitoring cost
s̄E 0.313 Steady-state cross-sectional risk in entrepreneurs
s̄B 0.107 Steady-state cross-sectional risk in banks

I set �B =�E = 0.01 as in Hirakata et al., (2017), which ensures labor supply by
bankers and entrepreneurs do not affect model dynamics.

As there are five types of financial contracts in the system, many credit param-
eters need to be calibrated. To reduce the number of free parameters, I limit
the differences between the two economies to their size and financial network
structure, by making the following restrictions:

μB =μB∗, μE =μE× =μE∗,

s̄B = s̄B∗, s̄E = s̄E× = s̄E∗.

Credit contract parameters {μE,μB, s̄E, s̄B, γ B, γ E} are calibrated to match six tar-
gets in the symmetric system with no financial integration (i.e. η= 0) . First, the
annualized bank default probability is 2%. Second, the annualized entrepreneur
default probability is also 2%. These two targets are the same as in Ueda (2012),
whereas BGG (1998) use a slightly higher target of 3%. Third, the entrepreneur
capital to net worth ratio (Q̄K̄/N̄E) is set to 2, a commonly used value in the litera-
ture. Fourth, the bank capital to net worth ratio (Q̄K̄/N̄B) is set to 10, based on US
Flow of Funds data.12 This implies that bank leverage is 4, same as that assumed in
Gertler and Karadi (2011). Fifth, the external finance premium is 2% per annum.
Sixth, we use the BAA corporate bond yield to proxy the contractual rate of the
loan contracts between banks and entrepreneurs, and use the 3-month CD rate as
a proxy for the contractual rate of the loan contracts between banks and investors.
The historical spread in 1965–2007 gives Z̄E/Z̄B = 1.023 per year. Using these
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assumptions, one obtains μE = 0.0187,μB = 0.0303, the steady-state level of
risk in the banks and entrepreneurs are s̄E = 0.313, s̄B = 0.107, and the continua-
tion probabilities for entrepreneurs and banks are γ E = 0.984, γ B = 0.963.13 This
implies an average entrepreneur (bank) exits in 15(7) years, which are within the
reasonable range. The share of emerging market borrowing coming from global
banks is set to η= 0.15 in the baseline, following Kalemli-Ozcan, Papaioannou
and Perri (2013). This ratio is consistent with the ratio of cross-border to domestic
bank credit for the Euro Area, Latin America, and the emerging Europe, according
to BIS global liquidity indicators.

The standard deviation of the foreign interest rate shock is 0.01 and of
the financial shock is 0.025. The autocorrelation of financial shocks is 0.95.
Finally, regarding monetary policy parameters, the center uses a Taylor
rule with coefficients φπ∗ = 1.5 and φY∗ = 0. In the baseline simulation, I
assume a standard Taylor rule for the emerging economy with coefficients
φπ = 1.5, φY = 0.5, φE = 0.

5. IMPULSE RESPONSES

This section presents the simulation results. Specifically, I study the extent to
which the emerging market is affected by a rise in interest rates in the center and
a risk shock originated from global banks.

5.1. Foreign Interest Rate Shock

Figure 3 presents the impulse response functions of selected macroeconomic
variables in the emerging economy to a one standard deviation rise in the policy
rate in the center economy. All variables except the external finance premium
are expressed as a percentage of their steady-state values. The external finance
premium is expressed as an annualized percentage point deviation from the
steady state.

A rise in the policy rate in the center has an amplification effect due to finan-
cial frictions and leads to large fall in investment and real activity. The impulse
responses in the center (not shown) is similar to that in BGG (1999) due to the
center’s overwhelming size. We are interested in the propagation of the shock to
the emerging economy, which comes through three channels. The first is a stan-
dard expenditure switching channel present as in models such as Backus et al.
(1992). The external interest rate shock induces a real exchange rate depreciation
in the emerging economy, so demand in both economies switches towards goods
produced in the emerging economy. This effect tends to generate a negative inter-
national comovements between consumption, investment and output. A second
channel, termed by Faia (2007) as a financial spillover channel, has the oppo-
site effect. When aggregate demand increases, the interest rate in the emerging
economy rises to clear the goods market. Monetary tightening reduces demand
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FIGURE 3. Impulse responses to a one standard deviation rise in the interest rate in center.
Blue dashed lines correspond to a calibration without cross-border lending η= 0. Red
solid lines correspond to the baseline calibration, where the share of financing from global
banks is η= 15%. All values except for the responses of the external finance premia are in
percentage deviations from the steady state (xt − x̄)/x̄ × 100. The responses of the external
finance premia are presented as annualised percentage point deviations from the steady
state.

for capital and its price, thus increasing the external finance premium. This works
through the financial accelerator effect in the emerging economy.

The presence of these two channels is not related to cross-border lending by
global banks. The blue dashed lines in Figure 3 report what happens when η= 0
(i.e. when entrepreneurs in the emerging economy do not borrow from global
banks). It shows a rise in the nominal interest rate and the external finance pre-
mium. As a result, the increase in output (coming from the expenditure switching
channel) is short-lived, and investment falls from the very beginning.

When entrepreneurs borrow from global banks, a third, cross-border lending
channel comes into play. The red solid lines show the impulse responses when
a share of η= 0.15 of entrepreneurial borrowing comes from global banks.
The cross-border lending channel is as follows: An unexpected tightening of
monetary policy in the center reduces the return on capital and so the return to
global banks and their net worth, and thereby increases their default probability.
Because global banks lend to entrepreneurs in both the center and the emerging
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FIGURE 4. Impulse responses to a one standard deviation rise in global bank risk. Blue
dashed lines correspond to a calibration without cross-border lending η= 0. Red solid lines
correspond to the baseline calibration, where the share of financing from global banks is
η= 15%. All values except for the responses of the external finance premia are in percent-
age deviations from the steady state (xt − x̄)/x̄ × 100. The responses of the external finance
premia are presented as annualised percentage point deviations from the steady state.

economy, the external finance premium rises in both countries. Cross-border
lending to the emerging economy falls substantially. At the same time, a rise
in the external finance premium also reduces the price of capital, which affects
local banks through a financial accelerator mechanism in the emerging economy.
A comparison with the blue dashed lines (without cross-border lending) reveals
the importance of the common-lender effect of financial integration. The global
banking network leads to stronger and more volatile spillovers of monetary
shocks to the emerging economy, almost doubling the fall in output, and tripling
the fall in investment. The response in the external finance premium is about 2-3
times more volatile and the fall in the price of capital is also amplified.

5.2. Financial Risk Shocks

An advantage of this framework is the way financial risk shocks are embedded
naturally as a disturbance to the dispersion of the return to global banks’ capital.
Figure 4 illustrates the dynamic response of selected variables in the emerging
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economy to a one standard deviation rise in cross-sectional volatility in global
bank risk, sB∗

t . As before, red solid lines (blue dashed lines) display the impulse
responses with (without) cross-border lending.

Recall that financial risk increases the dispersion of the distribution of idiosyn-
cratic shocks. More global banks go bankrupt, and ρB∗(ω̃B∗) rises, which disrupts
the supply of credit in the center. As a result, production falls and demand shifts to
the emerging economy. When there is no cross-border lending, which corresponds
to the blue dashed lines in Figure 4, this demand shifting effect leads to a rise in
investment in the emerging market, a modest rise in asset prices and a fall in the
external finance premium. However, the negative business cycle co-movement is
inconsistent with key stylized facts of the global financial cycle.

When the emerging market borrows η= 15% of their funds from global banks
(red lines), the investment dynamics are reversed. This effect is driven by a co-
movement of the external finance premia in the center and the emerging economy,
as shown in the first-order conditions (9) and (10). For the emerging economy, a
rise in the external finance premium means that the required return on capital rises
and the price of capital Qt falls. This triggers an amplification due to financial
market imperfection which reduces local banks’ ability to intermediate funds as
well. With global financial linkages, the emerging economy is more exposed to
external financial risks, with a much deeper and more persistent fall in output.
Note also that cross-border lending to the emerging economy drops persistently
when financial risk rises in the center, driven by global banks’ financial linkages.

6. MONETARY AND CAPITAL ACCOUNT POLICIES

The emerging market above uses an ad hoc monetary policy rule which is sub-
optimal. This section further investigates the policy options of the emerging
economy in response to financial shocks in the center. I study the welfare effects
of different monetary and capital account policies.

Following Farhi and Werning (2014), capital control is modeled as a tax or
subsidy on capital flows in the emerging economy. Denote τt as a tax/subsidy
such that:

RB∗
t X∗

t−1 = (1 − τt)
m

1 − m
η

[�E×(ω̃E×
t ) −μE×GE×(ω̃E×

t )]RE
t Qt−1KFt−1

St

+[�E∗(ω̃E∗
t ) −μE∗GE∗(ω̃E∗

t )]RE∗
t Q∗

t−1K∗
t−1. (31)

The proceeds of the tax are rebated lump sum to the households in the emerging
economy. The tax is assumed to follow a simple rule, which is given by

τt =ϒ

(
�t

�̄
− 1

)
, ϒ ≥ 0, (32)

where �t = m
(1−m)η

(QtKFt−NE
t )

St
is the size of cross-border capital flow to the emerg-

ing economy. The parameterϒ is nonnegative so when cross-border flow is above

https://doi.org/10.1017/S1365100520000711 Published online by Cambridge University Press

https://doi.org/10.1017/S1365100520000711


1634 PAUL LUK

(below) equilibrium, the emerging economy imposes a tax (subsidy) on the flow.
The magnitude of the parameter ϒ governs the sensitivity of capital controls to
the size of cross-border flows.

In the presence of a tax on cross-border capital flow, global banks’ first-order
condition for cross-border lending, (10), has an additional tax term:

Et

(
RE

t+1

Rt

)
= Et

[
ρB∗(ω̃B∗

t+1; sB∗
t ) × ρE×(ω̃E×

t+1; sE×
t ) × 1

(1 − τt+1)

]
, for η > 0.

(33)
A positive τt reduces the average gross revenue of global banks, so they require a
higher expected return to capital for the entrepreneurs in the emerging economy.

In the following, I study (i) a fixed exchange rate regime, (ii) a flexible
exchange rate regime with an optimal simple rule, and (iii) a flexible exchange
rate regime with capital controls.14 In the fixed exchange rate regime, the coeffi-
cients of the monetary policy rule is set to φE = 999, φπ = φY = 0, which ensures
that the nominal interest rate in the two economies is equalized. In the flexi-
ble exchange rate regime with an optimal simple rule, I set φE = 0 and choose
coefficients using a grid search in φπ , φY ∈ [1.001, 10] × [0, 0.5] to maximize
household utility (15). When capital controls are available, the sensitivity of
tax on global bank capital outflows is set to ϒ = 0.005, and monetary policy
coefficients {φπ , φY} are chosen optimally using a grid search.15

To compare welfare across different regimes, I define ξk as the percentage
change of deterministic steady-state consumption that gives the same expected
utility under policy regime k for a given shock. Following Schmitt-Grohe and
Uribe (2007), the welfare measurement used here is the unconditional expected
lifetime utility of the representative household (15). The value of ξk for regime k
is given by

1

1 − β
u(C̄(1 + ξk), L̄C) = Uk, (34)

where Uk is the expected lifetime utility under policy regime k. The system is
solved numerically using a second-order approximation around the non-stochastic
steady state.

Figure 5 shows the adjustment paths in response to a rise in financial risk in
the global banking sector. A fixed exchange rate regime (black dashed line) is not
helpful in absorbing the spillover effect of this external shock. The shock induces
a monetary policy easing in the center, and the emerging economy cuts the policy
rate strongly to maintain the peg, which leads to a relatively smooth real exchange
rate path. Although an immediate fall in output is prevented and investment falls
by less, the dynamic adjustment paths of output and inflation are more volatile and
persistent. Monetary easing also makes cross-border bank lending unattractive,
reducing its size. The fact that a fixed exchange rate regime generates too much
volatility in the real economy and is sub-optimal is well understood from the
traditional open-economy models such as Gali and Monacelli (2005).
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FIGURE 5. Impulse responses to a one standard deviation rise in global bank risk. Under
a fixed exchange rate regime, {φπ , φY , φE } = {0, 0, 999}. Under the optimal simple rule
without capital controls, {φπ , φY , φE } = {1.62, 0.219, 0}. Under the optimal simple rule
with capital controls, {φπ , φY , φE } = {1.95, 0.223, 0}. All values except for the responses of
the external finance premia are in percentage deviations from the steady state (xt − x̄)/x̄ ×
100. The responses of the external finance premia are presented as annualised percentage
point deviations from the steady state.

Under the optimal monetary policy (blue solid line), the emerging market
chooses φπ = 1.62, φY = 0.22. The nominal interest rate falls by much less,
keeping CPI inflation stable and output less volatile. On the other hand, because
monetary policy is less accommodative, the initial fall in investment and the
price of capital (amplified by BGG frictions) is large. Comparing the responses
of the two exchange rate regimes, it is evident that monetary policy carries the
burden of maintaining macroeconomic and financial stability.16 Finally, under
either exchange rate regime, there is a sizable fall in global bank lending to the
emerging economy.

The red dash-dotted lines show what happens when capital controls are used
alongside an the optimal simple monetary rule. Following a rise in global bank
risk, the tax rate τt becomes negative, which means that the emerging economy
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provides a subsidy to cross-border bank lending. The first-order condition of
global bank (33) shows that this capital account policy effectively limits capi-
tal outflows and the increase in the external finance premium, which moderates
the amplification effect of the financial accelerator. As the capital control policy
partly takes care of financial stability, the nominal interest rate need not fall as
much to bolster investment and focuses on maintaining macroeconomic stabil-
ity. To see this, note that the inflation feedback coefficient in the monetary policy
rule, φπ , increases from 1.62 to 1.95 (while φY is almost unchanged) when the
emerging market has capital controls policy.17

6.1. Sensitivity Analysis

Figure 6 shows the welfare losses in the emerging economy generated by finan-
cial risk shocks under different monetary policy regimes. The top panel shows
what happens when the degree of financial integration η is varied. Under a fixed
exchange rate, the policy rate of the emerging economy follows the center. In
a flexible exchange rate regime, I assume that the Taylor rule is based on the
optimized parameter (φπ = 1.62, φY = 0.22). Under each of the two exchange
rate regimes, I also study a specification which allows the emerging market to
tax/subsidize global bank outflows according to the capital control rule (32) with
ϒ fixed at 0.005.

As η increases from 0 to 0.4, although the flexible exchange rate regime always
fares better than a peg, the welfare loss triples (from 0.0022 to 0.0067). This is
because cross-border lending is an additional channel through which shocks from
the center affect the emerging economy, and monetary policy cannot smooth the
business cycle and capital flows at the same time. In this way, financial integra-
tion weakens the stabilization effect of independent monetary policy. Indeed, as
Rey (2018) and Obstfeld (2015) point out, a larger degree of financial integration
reduces the welfare gap between flexible and fixed exchange rate regimes.

Temporary capital controls improve welfare in a flexible exchange rate regime.
This agrees with the observation that capital controls smooth fluctuations in the
impulse response functions. Moreover, capital controls improve welfare in a fixed
exchange rate regime as well. This policy works from the bank-lending channel
in (33) and is independent of the choice of exchange rate regime. The extent
to which temporary capital controls improve welfare depends crucially on the
financial integration of the emerging economy. The more financially integrated
is an economy, the more useful are capital controls. When the emerging market
is sufficiently open (above 0.3) capital account policies appear to be more useful
than monetary policy.

The bottom panel of Figure 6 displays how much welfare improves when
capital controls with different sensitivities to cross-border lending ϒ are imple-
mented, while financial openness is fixed at η= 0.15. Two results emerge. First,
for either regime, welfare loss is monotonically decreasing in the sensitivity
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FIGURE 6. Welfare loss in the emerging economy (in percentage units of steady-state
consumption). The top panel shows welfare loss with various degree of financial inte-
gration. The bottom panel shows welfare loss with various sensitivities of capital controls
to cross-border flows ϒ , when financial integration is fixed at η= 0.15. Under a fixed
exchange rate regime, {φπ , φY , φE } = {0, 0, 999}. Under the flexible exchange rate regime,
{φπ , φY , φE } = {1.62, 0.22, 0}. In the top panel, when tax or subsidy is available, the degree
of capital controls is set to ϒ = 0.005.

of capital controls. The reason for this is similar to Aoki et al. (2016). Capital
controls, modeled in this way, only impact the bank-lending channel, and have
no direct effect on households’ consumption smoothing decision, so welfare is
always increasing with the capital control parameter ϒ .18 As discussed above,
this channel operates independently of the exchange rate regime regime, so the
welfare gap between two regimes is almost constant. Second, capital controls
need not be very sensitive to cross-border flows. When the sensitivity parameter
ϒ is large (say, above 0.005), the marginal welfare improvement is limited.
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7. CONCLUSIONS

This paper analyses a core–periphery model with cross-border bank lending
to shed light on the international transmission of financial risks to emerging
economies through the global banking network. The key analytical insight is that
lenders to global banks indirectly lend to borrowers in both the center and emerg-
ing economy, and so a rise in financial risk results in a synchronized increase in
external financial premia.

I consider monetary and capital account policies in an emerging economy
facing external financial risks. Spillovers increase with financial integration, wors-
ening the trade-off between maintaining macroeconomic stability and continuous
capital inflows. This paper shows that, under financial integration, although a
flexible exchange rate regime with an appropriate monetary policy fares better
than a fixed exchange rate regime and the trilemma remains true, the welfare gap
between a peg and a flexible exchange rate regime shrinks. I show that capital con-
trols in the form a temporary tax or subsidy to bank capital flows can moderate
the trade-off between macroeconomic stability and capital flow stability, which is
welfare-enhancing.
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NOTES

1. Stock and Watson (2012) found that uncertainty shocks and financial risks are highly correlated,
making separate interpretation of the two problematic.

2. Details of variable definitions and further empirical analysis are presented in Appendix A.
3. Examples include Dedola and Lombardo (2012), Iacoviello and Minetti (2006), Devereux and

Yetman (2010) and Perri and Quadrini (2018).
4. In an earlier version, investors in the emerging economy lend a fraction of their funds to the

center. But since the emerging economy is small, this has no observable effect to the model dynamics.
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5. I provide two interpretations of the chained credit contract. In the first interpretation, each
bank is specialized in lending to entrepreneurs in a specific industrial sector and monitoring them.
Each entrepreneur faces a entrepreneur-specific idiosyncratic shock, but a bank can diversify this
risk by lending to a large number of entrepreneurs. However, banks face idiosyncratic sector-specific
shocks because all entrepreneurs to whom a bank lends come from the same sector. An alternative
interpretation is that banks are located in different regions in an economy and face location-specific
shocks.

6. For a random variable X where ln(X) ∼ N(μ, σ 2), E(X) = exp(μ+ 0.5σ 2).
7. Dedola and Lombardo (2012) instead solve an endogenous portfolio choice problem in a two-

country model with a financial accelerator by applying the second-order approximation method by
Devereux and Sutherland (2011). But this method requires that the borrowers are risk averse, which
is in conflict with the risk-neutral assumption in BGG (1998). For this reason, Dedola and Lombardo
(2012) use a reduced form equation to characterize the financial accelerator. Here, I derive the optimal
contract for global banks but choose to abstract from the portfolio choice problem.

8. Global banks treat the return on capital RE
t , RE∗

t , risk-free rate R∗
t , and real exchange rate St as

given.
9. See Appendix B for the derivations.

10. See Appendix C for details of the model setting of the local banks.
11. This formulation of capital accumulation through capital goods producers is isomorphic to

having the households accumulating capital and renting to entrepreneurs, which is the formulation
used in Christiano et al. (2005). I use this formulation here because it is identical to BGG (1999) and
Ueda (2012).

12. This is obtained by adding together the sum of corporate equities and noncorporate busi-
ness equities issued by financial sectors, and then dividing by the total liability and equities of the
nonfinancial business sector. We use US data in 1965–2007.

13. Details of the computation of the steady state are reported in Appendix D.
14. I focus on optimal simple rules instead of the Ramsey rule, in which a policymaker maximizes

welfare by choosing the nominal interest rate subject to all constraints of the private sector. There are
two advantages of optimal simple rules. First, they are simple and implementable. I specify rules in
which the interest rate responds to output and inflation which are observable and easy to interpret. The
Ramsey policy, by contrast, may be a function of variables that are not observed in reality. Second,
Schmitt-Grohe and Uribe (2007) show that optimal simple rule (in their model) can attain almost the
same level of welfare as the Ramsey policy.

15. It will be shown later that our results are not sensitive to the choice of ϒ .
16. Partial exchange rate targeting does not improve welfare; results are available from the author.
17. Davis and Presno (2017) make a similar point that the inflation feedback coefficient increases

in size when capital controls are available. There are two differences between my finding and theirs.
First, Davis and Presno (2017) use an ad hoc objective which is quadratic in output gap and inflation.
In contrast, I use a utility-based welfare criterion which not only cares about aggregate price and
quantity, but also about how output is allocated between consumption and investment. Second, Davis
and Presno (2017) study a monetary policy shock in the center, whereas I show that a similar argument
applies to a financial risk shock as well.

18. By contrast, Davis and Presno (2017) model capital controls as a tax to households’ holding of
foreign currency denominated bonds. In that model, there is an interior solution for the optimal degree
of capital controls.

19. I have conducted three robustness checks, namely (1) restricting samples to 1990Q1–2009Q1
when the zero lower bound did not bind; (2) reversing the ordering of the VIX and cross-border claims;
and (3) including the log of MSCI emerging market index in the VAR. The first two exercises do not
affect the main conclusions, while the third shows that equity price in emerging market falls strongly
for about two years, in response to a rise in VIX, which provides further evidence for the financial risk
channel of international spillover. Details are available from the author.
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APPENDIX A: EMPIRICAL EVIDENCE

This section provides empirical evidences of the financial risk channel of international
spillover. I first construct data for financial risk and cross-border claims to emerging mar-
ket economies. I use the Chicago Board Options Exchange VIX index to proxy financial
risk. The cross-border claims series for the period 1990Q1–2018Q1 is constructed from
BIS locational banking statistics. I compute the total foreign claims by US banks to coun-
terparty countries, which belong to an emerging economy. Out of all reporting countries, I
remove all countries with missing observations during the sample period, G7 economies,
Eurozone economies, and offshore financial centers (defined by the IMF. See https://www.
imf.org/external/np/mae/oshore/2000/eng/back.htm). I remove G7 economies because the
focus on this paper is emerging economies. Eurozone global banks are removed because
they are heavily involved in drawing wholesale funding from the USA, and then lending
it back to US residents, as shown in Shin (2012). Offshore financial centers are removed
because they mainly channel financial transactions in the rest of the world and are unlikely
to be the final destination of cross-border bank lending. This leaves me with 34 economies
including Argentina, Australia, Brazil, Chile, China, Chinese Taipei, Colombia, Denmark,
Ecuador, Egypt, Guatemala, Hungary, India, Indonesia, Israel, Jamaica, Lebanon, Liberia,
Malaysia, Mexico, Morocco, Norway, Pakistan, Peru, Philippines, Poland, South Africa,
South Korea, Sweden, Thailand, Trinidad and Tobago, Turkey, Uruguay, and Venezuela.

Figure 1 presents the linearly detrended cross-border claims series together with the
log of the VIX index. The negative correlation is robust to using the log-difference of
cross-border lending.

Next, I use a recursive vectorautoregressive (VAR) model examining the dynamic rela-
tionship between US monetary policy, financial risk, and cross-border lending to emerging
markets. The sample consists of quarterly data of US monetary policy (the nominal effec-
tive federal funds rate), the VIX index, and US cross-border lending to emerging market
during the period 1990Q1–2018Q1.

The structural VAR model follows Bakaert et al. (2013), Bruno and Shin (2015) and Rey
(2018). The key difference between the present model and the existing literature is that I
focus on claims to emerging economies, whereas the rest of the literature considers total
financial flows (which is dominated by financial transactions between USA and Europe).
The identification scheme imposes Cholesky restrictions so that variables ordered in front
do not respond to contemporaneous shocks behind. The Federal Funds rate (USFFR) is
placed first, because it is determined based a periodic decision process. The VIX index is
ordered second to capture unanticipated financial risk shocks orthogonal to US monetary
policy surprises. The cross-border claims (CBlending) are the last. Note that this ordering
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FIGURE A1. Impulse response functions in recursive VAR. This figure presents esti-
mated impulse response functions for the three-variable VAR (USFFR, VIX, CBlending),
and 86% bootstrapped confidence intervals for the model with two lags, based on 1000
replications.

is consistent with the structural model to be presented, in which I study the impacts of the
same structural (monetary policy and financial risk) shocks from the USA. The VAR is
specified with two lags, using BIC and LR as the lag selection criteria.

Figure A1 presents the impulse response functions, with 86% bootstrapped confidence
intervals computed using 1000 replications. The key finding is that a positive shock to
the VIX index leads to a persistent fall in cross-border lending to emerging economies,
for about ten quarters. The sizable and long-lasting fall in cross-border lending echoes a
key empirical finding in Bruno and Shin (2015) that shocks in the USA (in particular, the
broker–dealer leverage) have a marked influence on cross-border flows. But here I only
focus on the effect on emerging economies. The shock also leads to a decline in the US
federal funds rate for about 2 years. It is also noted that the response of VIX to a rise
in the federal funds rate is qualitatively similar to Bekaert et al. (2013) and Rey (2018).
The second figure from the first column shows an immediate fall in VIX, followed by an
increase in the VIX after about 2 years19

Overall, the empirical results suggest that financial risk in the US affects cross-border
bank lending from the USA to emerging market economies.
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APPENDIX B: PROOF OF PROPOSITION 1

I derive the optimal chained credit contract in the global banks. A global bank maximises
the objective

Et

[
(1 − �B∗(ω̃B∗))RB∗X∗] ,

subject to participation constraints of entrepreneurs (6) and (7) and the participation
constraint of the investors in the center (8). The Lagrangian is

Lagr. = (1 − �B∗)RB∗X∗

+λ∗
1

[
�B∗RB∗X∗ − R∗

(
m

1 − m
η

QKF − NE

S
+ Q∗K∗ − NE∗ − NB∗

)]

+λ∗
2(QKF(1 − �E×) − NE) + λ∗

3(Q∗K∗(1 − �E∗) − NE∗), (A1)

where λ∗
1 is the Lagrange multiplier to the investors’ participation constraint and λ∗

2, λ∗
3

are the Lagrange multipliers to participation constraints of entrepreneurs in the emerging
economy and the center, respectively, and � i ≡ (�i −μiGi). RB∗X∗ is given by (31) which
is repeated here:

RB∗X∗ = (1 − τ )
m

1 − m
η�E× REQKF

S+1
+�E∗RE∗Q∗K∗.

The first-order conditions are as follows:

KF : 0 = (1 − �B∗)(1 − τ )
m

1 − m
η�E× REQ

S+1

+λ∗
1

[
�B∗(1 − τ )

m

1 − m
η�E× REQ

S+1
− R∗ m

1 − m
η

Q

S

]
+ λ∗

2Q(1 − �E×),(A2)

K∗ : 0 = (1 − �B∗)�E∗RE∗Q∗

+λ∗
1

[
�B∗�E∗RE∗Q∗ − R∗Q∗] + λ∗

3Q∗(1 − �E∗), (A3)

ω̃B∗ : 0 = −�B∗
ω + λ∗

1�
B∗
ω , (A4)

ω̃E× : 0 = (1 − �B∗)(1 − τ )
m

1 − m
η�E×

ω

RE

S+1

+λ∗
1�

B∗(1 − τ )
m

1 − m
η�E×

ω

RE

S+1
− λ∗

2�
E×
ω , (A5)

ω̃E∗ : 0 = (1 − �B∗)�E∗
ω RE∗ + λ∗

1�
B∗�E∗

ω RE∗ − λ∗
3�

E∗
ω . (A6)

The Lagrange multipliers are as follows:

λ∗
1 = �B∗

ω

�B∗
ω

,

λ∗
2 = (1 − τ )

m

1 − m
η
�E×
ω

�E×
ω

RE

S+1

[
(1 − �B∗) + �B∗

ω

�B∗
ω

�B∗
]

,

λ∗
3 = �E∗

ω

�E∗
ω

RE∗
[

(1 − �B∗) + �B∗
ω

�B∗
ω

�B∗
]

.
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Substituting these into the first-order conditions for KF and K∗, rearranging and
simplifying, one obtains:

0 = �B∗
ω

�B∗
ω

(
(1 − τ )RE

ρB∗ρE× − S+1

S
R∗

)
, (A7)

0 = �B∗
ω

�B∗
ω

(
RE∗

ρB∗ρE∗ − R∗
)

, (A8)

where for i ∈ {B, B∗, E, E∗, E×},

ρ i ≡ [�i
ω/(�

i
ω −μiGi

ω)]

(1 − �i) + (�i −μiGi)[�i
ω/(�

i
ω −μiGi

ω)]
. (A9)

To derive the properties of the ρ i function, we use the property that log(ωi) ∼
N(−0.5(si)2, (si)2). It is easy to show that for i ∈ {B, B∗, E, E∗, E×}, the derivatives
Fi
ω(ω̃i), Gi

ω(ω̃i), �i
ω(ω̃i) are positive. Furthermore, the first derivatives with respect to si

are given by Fi
s > 0, Gi

s > 0, �i
s < 0. Finally, with straightforward but tedious arithmetics,

one can show the following properties for the second derivatives: Gi
ωω > 0, Gi

ωs > 0, �i
ωω <

0, �i
ωs < 0. Using these properties, it is shown that ρ i ≥ 1, and

ρ i
ω = μi(1 − �i)

[(1 − �i)(�i
ω −μiGi

ω) + (�i −μiGi)�i
ω]2

(�i
ωGi

ωω − �i
ωωGi

ω)> 0.

ρ i
s = (1 − �i)μi[�i

ωGi
ωs − Gi

ω�
i
ωs] +μi�i

ω[�i
ωGi

s − �i
sG

i
ω]

[(1 − �i)(�i
ω −μiGi

ω) + (�i −μiGi)�i
ω]2

> 0.

APPENDIX C: LOCAL BANKS

Banks in the emerging economy intermediate funds by borrowing from local investors and
lending to local entrepreneurs. Loans to local entrepreneurs, Xt, are given by

Xt ≡ (1 − η)(QtKHt − NE
t ). (A10)

The banks only lend to local entrepreneurs using E contracts. The gross revenue of the
banks’ lending is denoted as RB

t Xt−1, and is given by

RB
t Xt−1 = (1 − η)�E(ω̃E

t )RE
t Qt−1KHt−1. (A11)

Gross revenue of the banks is the lender’s share of revenue in the E contract,�E(ω̃E
t ), times

the total revenue earned by entrepreneurs (1 − η)RE
t Qt−1KHt−1.

Banks have to satisfy the participation constraint of the entrepreneurs in each period
t + 1 state of nature:

(1 − η)RE
t+1NE

t = (1 − η)RE
t+1QtKHt(1 − �E(ω̃E

t+1)). (A12)

This constraint requires that the revenue retained by entrepreneurs (a share (1 − �E(ω̃E
t+1))

of the total revenue) has to be greater than the revenue from operating solely with their
own funds. Moreover, they have to satisfy the participation constraint of investors in each
period t + 1 state of nature, and is given by

Rt(Xt − NB
t ) = �B(ω̃B

t+1)RB
t+1Xt. (A13)
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This constraint requires that the fraction of bank revenue that goes to investors, after
deducting monitoring costs, has to be as big as the risk-free return.

Banks in the emerging economy maximise their expected profit:

Et{[1 − �B(ω̃B
t+1)]RB

t+1Xt},
by choosing {KHt, ω̃B

t+1, ω̃E
t+1}, subject to participation constraints (A12) and (A13). The

symbol Et is the mathematical expectation. The (ω̃B
t+1, ω̃E

t+1, KHt) combinations, which sat-
isfy (A12) and (A13) define a menu of state (t + 1)-contingent chained credit contracts
available to the local banks.

Following similar derivation as in the optimal contract for global banks (details shown
in Appendix B), the first-order condition for banks in the emerging economy is given by

0 = Et

[
1

ρB(ω̃B
t+1)ρE(ω̃E

t+1)
− Rt

RE
t+1

]
. (A14)

APPENDIX D: CALIBRATION OF THE
FINANCIAL CONTRACTS

I discuss the calibration of the financial contracts. I use the following steady-state
conditions:

R̄E

R̄
= ρB( ¯̃ωB; s̄B) × ρE( ¯̃ωE; s̄E), (A15)

N̄E

K̄
= 1 − �E( ¯̃ωE; s̄E), (A16)

R̄E

R̄
×�B( ¯̃ωB; s̄B) ×�E( ¯̃ωE; s̄E) = 1 − N̄E

K̄
− N̄B

K̄
, (A17)

where the first equation is the first-order condition for bank’s optimal contract, the second is
the participation constraint of the entrepreneurs, and the third is the participation constraint
of the investors in economy without financial integration.

The accumulation of bank net worth implies:

N̄E

K̄

K̄

Ȳ
= γ B[1 − �B( ¯̃ωB; s̄B)]�E( ¯̃ωE; s̄E)R̄E K̄

Ȳ
+�B(1 − α), (A18)

where the steady-state capital to output ratio is given by Ȳ/K̄ = α−1[R̄E − (1 − δ)].
Furthermore, the ratio of contractual interest rates is

Z̄E

Z̄B
=

¯̃ωB�E( ¯̃ωE; s̄E)
(

1 − N̄E

K̄

)
¯̃ωE

(
1 − N̄E

K̄
− N̄B

K̄

) . (A19)

Given the bank and firm default probabilities, we have seven equations to solve for
{ ¯̃ωB, ¯̃ωE} and the five parameters {μE,μB, s̄E, s̄B, γ B}. The survival rate of entrepreneurs γ E

can be backed out using the steady-state evolution equation of entrepreneurs’ net worth.
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