
SUBSPACES OF A GENERALIZED METRIC SPACE 

H. A. ELIOPOULOS 

Introduction. In a paper published in 1956, Rund (4) developed the 
differential geometry of a hypersurface of n — 1 dimensions imbedded in a 
Finsler space of n dimensions, considered as locally Minkowskian. 

The purpose of the present paper is to provide an extension of the results 
of (4) and thus develop a theory for the case of w-dimensional subspaces 
imbedded in a generalized (Finsler) metric space. 

We consider an n-dimensional differentiable manifold Xn and we restrict 
our attention to a suitably chosen co-ordinate neighbourhood of Xn in which 
a co-ordinate system xi{i = 1, 2, . . . , n), is defined. A system of equations 
of the type xl = xl(i) defines a curve C of Xnj the tangent vector dxi/dt of 
which is denoted by x\ We say that the manifold Xn is endowed with a 
locally Minkowskian (Finsler) metric, if the length of an arc of the curve 
C between two points P i and P 2 of C, corresponding to parameter values 
t\ and t2, is defined by an integral of the type 

J' Î2 

F(x\ x)dty 
n 

where the function F{x\ xl) is continuous and continuously differentiable up 
to any required order in all its arguments, and also positively homogeneous 
of the first degree in the x\ 

Defining the metric tensor of Xn by 

gij(x, x) = h aa<fofcT~ ' gik^x' ±>}gih(x' *) = 5*' 

we can put 

F must satisfy a third condition, 

gtfa i)$V > 0, 
for all x* and all £f, provided not all £* are equal to zero. 

From Euler's theorem on homogeneous functions we have 

dgtjjx, x) ±i = 0 d2gij(x, x) i = 

dxk ' dxhdxk 
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236 H. A. ELIOPOULOS 

We also define the generalized Christoffel symbols of the first and second 
kind by the relations 

r U .1 _ i (dgkj(x, X) dghJ(x, x) dghh(x, X)\ 

I * * , J I M - Ï \ dxn + -^ ^ r — ; • 

Let C be a continuous and continuously differentiable curve. At each point 
P of C, with co-ordinates xk, a Minkowskian tangent space Tn(P) is defined 
by F(xk, xk). We consider an arbitrary vector field Xi{xk) along C such that 
in each Tn(P) a vector X1 is defined. Let Q be a neighbouring point with 
co-ordinates xk + dxk on C, such that the arc length PQ = ds. The covariant 
differential DX1 of X1 at P for the transition from P to (2 is then defined by 

(A.3) DX* = ( ^ + PL(x, x')Xh)dx\ 

where 

and x'* = dx/ds. 
We note that (A.3) depends only on the vector Xi and the displacement 

PQ for which it has been defined, and not on the curve C passing through 
P and Q. On the other hand, the covariant derivative of Xi with respect 
to xk is given by 

fi Yl * 

(A.4) X\ = ~^k + Phi{x, x')x\ 

where (5) 

p* _ 0 p** = \:x ju _. i [Êite pl i iihl pl _ Mu pl ) y '* 
^ij.k — ghk-Tij — IV, K\ 2 \QX'1 r™ ^ dx'k jk dxfh / ' 

Consider a continuous curve C of Xw, which lies in some two-dimensional sub-
space X2 of Xn, and let the parameters of X2 be w and v. The parametric curves 
w = const, and v = const, may cut C in an arbitrary manner. Two directions 

• lc _ uX % oX 

* ~' duy V ~ dv 

are defined at each point of C, and they represent the directions of the tangents 
to the co-ordinate curves. Then, for a vector field Xi(xk)1 we have in the X*, 

DX vi k DX vi jc 

~D^
 = x^ • ~m - x-hV • 

and thus, we obtain the commutation formula (6), 

7~)2Yi n2Yl 

^ ' iDUDu ~ ~DuDv = ^ ;nm ~ ;mn^ * + ;n^;m7] ~ ^ )% 
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SUBSPACES OF A METRIC SPACE 237 

If we use the relation 

dv du * 

we reduce (A.6) to 

D*X* D2Xl 

DvDu DuDv 

Introducing the expression 

/ y i xri \t.n m 

A P* * A P* * 
(X 7\ K* (<r <r'\ — hn — hm 4- p**p** _ p**p* 
\fi-l J J^.hmn\xy * ) ~ ~ m ^ n T^ * sm± hn * inr h\ 

+ \ OX'* ÔXm OX'1 ÔXn / < „ , ) ' 

which we call the relative curvature tensor in view of the derivative dxn/dxm 

which appears in it, we may obtain the commutation relation 
yi yi jri y h 

We also define a covariant curvature tensor from the relation 

Kihmn\xi X ) = gij{X, X ) K^hmn(X1 X ) ; 

then, if Yt(x
k) are the covariant components of the vector field, we may 

obtain the relation 

(A.8) Yi,mn * i,nm = -K.imnXh* 

1. Generalities. Consider a differentiable subspace of m dimensions Fm, 
imbedded in a locally Minkowskian (Finsler) space Fni where m < n. Let 

(1.1) xi = x\ua), (i = 1 . . . n, a = 1 . . . m), 

be the equations defining Fm. We assume that the Jacobian matrix 

<*> - ( & ) 

is of rank m. 
If the co-ordinate curves are regarded as curves of the Fm, then their 

tangents are given by 

i __ dx^_ 
A a ~ dua 

and at each point P of Fm we have m independent vectors dx'/dw", which 
will span an w-dimensional plane Tm(P) C Tn(P), where by Tm(P) we mean 
the m-dimensional linear space tangent to Fm at P. 

A vector X1 lies in Fm if Xi £ Tm(P), which implies that it is of the form 

(1.2) *'-0-i£-
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238 H. A. ELIOPOULOS 

Fm will be endowed with an induced metric 

ds2 = gap(u, u')duadu^ 

with fundamental tensor given by 

dx dx 
(!-3) gafi(u, u') = gtj(x, %') - ^ -~ë , 

where the tangent u'a to Fm, satisfies the relation 

(1.4) xfi = Xiu'a. 

In general, we have to consider two sets of normals to Fm at a given point 
P of Fm. The first set is defined by the solutions nl of the equations 

(1.5) nXa = gtJ(x, n)njXa = 0. 

These solutions are normalized by means of the relation 

(1.6) F(x,n) = 1 or gij(x, f^nV = 1. 

Since the matrix (XJ) is of rank m, we have n — m independent solutions 
and, therefore, n — m independent normal vectors. They span a vector space 
at P , and any vector of this space will be a linear combination of the inde
pendent vectors spanning the space. 

We may define a different set of normals in the following way. Let xfi be 
an arbitrary but fixed direction tangential to Fm at P. A second set of normals 
can be defined by the solutions n*(x,x') of the equations 

(1.7) g ^ ( x , x > * ' ( x , < ) ^ « = 0. 

The matrix (XJ) being of rank m, the system (1.7) admits n — m independent 
solutions of the direction considered. We may write 

W *M) = W(M
l)(x, x'), (/x = 1 . . . n — m). 

To each direction x' tangent to Fm dit P corresponds a set of vectors »*V) 
(#, #'), and the totality of these sets, for the different xr at P , defines n — m 
cones which are the normal cones of the subspace Fm at a given point. We 
must emphasize that the generators of the normal cones do not necessarily 
lie in the space spanned by the normals n at the same point. The concept 
of the normal cones for subspaces is an extension of the idea of a normal 
cone of a hypersurface Fn_i (4). 

We assume as in the case of the n(x)f that n*(x, x') are normalized according 
to the relation 

(1.8) F(x,n (x, x')) = gij{x,n (x, x'))n \x,x)n \x,xf) = 1. 

We may also define n — m tensors, independent of direction, 

7GOO0(«) = gate, nifi))XaX(}y 

for the n — m normals at P. Then we define the following sets of inverse 
projection parameters corresponding to Xpj: 
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% i W = gal*, nilx))y
a^)(u)Xi 

so that, in view of the equations (1.5), (1.7), we have 

(1.10) 4 o * " = 0, YlntiU = 0, 

and also 

(1.10a) XaiX$ = 8%, Y"p)iX(i = Sp

it is always possible to choose a set of n — m orthogonal independent vectors 
»*(x, x'). Indeed, for any vector of the space spanned by the w**oo we have 

N*\x, xr) = X) (̂M)»oô(#» *0» (M = 1 • • • n — m)-
(M) 

Let us consider a set of n — m such vectors; we can write down the n — m 
relations 

N*v)(x, xf) = 1 ] X(,)(M)n^)(x, x'), (v,ix=l...n-m). 
00 

In order that N*i(V) should be orthogonal (with respect to g^ (x, x')) the 
functions X(„)oo must satisfy the relations 

(1.11) gtj(x, x')N*v]N*J) = X ] £ gi^(», ^0^(O(M)^)(«)»*MU^I ^/)»*/)(^i^/) 
(M) (« ) 

= 8(0(<0. 
If we put 

(1.12) r(M)(lt)(x, *') = gij(x, x')n*un*ih (fi, K = 1 . . .n - m)y 

the equation (1.11) can be written 

(1.13) ^ X ^00(«A(O00^(<OU) = 0, f o r m e r . 
(M) ( * ) 

Our problem reduces to finding n — m sets of functions X(„)oo satisfying the 
equations (1.13). 

It is known that, if in a projective in — 1)-dimensional space we introduce 
homogeneous co-ordinates, the equation of a hyperquadric has the form 

(1.13a) aklzkzi = 0, 

and the co-ordinates xk, ji of two points harmonically conjugate with respect 
to (1.13a) satisfy the relation 

dklXicJi = 0, 

(see (1) for the 2-dimensional case). The problem of finding sets of functions 
X(M)(„) satisfying (1.13), is equivalent to the problem of finding the vertices 
of polyhedra self-polar with respect to 

zLr ^Oi)U)X(M)X(,o = 0 . 
(M)U) 

One vertex P± of such a polyhedron can be chosen arbitrarily in the space, but 
not on the quadric; a second vertex P2 , arbitrarily in the polar hyperplane 
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240 H. A. ELIOPOULOS 

of Pi , but not on the quadric; a third vertex P3 , arbitrarily on the intersection 
of the polar planes of Pi , P2 , but not on the quadric, P 4 on the intersection 
of the polar planes of P i , P 2 , P3, and so on. The last one will be on the inter
section of the polar hyperplanes of all the previous points. Since Pi , P2, . . . , 
Pn-\ can be chosen with n — m — 1, n — m — 2, . . . , 1 degrees of freedom 
respectively, there are 

(n — m — 1) + {n — m — 2) + . . . + 1 = \{n — m)(n — m — 1) 

degrees of freedom in choosing the n — m sets of functions A. 
The induced covariant derivative of the vector Xi can be defined just as 

for a hypersurface (4). Let xl = xU{s) be a curve C of Fm so that xn is tangent 
to Fm. We consider a continuous and continuously differentiate vector field 
tangent to Fm: 

(1.16) X V ) =X«ET(A 
The induced covariant derivative of the vector field along C in the space 
Fm, that is, the tensor defined by 

(1.17) £/?7(«, u') = - £ T + Pjf(w, u')U* 

is given by projection onto Fm of the covariant derivative Xtk
f of X* with 

respect to Fn, 

(1.18) *„(*, x ' )XÂ1X\ = ^ ( « , tt')£^«, 

where 

(1.19) X,^ = ~ + P„'(*, x')XA. 

One can prove easily that 

g 

with 

iA*, x')xi \^^ + Ptixixyj = pj,i7(«f u'\ 

Pta,y(u, Uf) = gtyPl*. 

It is obvious that P%« are symmetric in the lower indices, because P*i
flk are 

symmetric. 

/ / is very easy to show that the quantities (1.17) form the components of a 
tensor, in the sense indicated by their indices, under a transformation of the 
co-ordinates ua of Fm, Eliopoulos (3). 

Since the subspace Fm is endowed with a metric tensor gap(u, ur), we can 
write immediately the Euler-Lagrange equations for the geodesies of that 
space 

la \ ^_^_ _ n 
1^7/(«,«') ds ds ' 

d2u .jo 
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where 

H ') 

are the intrinsic Christoffel symbols. We may also write 

or 

tw 

du , „#a ,a ,8 n 
gaS~di "*" *3 = 

We immediately see that 

f-*-» 
along a geodesic, that is, the geodesies are autoparallel curves. 

2. Normal curvatures of Fm. We consider a curve C of Fm, xx = #i(s), 
passing through a given point P . We take the parameter s to be the arc-length, 
and the unit tangent vector to C at P will be denoted by xfi. Let us assume, 
for the moment, that the vector field Ua of equations (1.16) coincides with 
the tangent vectors u'a of C. If we denote covariant differentiations in Fm 

by 5, we obtain 

(2-1} 1 7 " ~di + p*{u'u)uu - IT + 

By using the expression of Dxfi/Ds and differentiating %' — XJu'" we find 

If we put 

/O ON V * V*D*T L̂ D * ^ V * V * 

we may write 

(2.4) ^ - = X > ' V s + Xi —-". 

The expressions X a / which are the components of a tensor, may be considered 
as the generalized covariant derivatives of the XJ with respect to U&, in the 
sense used in (4, 7). We note that Xa^ are symmetric with respect to the 
lower indices. 

The Xa^ can be given the following geometric interpretation: We consider the 
geodesic C, of the space Fn through the point P , tangent to the given direction 
xfi. Let xl = x'(s) be the equations of C. We also consider a geodesic C of 
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the space Fm through the same point P, and tangent to xn. Let x* = xl(s) 
be its equations. We choose two points one on C and the other on C corre
sponding to the same value of s, and in the neighbourhood of P. The co
ordinates of these points can be expended in Taylor series, for small values 
of s, so that 

x\s) =xp + x'ps + WA2 + • • • 
x\s) = xP + x'ps + Ix'p^s2 + . . . , 

where by xP, xPl etc., we mean the values of these functions at the point P . 
Then 

£' = £ * _ £ * = |(2"« _ z " V + 0(s2) 

because x p — x p 1 and x p — x P
n. From the equations of geodesies we have 

for C 

Also for C, we have 

and therefore 

ds Vik) (C) 

Dot'1 dx,% , Si \ _,A_,* 

Ds ds \hk) (C) 

« ' - * ^ V + 0(A 
In view of (2.4) applied to a geodesic of Fm we obtain 

Xa&(u, u')u,au^ = lim —r . 

We consider the formulae (1.5) and (1.7). Since n{ll)i and n*(V)t are solutions 
of the same linear equations, we may write 

(2.8) »(M)i = z2 PnvKwu 

multiplying the above equations by n{ti)\ and since n^1 are unit vectors, we 
obtain 

( v ) 

The equations (2.8) can also be written as 

gij(x, nw)nU = X) Pn>gij(%> *')nV) 
C) 

and if we multiply by «*<\)i we find 

(? ) 

since 

g«,(#, x')n*v
J)n*x) = 5\>\ 
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(no summation over X involved). The above relation may be written 

cos(»&,), »*x>) = Pn\fa, 

or 

/o n \ >, COS (ft(M),ft*\)) 
(2.9) M = ^ , 

since the cosine of the angle of two vectors w(M>, w*(x) is denned by 

COS (»(„), » (x)) -

and W(M), w*(x> are unit vectors. 
We now prove the following theorems. 

THEOREM I. The principal normal of a geodesic G of Fm lies in the space 
spanned by the secondary normals n*. 

Proof. We multiply the relation (1.18) by u/<x, obtaining 

gijAy Ds - gay Bs- , 

which is satisfied by the tangent vector u'a to any curve C in Fm. For a geodesic 
G we have bu'a/bs — 0, hence 

^ ^ ( ^ ) ( 6 ) = °-(GO 

Since the vector Dxn/Ds, which defines the principal normal to the geodesies 
G, satisfies the equation (1.7), it belongs in the space spanned by w*oo, there
fore 

(2.10) (?£) = £ Xoo«*o$, 

where »**oo is a set of n — m orthogonal independent vectors of that space. 

THEOREM II. The tensor Xa^ considered as a function of a given line element 
(x\ xfi) lies in the space spanned by the secondary normals n*. 

Proof. We consider the equations 

X = XJJ , gijXyXaXtk = gfiyUfa, 

then we can write 

gijXyXsPaP = gijXy L a . j + PhJcXaXp) 

and because of (2.3) we obtain 

(2.11) gtj(x,x')XlXU(v,«') = 0 , 

which proves the theorem. 
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The vector Xa^ (in i) will be a linear combination of the n* and therefore 

(2.12) XU = S Oi)afi(u9u')nti; 
(M) 

multiplying the relation (2.12) by w(„)* and putting 

Z2 fi(/i)a^ COS (W(r) ,»(M ) ) = ^(v)«/3, 
(M) 

we find 

(2.13) 1î(v)iXap = Œ(»0a/9. 

It is obvious that 12(„)a/s are tensors symmetric in a, #. 
The relations (2.12) and (2.13) are fundamental for the whole theory of 

subspaces of a Finsler space. 
We consider the relation (2.13) and we multiply by u,au't, then 

(2.14) 

but 

(2.15) 

fi(p)ajSW U = fl(v) 

dx' 

tltofto?" U +P"kX X J ' 

^2 i 
d X nM~dr = nMidu°dw •$u u . 

Therefore, combining the above equation with (2.14), we obtain 

(2.16) G o ^ ' V = nwt \j~ + P ^ x ' Y * ] = nwt j £ . 

We can easily see that this is the same for all curves of Fm with tangent 
vector xfi, but depends on the choice of (x,xf), as in classical differential 
geometry. Indeed, differentiating the relation 

UiXfi = 0 

we find 
Dtii fi Dx'* 

— x « - « « - ^ p 
and since Dnt/Ds x" depends on x, x' only, so does the right-hand side. 

From the identity 

«<or 
Dx" 
Ds 

Dx' 
Ds cos (

 DA 
we obtain 

(2.17) Dx' 
Ds pc cos (w(v), Dx'/Ds) ' 

where pc is the radius of curvature of the curve regarded as a curve of Fn. 
The relation (2.17) may also be written 

(2.18) 
cos (w(,), Dx'/Ds) _ ,« ,0 

Pc 
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and since 

is the same for all curves of Fm tangent to xfi, we obtain Meusnier's theorem 
of classical differential geometry. We may therefore regard 

«(>)«£« U = Q 

as the normal curvature corresponding to the normal #(*>'. It is obvious from 
(2.17) that the ratio 

Q(y)q|8#' W' 

cos (»<„), Dx'/Ds) 

is independent of the choice of n^1. 
The concept of the principal direction of a hypersurface Fn_i can be extended 

to any subspace Fm. Indeed, we have shown that to each direction at a point 
P of Fm correspond n — m normal curvatures 

n? ut v^^-1 - °(>)«g(̂ > u')duadup 

associated with the given direction #'. 
If we put 

(2.19) 0(„)a/3(w, u')duaduP = 1, 

we obtain a number of n — m loci, of m — 1 dimensions each, on the hyper-
plane spanned by Xa\ in the Minkowskian tangent space to Fmj at the given 
point. The principal directions will be given by the extreme values of gap 
(u, u')u'au'^ subject to the conditions (2.19), where ua is kept fixed. In other 
words, principal directions are directions for which the normal curvatures 
assume extreme values. According to the multiplier rule we must seek solutions 
of the equations 

[&*(«, u')u"u'fi + X(0(,)^(ii, u')u'au'fi - 1)] - 0, 

which, after performing the differentiations and using Euler's theorem for 
homogeneous functions, may be written 

(2.20) 2 gay(u, u')u'a + 2XO(,)(«f u')u'a + X ^ £ u'au'0 = 0. 
du 

The equations (2.20) are of the same type as the corresponding equations 
for the principal directions of a hypersurface Fn-\ (4). Applying the same 
algebraic algorithm, we obtain the following eigenvalue equations: 

(2.21) gay(u} u')u'a = R(v)(u, u')Çl(V)ay(u, uf)u'a y 

where (R(V)(u, uf))~l is the normal curvature corresponding to a solution of 
(2.21). This is a non-linear eigenvalue problem with eigenvalue Rv~

l and little 
can be said about the number of possible solutions. 

https://doi.org/10.4153/CJM-1959-026-6 Published online by Cambridge University Press

https://doi.org/10.4153/CJM-1959-026-6


246 H. A. ELIOPOULOS 

Let us assume that at least two independent solutions u^i", w(„)2
/a corre

sponding to two distinct normal curvatures l/i?(/i)i, l/i?(„)2 exist. Then, from 
(2.21) we obtain 

gay(u, U (v) 2) u[v) 211^)1 — R(v)2&(v)cty(u, W(,02)W(Ï)2W(M)1, 

subtracting, we find 

/2 22) CQS M/Pi» (̂>)2) - cos («002, ^(,)i) 
J?(/i)li?(p)2 

_ ^(M)«T(«> «(M)I)«Q*)1#(IQ2 _ 12(y)a7(«, «(y) 2) «(y) 2^001 

L R(v)2 J L (̂M)l J " 

When we refer to the same normal n^*, the above formula becomes 

(2 23) cos Mi), u[2)) - cos (K'(2), « (D) 
jR(^)li?<i»)2 2 

- 0 fi(g)ay(#, «(!)) fl(y)«y(^> «(2)) /a ,H 

-K(„)i iV(„)2 J 

The equation (2.23) is a generalization of the orthogonality relation between 
principal directions of surfaces in classical differential geometry. Indeed, in 
a locally Euclidean space, the cosine of the angle of two directions is a sym
metric function of them. Therefore the left-hand side of (2.23) vanishes and 
we obtain 

(O 24 ) Çl(v)qy(uy u[i))u?Uf2y _ Q(9)qy(u, u'^u'fu" _ ~ 

R{v)l R(w)2 

But (2.21) provides 

gay(u)uTu2
y _ ( „/wa„" 

~ = \liv)ay\U} U )U\ U2 , 

and thus equation (2.24) becomes 

cos («i, «i) ( J - - J-) - o. 
\K(v)i K(V)2/ 

Since R{V)\ ^ R(V)2 we obtain cos (ui, u2) = 0, which demonstrates the 
orthogonality of U\ , u2 . 

We can also define a secondary normal curvature associated to a line 
element x, x' and depending on Œ*. For that purpose we consider the relation 

(2.25) ?£= £ X « n t ' ) + X i ^ - a , 

for an arbitrary curve of 7^ and we multiply it by U{v)u then 

n(9)i~D7 ** ^ X(M)cos (W(v), w(M)) 

and 
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/ Dx'\ n(v)iDxfi/Ds v _ . * . 
V{vh ~Ds~) = ~\Dxi/Ds\ = Pc \ X(M)C0S ( n W f n(M))* 

Or, because of (2.17) 

Q<,)«0«'V* = X] X(M)cos (w(V),«0i))» 
(M) 

and hence, in view of (2.12a), 

X(M) = 0(M)a/SW # ' . 

From (2.25) we obtain 

~£J£~ = 22 (®M<*0U'aUf )»(M) + Za -gj" , 

and for a geodesic 

We define the secondary normal curvature to be 

^ p = g«(*. x ) " p j " - p 7 = Z , *oo(*, * )û(M>«0Û(i.)Y«tt « « « . 

In the way l/i£* is defined we see that it is independent of the particular 
set of normals »*(M>. 

Let us consider the biquadratic form in the differentials, 

0 = 2 ! ) ^(n)(oc1x
,)^(ll)a(3^(n)ysduadufiduydu9

f 
GO 

we may call it the secondary second fundamental form of Fm. Generalizing 
the concepts of conjugate and asymptotic directions of a surface in classical 
differential geometry, we may say that two directions at a point defined 
by dua and 8ua are conjugate when 

22 tinfoiriaptiirty&dtfouduy8u = 0, 
GO 

and asymptotic or self-conjugate when 

22 ^(v)ti%)afiti(ti)y6duadul3duydu6 = 0. 
GO 

From the above relation and the one defining the secondary normal curva
ture we conclude that the secondary normal curvature in an asymptotic direction 
is always equal to zero as in Riemannian geometry (2). 

3. Covariant derivatives of the normal vectors »*, ». We define the 
tensor »**'(„),/?, covariant derivative of the vector w**oo> by projecting »**(„),* 
onto Fm: 

(3 .1) »G0.j8 = »(M),frï/8. 
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Obviously 

(3.2) nV> .e = ~T + Pu (*, *')»ôo*S 

The w**(M)tJ8 are not tangential to Fm, in contrast to Riemannian geometry, 
and this is the source of much of the difficulty in the derivation of the Gauss-
Codazzi equations. 

By differentiating the relation (1.7) with respect to up and combining the 
result with (3.2), we obtain 

^nUxi + gti(x, x')Xt(nZ.f, ~ P«'(*, x ' ) » M ) + gM ^ ^ = 0, 

or, after rearranging the terms, 

g„{x, *')#»oo.* + g«y»w â | ^ i ? + » w * » ( ^ ~ * » * P M ) = 0-

We add and subtract giJP*\kXa
hX$k in the left-hand side of the above relation, 

thus obtaining 

(3.3) gt,(x, x')XlnU,fi + êijn*d{-^~s + P S £ O t f ) 

+ nUxl{^ - glhP*k'x; - gljPtiXl) = 0. 

The term in the last bracket of (3.3) represents the covariant derivative of 
gij (x, x') with respect to xfc, multiplied by Xpk\ if we put 

("hj,k\%j X ) = ghj,k\%i % )> 

we may write for (3.3), 

(3.4) gij(x, x')XinV + twQtw + CÏj^XÙZ = 0. 

We decompose n*3
tp, which is not tangential to Fm, as follows: 

(3.5) W(/)t/9 = B(p)pXi + 2^ N^nik). 
co 

In order to find B{fl)p
h, we multiply (3.5) by gi}Xa\ in view of (1.7) and 

(3.4), we have 

(3.6) " B^p = - <A(M)Œ*M)«i3gae - CÎMC*, x')£*XfiXin&. 

To obtain the TV's we multiply (3.5) by W*(\H, then 

(3.7) nV)A*>i = (̂X)W(X). 

The Nys are not independent since they satisfy some symmetry conditions 
which we obtain in the following way. We consider the relations 

gij(x, x)n*J)n% = (̂M)ôM (no summation is involved in n), 

and we differentiate them with respect to u$\ between the relation which 
we find and the equation (3.2) we eliminate 
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du*9 

thus 

(3.8) &ffîlnV>nZ + gif(x, * « W ) + »V>.finV> 

If we use the relation (3.7), we find 

(3.9) faN®, + * w t f gj , = ^ tf ~ C*jknUnUxl 

In conclusion, we have the covariant derivative of w*(M> given by 

(3.10) nut = K)Xit^afi - C*akg
iiXin& + E N$rtw, 

(X) 

wAere /Ae quantities NQ,)^ (vectors in (3) satisfy the symmetry conditions (3.9). 
In the case of a hypersurface i^-i, the equation (3.10) becomes identical 
with (4.9) (4), the relation (3.9) giving 

The equations (3.10) suffer from the disadvantage that the terms (̂M>,0 in 
the right-hand side involve the derivatives of the tangent xfi to the curve 
along which we are differentiating, so that (3.10) depends on the curve under 
consideration. 

As in the case of the n**^, we define the covariant derivative n^/ by 
projecting »(„>.«' onto Fm, 

(3.11) nU.fi = »£).*# « ̂ ~f + •*#(*, *>M 

where xfi is some direction tangential to Fm at the given point. Here we obtain 

(3.12) &(u)afi = — CwijkXpXan^) — gij(x, n^Xanw.p, 

where 

(3.13) Cwtjjt = gij,k(%,n(p)). 

We decompose the tensor n^^ as follows: 

(3.14) nUfi = <)fiXt + E W ; 

multiplying (3.14) by gtj (x, n^XJ we find that 

(3.15) A(tffi = — 7(M)Q(M)«« ~ y^C^ijJcXfiXafl^j 

and therefore 

(3.16) woo.0 = — y"ti)ti(n)afiX& — y^CwakXsXpXanfa) + 2^ J'oo^*). 
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In order to obtain more information on the vs we multiply (3.14) by w(x>y, 
then 

(3.17) tt(,o,0W(X)/ = 22 v&)fin<,K)no)i = Z-) "OÔ/S^UKA) 

where 

aaxx) = n{k)no,)j = cos (n(X), wU)). 

We note that in general a^xx) ^ a(X)u). Assuming that the determinant |a(K)(X)| 
is different from zero, we can solve the system (3.17) with respect to the 
values of V(K),p(ti) and we obtain the v's as linear combinations of the expressions 
»oo/tt<A)j, t n a t is» 

(3.18) v%fi = E —J- (»£>.*ncx),); 
(X) ^ 

where 4̂<*̂ x> is the cofactor of the determinant |a(«)(X)| corresponding to the 
element a^cx) and A is the value of that determinant. 

As an application of the above theory we may obtain Rodrigues' formula 
of classical differential geometry. 

If we consider the relation (3.16) we may write 

(3.19) •• M = — Y"M)Q(/l)a0«'Xa — yïriCwiMcXlXcJC w(M> + 22 v^n^u' , 

since n^x = gtj (x, n^n^, we obtain by differentiation 

(3.20) ™ = C o , ) , ^ ) + *„(*, n w ; ^ 

and substituting (3.19) in (3.20), we find 

-k'S (a) 

Multiplying the above equation by X a \ we obtain 

(3.21) Xi ^ - 4 = - SWw"5 + £ v< (&»'W*, »w)»w^- . 

If R^f1 (x, xr) is the normal curvature corresponding to a principal direction 
#'* of Fm and to a normal W(M>, we have from equation (2.21) 

& * ( « , « ' ) « ' * = ^ ( M ) ( * f * ' ) ^ ( M ) « / 3 ^ . 

Combining the above relation with (3.21), we write 

(3.22) Z « ^ f = - [̂ >(x> *')]~W«, "V* 
+ S "wtf)«'^i(*. n{ll))n{K)Xl 

(*) 
For m = n — 1 (hypersurface i^-i)» the second term in the right-hand 

side becomes zero. Indeed in that case the hypersurface has a unique normal 
n, and therefore, the sum 
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gij(x, n{li))n(K)Xa 

is reduced to gtj (x, n)nûXa which is identically equal to zero. But in the 
case of any subspace Fm, the second term does not vanish, unless we choose 
a particular set of normals w(M) such that 

2 *<ï)W'*g«*(*i n(li))n(K)Xa = 0, 

then 

xl^jf = - [iew(*,*')]"1&«(«,«')«rtl, 

putting gafi(u, u')u'P — yai that is, introducing the covariant component in 
Fw of u'fi, we find 

(3.22) * « ^ 7 = - ( i ? w ( * , « ' ) r 1 y « . 

The above formula is analogous to Rodrigues' formula and it is similar to 
the one for a hypersurface (4). 

4. The Gauss and Godazzi equations for an Fm. We may obtain 
relations connecting the curvature tensor of the space Fn with the curvature 
tensor of Fm and the coefficients 12*. To do so, we first consider the covariant 
derivative of XJ with respect to v? (metric in Fm), 

yl _ dXa -r>*tVi 

Combining the above relation with relation (2.3), we obtain 

hkJLaA.p (4.1) Xa,p — Xap — PMXaXp 

or, because of (2.12), 

(4.2) Xa,p = 2J ôoaflWoo — PhkXaXp. 
(M) 

We know that 

where Rb.a&y is the curvature tensor of ,Fm corresponding to the induced 
connection coefficients Ppy*"- By using the expression (4.2), we can write 

/i Q\ r>5 y i _ VTJ / dPhk . dPhk dx \vk ( dPhk dPhk dx \vk 

(4.3) R^Xs - xa\_yduy + dx,i-duyJxi>-\dv!> + d x " dus)x"\ 

— Phk\Xa<yXp — XatpXy) + 2L, (Œ(M)a0W(M).7 ~~" ^CM)«7W(M* ,#) 

(M) 

(^( /x)a7^/3 "~ ^(M)a/3^7) • 
(M) 
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With the help of (4.2) the second term of (4.3) can be written 

a ApA y {r je jun i — "ij-Lhlc) ~" 2Li *hkn(n)\}HrtayAp — M(M)a/3A7j, 

therefore, (4.3) becomes 

(4.4) RapyXô = Xa\\-^T + - ^ -^)Xfi - y-^r + -^TJ ̂ ^ J 

+ XaXpXy(Pkj
lPkl — Pi}Phk) + 2w (̂ (M)aj3 (̂M),T ~" ^(M)a7W(M)./s) 

(M) 

+ Ls W(M)(^(M)«/?,7 "" ^(/i)ay,^)î 
00 

the first and the second term in the above equation may be substituted by 

P.hkl\Xj X )XaXpXy 

according to (A.7), where Rnki1 is the curvature tensor of the space Fn. The 
equation (4.4) then becomes 

(4 .5) XlR.apy(u, U') = Rhkl(%, x')XaXkpXy + 22 (Q(li)a0n<J),y — ûoOcyWC/O.fl) 
00 

+ 22 W(M) (̂ (M)«i5.7 "" ^(M)«7.is). 
(M) 

If we use (3.12), we may eliminate the derivatives of «*(M> from (4.5) and 
thus we obtain 

(4.5a) Xitfatoiu, u') = R?MI(X, x')XiXkpXi 

+ jLi ^(M)(^(M)«/3^(/*)€7 ~~ ^(fi)ay^{n)ey)Xsg 
00 

— CiMg 2-/ (®(it)apXy — î2(M)a7X/3)W(M) + 2^ Z^ (N^pClwap 
0 0 (M) (X) 

— iV(X)7S2(„)a7)tt(X) + 2-^ (Œ(M)aô.7 — ^(M)«7./3)W(M)-
(M) 

Multiplying the above equation by gi;- (x, x'') X\ J , we find 

(4 .6) gb\R.a$y(u, Uf) — 2L, ^(M)(^(M)«/3^(/*)X7 "~ ^(M)«7^(M)X/S) 
(M) 

= g^(x, x')R\ki(x} xf)XaXlXyX{ — X{Cm 22 (Cl^adXy — ^(M)a7X^)«(M) 

and multiplying the same equation by gtj (x, x') w*J
(M), we get 

(4.7) gij(x, x')n*v]Rhki(x, x')XHXpXl — C*m 22 (®*u)aeXy — tocjuayXfjnwnrf) 
(M) 

+ Z ^ ^(M)(^(v)/3^(/x)«/3 — Ar(Jl)T^(M)«7) + ^ ( ^ ( ^ ( ^ ^ , 7 "~ ^(")«7.i3) = 0 . 
00 

The equations (4.6) and (4.7) represent a generalization of the Gauss-Codazzi 
equations of Riemannian geometry. 

It is obvious that different forms of Gauss-Codazzi equations are obtained 
when one considers the fundamental forms Sl(v)apduaduP together with the 
normals n(x). For that purpose, we decompose the vector Xa$

l (considered 
as a vector with respect to the upper index i) into components along the 
normals n and the tangent plane at the considered point. We put 
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( 4 . 8 ) Xafi = £ AwatmU) + Waft 
00 

where Wa^ satisfies the condition 

(4.9) Wijnui = 0, 

and by multiplying (4.8) by »(„>*, we obtain 

(4.10) fy,)^ = n(v)iXa(i £ 4̂(M)«iS cos (n(v), W(M)), 

hence W^̂ * is given by the relation 

(4.10a) Wa/s = Xdp — 22 Awapnlp) = £ ^(M)«^(M) ~~ 2J A^^nl^. 
(M) (M) (M) 

Since the vectors nl are in general different from the vectors n*% and they 
do not belong in the space spanned by w**, we look for a decomposition of 
the nvs along the n*i and the vectors defining the tangent space to Fm. We 
decompose the vector nl in the form 

(4.11) ni> = £ r$n*x5 - Ma
{ii)X

l
a; 

(X) 

multiplication by n^* provides 

(4.11a) W(M)»(F)i = £ ^((\)Cos (n(F),n*x)); 
(X) 

from (4.11) we also obtain 

(4.12) Ml> = ni ,Z?. 

Combining (4.11) with (4.10a) and also (4.11a), (4.10), we may write 

(4.12a) WU = Z 0*M)â o.) " E I (AM)«^(%V?X) + Xa* £ ^CM)«^OO, 
00 (X) (M) 

(4.13) Q(F)ai8 = £ ( £ ^4(M)^^((X)) cos (»(,), w*x>). 
(X) \ (/i) / 

If we compare the equations (4.13) awith (2.21a), we see that 

(4.14) £ AWafiT$ = Q?xx*. 
(M) 

In view of the equation (4.14), the relation (4.12a) becomes 

(4.15) WU=XlY. A(,)a^Mlh 
(M) 

thus, M(M)
5 is given by (4.12), AWafi by (4.10) and Wa^ by (4.15). 

Using the equations (4.1) and (A.8) again, we write 

(4.1a) X*tP = £ Aafflil> + WU - PMX^XU 
00 

differentiating with respect to the metric of Fm and because of (3.11) we 
obtain 
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(4.16) Xa,(iy = X , 4̂(/x)a(3W(M),7 + Wap — 2 J PhkA^^nl^Xy 
(M) (M) 

or 

(4 .17) 2- / (̂ (M)a/3,7 ~ -4(M)«7./9)W(M) + Z (̂ (M)«/9W(M),7 ~ ^ 0c)«7»0»),/j) 
(M) 

+ 0 K 4 « f e *') + wà.7 - w£.* - P* ( w M - ivjxj) = JRi^i. 
Using the expression for the generalized covariant derivative of Wa^ with 
respect to uy we find 

(4.18) XIRU, = Z W (M)a/3W(M)f7 ~ ^4(M)«7W(M)./S) 
(M) (M) 

+ Xh
aXp(iR!hkl(x, x') + Wipy - WU 

which, with the help of (3.16), can be written 

(4.19) Xi[R^y - £ 7w 
(12(M)e/^4(M)a7 — 0(M)e7^4(M)a^)] = Rnia(x,x')XaXfiXy 

(M) 
"" JLI gwCwshkniriiAwapXy — A^ayX^) + 2J (A (n)a&,y -" 0*)«7. /S)W(M) 

(/*) (M) 
+ Z 3 ZlJ W(*X)(-4(M)a/SV(X)T — ^<M)«7"< /0 /S) + Wa07 — HP£y/8. 

(M) (X) 

The relation (4.19) is important because it provides the Gauss and Codazzi 
formulae. Indeed, multiplying (4.19) by gtJ (x, n{V))n{v)

j and putting 

AM)(")JM = gs (x, n^))gij(xt n(V))C^)sMl 

^ O I X O T = = ] C "(X)TCOS (»(F), W(X)), 
(X) 

we obtain the final equation 

( 4 . 2 0 ) 2-r ^(M)(")(^4(M)«/J,7 "" -4(M)«7./5) ~ L*l D(n)^)hkj^(v)n^)(A(fl)a^Xy 
00 00 

— ^4(M)a7Z^) 

— X ) (m(»')(M)7̂ 4(M)«/3 ~" W(M) (0/^4 00<*7) "" RhklXaXfiXytlWi 00 

- (Tt^y - W2tf)g<*(*> «(,))»(,). 

It is possible to remove the terms involving PPa^7
i and replace them by ex

pressions depending on Aap or Oajg. 
Indeed, 

(4.21) Win = Xi(Y, AMO/HMU + E ^ ( M ) « X , ) , 7 ) 
\ 00 (M) / 

+ ( X ) ^4(M)aj9^(M))^«7» 
V 00 / 

and since X$7* = X^Asyfi^)1 + T̂ s-y* a n d n(V)iWsy
i = 0, we obtain instead 

of (4.20), 
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2^ 0(M)(»oC4<M)a0,7 — -4(M)«7,/S) = ^ L D(fL)(kJf)ihkn(IA)nQt)(A(ll)afiXy — AwayXp) 

(4.22) - £ (mw 
(M) 

— 2-, JL, Mwa(V)(\)(Awa0A(\)8y--AwayAwtfi) 
CM) (X) 

— RhkiXaXpXyn(y). 

We consider again the equation (4.19). Multiplying by gtj(x,n(V))Xtj we 
obtain 

(4 .23) 7<P)*È -ftafr — 2 T0i)(^(M)^(M)«7 "~ ^(/i)^(M)«/3) 
L (M) J 

= !&,(*, x')Xh
aXlXlyX\gij{x, niw)) 

~ z2 gs\xin(ri)gij(x>n(V))C(p)sMn^)(A(p)apXy — AwayXfyXj: 

(p) 

+ Z-/ X ) gii(#> ^(V))-X"/W(*X)(-4(M)«^"(X)(M)T ~~ ^4(M)«7,/(X)(M)^) 

(M) (X) 

+ (W«/9y - ^«7/s)g t ; (* , » ( r ) ) X | ; 

by eliminating the derivatives Wafr* we find a relation 

(4.24) £„(*, n(v))Xl(W^y - Way0) = 7<F)*a["]C (A(fi)a^y - Aay^)M8
ilt) 

L 00 

+ Z ) AwafiM^y - ^ ( M ) a 7 M ^ l + g l i ( * , » ( , ) ) - X ' ! r £ Z W(M)«^(X)«T 
00 -J L (M) (X) 

— ^4(M)a7^4(X)3/9) • Af(M)W(X) + I J L L (̂ 4(M)a/S 4̂(X)«7 ~~ ^ (M)a7^4 Q,)^)M^)Ml\) . 
00 (X) J 

for the last term of (4.23). 

The relations (4.22) and (4.23) thus represent alternative forms of the generalized 
Gauss and Codazzi equations. 
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